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ABSTRACT

'This research focuses on the principles upon which
nodels have been, and may be, constructed for estimating
cost and effort in scftware development projects. A defini-
tion of and factors influercing software enginsesring
econcmics is prasen+ed, The major phases and activities of
the sof+ware lifecycle are described., Effor+, time and cos=
estiraticn is aralyzed. A presentation is then given of
scme wicdely used necdels for estipating cost and effort.
Cri<tical factors which must be considered when constructing
a modzi for estimating const and ef;o;t ipn scftware develop-
ment prcjects are then pra2sented. ‘rﬁe”summérize by citing
ar2as tha* require more at+ention if cost and effort es<i-
na=es are to be Zurther improved.
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C. GENERAL PROCEDURE
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The procedure that has been used was to research litera-

ture concerning cost

develcpment projects.
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successful estimating
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II. UNDERSTANDING SOPIWARE ENGINEERING ECONOMICS

A. A DEFINITION OF SOPTWARE ENGINEERING ECONOMICS

The term sof+tware engineering has been used ex-ensively
throughout 1literature “o refer to *he various szages of
scftware develovment and maintenance. Scftware now coamands
the majoer part of any budget for z2 con s
a:ji 1850's, B85% ¢f a <compu*ez projact's bud

L 157

to hardwace i<=h +he ra2maining

-
(]
[e
o 1]
g
-«
ot
2
fr
/]
(1]
-y

£

figures ars reversed. [Ref. 1: p. &

refinements and advances in hardware combined wit o

2 s+s of 3its production have <turred foc

it abilizy +*o expleit *“he system's innazs
3

ncial prominance of scftware in any

(o]
th
b
=
W
H
W

~hat whenever we speak o©f s

bl 5

¢ eccoromic Impact of ¢

(=

h a
r:z zngincering econcnics will bz used

ct
v
2]
o8

a &
earch parper to zefer to ths development
mainterance of scftware.

Tha= we are only now bseginning to clearly unders*andg the
complexi*y of the softwacra2 issue can be seen froa +*ae
numercus failed attempts to forecast +the cost and 2Ifor: of
sof tware development projec*s. Disas“rous sof“ware develop-
men* projects have motiva ted the Jevelopment of numer-ous
cos+t and effort estimating models “ha+ have mer with varying
degrees ¢f success in accurazely pradicting *he course cf a
softwars development effort. Successful models have been
used as foundations upon which even more accurate models
have beern developed. The majcrity of models that are avail-
able to es+*imate c¢cos* and effor+ +ere developed by private
companies +o be used in <+*heir own working environment,

11
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These models when applied to other environments are urnpre-

4

¢

IR

j?ﬁ dictable and +herefore of questionable value [Ref. 2: p.
us 116 1. We will examine the most prominent of the numerous
- cos*t estimating models and evaluate their characteris+tics
i_ and applicability. We will seek to uncover the remaining
s problems that currently available cost and effcr: estima*ting
E models inadequately address cr complately ignore.

o We begin by developing a defini<ion of scftware engi-
E neerirqg economics through reviewing definitions of the %“erm

sof+ware engineering as 2ffered by a rumber ¢f vpreminso-
[‘I individuels in the compu=er industry. The most ccmprehan-
sive work on software =erngineering economics is a recently
- pudbiished tex%t of the same title by Barry 3cehn. Boskm
' . defines software enginearing as "...:the apolicatiorn of

-

science 2nd mathematics Dby which +*the capabil

ccmpu+ter =2quipasnt are made useful to man via cor

TP
programs, procedures, and associa=ed dccumentation" [Ref. 3:
Pe 16 ]. Peters and Tripp a* +he 3rd 1Internaticna
Conference on Soitware 3Ingineering define sof=warz engi-
rz2zing y lden<ifyirg the concep:s and +their rceol h
=na< surface in a s*tudy of softwar=2 2ngineering [Ref. 4: p.
63]. femus c¢f IBM's Santa Teresa Laboratory dsfines scof=-
ware engineerirqg as "...the science of implementing give“
functiocnal and performance requirements 3in a progranm
cptimum quality, at minimam cost, +while meeting committed
schedules" (Ref. 5: p. 267]. Kerola and Freeman a* the S%h
Interna+ional Conference on Sof“ware Engineering present
scf-ware engineering as "...the application of wms+hois,
tools ané techniques to actions ir a reliabie and predict-

acl= manrer or (a) set of stated, *=echrnical, ececromic azi

scclal gcals for a scftware artifact” {Ref. 6: p. 91]. We
especially note *he reference *o the sccial aspects c¢f sci=-
ware enginszering. If <=he humar asp2cts o0f scf-warcz
engineering are not takan into accoun+t as concerning bezh

12
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- +he developers and *he users, the software product will not
realize its full potential. We define “he term software
3 engineering economics as the art and science of utilizing
; analytical +*echniques, managerial principles and common
sense to affectively and e fficiently conclude the develop-
ment and maintenance of software at minimal cost.

B. INFLUENCES ON SOFTWARE ENGINEERING ECONOMICS

1. &ize2

A number of methods have bean used £0 es+timate <h2
size CI sof*ware development projects. Farly estimates 5%
project size are ro* 1likely to be very accurate as the exact
nature and scope Of +the prcject are no* conclusively known.
Putnam ard Fitzsimmons recommand 2stimating the size ¢ a
sof+ware 3develcpman:t proja2ct using %*hs laws of statistics
ability and including the standard deviazien fot
23cn 2s=imat2., Early estimates ars pnasa2d on past xperienca
v

and =whes available Informaticn the dzvelcopers have 2bsu= %Lz

As morz2 and more a*tention is Dbeing givan <o =h2
early determinpa+tion o©of the design and specifications of 2
project, estimators have an increasinagly large amoun%t of
informa+ion to use. The increasel =2ffo-t being givan %o *iae
front-end development of a project will subs*tantially
dacrease <he firal cost and effort <expended on a project

because of better project prepara+ion. Stcuctural decompo-

sition is used to more cleazly unders+tand and clos=2ly

estimaze “he size c¢f a project by unders+tanding ani eszi-

A ad e——

mating “he size o0f each segment o0f the projec-. During *hs

developmer+ process, iterations of size es%tima*ions con%inu2
t0 improve <the certainty c¢f the size o0f +he projec-.
Accuratesly estimating size is +*he major obstacle irn es=i=-
mating <he cost and effort requir=d in software developman<
pro jects.

13
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The following critaria have been used extensively in
estima*ing the size of a software project: lines of source
code and executable instructions. A fairly recen+ develop-
ment iIn complexity estimation developed by Halstead tha+t
will be discussed 1later asserts that siz2 is a function of
the vocabulary of a progranm. The vocabulary of the program
is the sum of the operators and operands used. According to
ta2 autiher, lines of cod2, length (sum ¢f <he number of
+ines opera*ors and operands are uszd) and vocasulacy are
211 wvalid measures of program size. The problan wizh

e o]

als+tcad's and other techniques of size m2asuring is +tha+

2

they are afzter +he fact zools, i.e., <+he 3eveloped scftvar:

ke available to use then. Al-hough refinements

=
&
ot

ccntinue to be made in the area of =2stimating program size,
no abscluyte method has yet been developed thar will conclu-
sively estimate size early on.

As *he size of a project increases, o+her fac*ors
recome mcTe prominent as cos% drivers. Ccmplexity, intar-
£aces ard *he number c¢f psople involved Dbecome the primacy
ccs+ drivers, Ads +the size of the project iancreasss, =i

a2
number of psoples involved in <+he project increasss and

r{
[}
B

significant new prollems are createj. Brooks learmed £

[+
fo )

his experience with <h=2 IBM 0S5/360 project that men n
months are not interchangeable. Using man-months tTc measura
the size of a project is dancarous since men and morths ace
cnly in-erchangeable in an environmen*t wherz a job can be
perfectly parti“ioned among workers and workers separatel
from each other +to preclude communication. In rceality,
“raining and communication <*+ake up 2 significant amount of
time in iIncreasingly large projects. {Ref. 7: pp. 13-26]
And although time consuming, communication is essential for
a successful project. Esterling's cssearcch also showed <ha*
projec- completion <+ime can be improved wuron cnly uop =0 13

cer*tair point by adding personnel. Addsd personnel aventu-

| =l
[l

ally serve only “o delay *the project. [Ref. 8: p. 168]
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2. GComplexity

Software engineers

ability,

maintainability,

use complexity to

readabilit

comprehensibility of a program (Ref. 9: p. 317]

plays an
cycle:

program will directly
*esting ard debugging and
guentliy surZace fzom us=z. Ia

TTogram Gu2 =¢ changing requissments wi

2]

T

B ]
[C
ct

{20

H

ave prove

The main problen

important part in two

¢

:
4=
-—-h

difficult to obiec*

phases of a s

development and main“enance. The co
inf luence the cost an

orrecting bugs
2 difficuliy of
1

1 also

€d to *he ccamplexizty o0f£ a pregraa. Coaple

ify in project

with both size and complexit

that+t they are done after the fact, i.e., after

rearn wrise

en.

A conmglexity measur2 will be

abili+ty %¢ predict programmer rerformaince. Muc

Th
the many

complexizty

Zro

y ar=a Imgliss <th

the scurce CoO

denote treat-
Yy and/or
« Complexity
oftware life-
mplexi<y of a
d effort in

tha~ subse-

xity mezsurss
evalua+tions.
Yy measures is
the code has
judged on i+s

h rcesearch in

programme> performnance can

at
de 0of a progranm.

m
€ question being asked =ciay is which <fac-ors c¢f

researched in programs Dbest capture prcgran

Two other £factors have shown

froqram complexity: “he prograamsr and the

0 influence

programming

task. Significant indiviiual differences have been fourd in

proglammer

<ha=- irndivi

thaz ¢tae

performance,

dual

"The
difierances among programmers
1]

vaciabilizy

important point

may depend mors on individual differ=rnces *har

tally irduced differences" [Ref. 9: p. 317].

very difiicult £for one programmer may be easy

-hus null

parfcrmarnce

relared

ogramrel

[}

complaxity

+acsks.

ifyirg +he value of
mus* be base?d on
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Ore of the newest afpproachas to measuring complexity
has keer presented by Halstead in which lines of code are
kroken dcwn into operators and coperards. Three advantages
of this approach are:

1. An explainable me*hodology for «celibra<iag
Zmeasuremant insctrument.

2. A ore nearly universal measure, since *hg
aprroach is _coOnsistent across thne boundariass of
nTcgraaming languaqges.

3. The abllity to relate some ¢f the 2£ffects, of
p:og:ammlng s+yle o measured Juanti-iss,
{ Ref. 10: p. 373%

The rules for this method seem tc combine lines of ccdée,
decisicn nodes ard operatior codes, variables and punctua-
+isrn, The emphasis given to each area is questionable bu*
at leas~ *hey are all included. [Ref. 10: p. 374]
Yalztzad 3efines length 2s a funciicen of zum
ge and cperand uzage. L=ag=t can b2 estimate?d
bualary with <c=sascrabl: cer+ainty according ==
Hals+ead. Velume Zs 2 function of vocabulary and leng®h.
Lines o code, 1ength ani volume are =2qually valid as rela-
tive measures c¢f program size. Program size measured in
lines c¢f code, length cr volume is a function of vocabularcy.
Halstead also presents an equatior for m=sasuring
i7ficulty. Difficulty is defined as the m=asurz of =zass of
2ading and ease of writinrg a program. Difficulty affec*s
the effcrt needed +o cods2 an algoritnm, +0 inspect and
review 1t and to evalua+t2 i+t later when chances rne=d *o L2
made to i:, Various levels of difficul“y are expericenced
due to the skill level o5f the programmer, poor prcgranm
structure or *he lack ci experience with a language 2and
possibly the complexi+y of ¢the algorithm. [Ref. 10: p. 381]
dalstead i1dantifies six code impurities *that 4if eiimina<ed
reduce “he level of ccmplexity of the program. They are as
follows

16
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1. Complementary Operations: unreduced expressions
2. Ambiguous Operands: the same variable means
different 4hings
3. Synonymous Operands: giving the sare value %0 more
than one variable name
4. Conmmon Subexpressions: subexpressicns used more +than
cnc2 in a program. The subexpression shoulé be given
a unique variatle name
5. Unwarrarnted Assignmsnts: assignzent cof z vasizkle =2
a subexpression even *hough the variatle is used cnly
once in *the prcgran
6. Unfactored Expressions: easy to understand but a+
times hard *o fcllew in coding. (Ref. 10: PP.
382-383]
Halstead's measures are a*«ractive in *ha* they are =asy *o
auzora%ts,
Az0<har measure of ccmplsexi=y <hi* h

a
tvre of unlvarsal acceptance is that prssanzed by T.

nea s

AcCarse, In #cCape's cyclomatic complexity measura, all <=h=
decisicr points in <the Procedure Divisicn of a program ace
ccunted, those for each paragraph and section are summed,
arnd those for the entire prcegram are summed., A paragraphk is

assumed %0 b2 “he size of a modulie and assignel a ccmplexisy
value of on2 to start. when a complex conditional statemen<
is enccuntered, each simple conditional expressior is
assigned a value of one, Research *o correlate Halstead's
and ¥McCatke's measures wi+<h programming effort have shown =he
following (especially respecting Halstead's work):
1. Feasonable <correlaticn exists betweer “he measur=ss
and programming effor+.
2. A comparable correiation exists bhetween the measurss
and *he number of instructions in +the programs.
3. Number ¢f instructions seem o e as good an indi-
cator of software development <effor+ required Zfor

17
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large programs (over 1000 DSI (delivered sourcs

instructions)) as “he Halstead and McCabe measures.
The measures, however, correlate better <+han DSI with <}
amour.t of terminal time required <to program small progranms.
[Ref. 3: p. 481]

The weaknesses of <*he measures 1lie 3ian their nrnet
accoun*ing for such factors as persocnnel experience, hard-
ware constraints, m®managerial factors and =zhe use of +tools
g2nd meodsrn programming practicas. Th2 user mwust also sescomz
accustomed to using the msasurss aad, as already s+atzd, <he

measures involve a kncewledge ¢f program charactarisztizs “hat

3. Inz3zfsrence

Interference factors incluide the total of all
disturbernces that affact rogrammers! producxivi-y.
A

fmirisz~zative or ncrn-dirsc- werk includas such activisiss

33 pbudget preparation, unicn meetings, And stacTus fenors

ccial <In=esractions ars a seccrnd s¢
e lcss. Thirdly, irterfo.rznce includes *he time conesumed
in reqgaining a creative <+hcugh* pattern af¢er intarcuption.
Cr2ative people are subjec*t to envirormental influences c:
“heir abpilizy *o0 evolve a new progranm. A fourzh soucce of
interference 1is +he =time spent coordinatin with other
preogrammers while developing a trogranm. A £ifth souzcz of
interfecence is <the number of miscellan=20us interruptioans
~hat result from passing social intaractions, +*rips to %he
head, e~c. [Ref. 8: pp. 1684-166]

irterccmmunication is essential t2 any proijec=. To
minimize Zintercommunication, as few 9vpeople as possibla
skould te involved in a lacrge nproject if completion time is
importar* (as Zipevitably it is3). Brooks suggests *he use of
proagrammer teams <O improve upon +he complertion *ime c¢f a
pro jecct. The *task is divided up into 2 number c¢f sz2gments

18
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and each team operates on its own as far as possible to
complete a sSegment of <he project. Esterling's research
showed that programmer productivity can be increased 4in an
interrupt free environment. Interference factors command a
large pcr+ion of the programmer's time and mus*t be addressed
in any estimation of cost and effor+.

4. Cos:

Cos=< haz nliavad a madjer Tol=2 in Jevslcoping zof4wac?
enjineecing economics due “c <he many cost overrcuns oL soft-
waere engine=-ing projects, Cost overruns have become the
dziving <factor in e&ffor=s to develop softwace cost and
etfort es-imating *echniques, Zscalating personnel cos<*s

have driven comparies *o new awarenass of scftware develop-

=

en* prciects. A sevare shortage o¢f scf*tware engineers
presen=ly exists along with greater shor+ages in the number
¢Z senicr s0f-wavTe ernginsers whese comdevznce 21 sxnertics
.3irqg a prcjec* can oft=p resul«< in ar ou%ws=a=nding
ccosed  *c a a2diccre croduck, The jcb xmaziks=s

od and +=he cnst of aizia

proarammers and analysts ccntinues to grow In dominance in
T mazes indica<e tna*t <he cost

neer will be 100,000 dnllars

salary, frirnge benefi<s and

the overall cos= picture.

l‘-

per nar-year of a softwarse eng
hy the mid 1980's (this ircludes
SUDpPOTrT COSTS).

Sof+ware prcijects will usually *ake at least “wo *o

Zhree years o comple*s, Oore programmer will usyally not
suffice %o complete a project sO 23 number of silaried scitc-
ware engineers must be arnticipared. Byt  as Aalready
discussed, adding ©programmers %o accelera*e a softwacs

develcpment project will only be berneficial up to 2 cer*zin
poirnt beyond which diminishing rceturns will be realizzd.




Initial development cost may be expensive for a
project Ltut experience indicates that for every five dollars
spant on initial development, between seven and twenty
dollars will be spent on maintenance. With +this skyrock-
eting picture of costs throughout +the lifecycle of a
project, es+imates for a software development project arnd
tha subsequent plans for and ipplementation of a software
davelcpmen= project must be carefully managed. Sincs so
much cf costs will Zinvolvs personn2l, scf<ware dsvelcpmens
envircnmern+s will bte incr=zasingly 11looked =0 for -=h:
ways tc exploit <*he po*tential of sof+ware =ngirneers.,
[Ref. 11: p. 227]

Recent £indings indicate +tha* con*trary =
fealings about the ma+ter, +the total cost ¢f a »

ol
T
decrease along with development <ime when overtin
TO workers. IZ time and a half is peid, <*he cv

ol

gdecreases; i double =ime is paid, *he overall c
censtarz. Indizect «costs will have 3 sepaTtatz Iimo
cvaT+ins work iac

indirec* costs are high, savings can be re2alized by hircing
consul=ants and by-tne-hour psopls. ([Ref. 8: p. 170]

Thus we see that “nhe primary driver of the cost of a
scftware development projec+ is the personnel involvad.
Personnel must be carefully selected for a particular sof+-

¢ developmen* project. As will be discussed later, past

b
expaerience of “he progqrammer is of considerabiz impcr-ance.

o

f-er personnel are select24d for a development proijec=, <h=
managemen* process implemented will dJde+*ermine how fully
their collective poten+ial is exploited.

5. Quali-y

The quality desir2d In a given softwace prcduct will
dirsctily influence the cost and effort devoted <=¢ +hs
pro jec*. Quality will generally vary acccrdiag *c <“he
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nature of +he project. Software developed for a manned
lunar flight will cf necessity be of far greater quality
than that to support standard business applications.

Remus defines gquality as "...the rumber of program
defects normalized by size over time" [Ref. 5: p. 268]. We
£ind this to be a useful, working definition of gquality.
Quality cf a software product can be imnroved by increased

attentiorn given <to0 +the cont-end design procsss with
2mohasis on medularization, Ycdulariza+tion or dividing +he

proiect into small segmants *het are moere in%tsiligibhl

gnables *he programmer to mcere easily unders+vanad *he 2bd=c-

tive of a task assigned. A4 better understood assignment
will lead +o a better product

-

Frogramming environment has a sigrificant Iimpact on
quality. The ability of “he programmers tc work irn an envi-
renment conducive to and supoortive of crea%ive though+* will

fester a2 superior software product

The cest o0f gualiz gsof<ware will n1no* gc down as
irama*ically as *he cos* of hardware [(Ref. 11: Pe 6].

Very cheap, unwacranted, uasuppert2d software will appear con
rhe market and be availabl2 %o the consumer. Irexpensive,
mass marke+ted, supported scfiware is not a practical possi-
gili+y Zor *he future. Four types of software prcducts will

e available in <he future

1. uality prcducts requiring 30 surport and known

0 Dbe_correct 2aand €0 Zfuaction predic*tasiy and
reliably

2. Qualit producrs that are sold <o customers

wiilirg 6 pay tane suppor:i costs

3. Custom-made products, developed €¢r a specific
user's needs

U, The others. ([Ref. 11: p. 227]
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Prices for type 1 products will be high and vary according
to market demard. Type 2 products will be priced ccansider-
ably higher than type 1 products. Type 3 products will be
the Lighest priced of all scftware. Type 4 products will be
ncderately priced for mass ccansumption. Especially sophis-
ticated software will be sold along with associated hardware

in wrat will be a turnkey sysien.
€. Scheduli-ng

Scaeduling is impcrrant in scf+tware dsvelcpmen=
proijscts so as *c avoid slow down

i
lack ©f coordina%ticon among interds=p

projec=. Scheduling saows where in ime all important
projec= events rake placs, The schedula2 should iacluda
milestones, reviaws, key meetings, audits, dJdocumenzaticn

relsases and product delivery dazss.

Scazdulirg is alsc imper®ant fo- marksting ani salas
DUr PCSES, A product must te available at *he <ime wihzn <h=2
mar xe<=ing parscnn=2l have dromissd i+, The bo+<=om 1ine oz

tion is custom=: satisfac+ion and hence profiz.
-

3
ject management Jdiff
o

ers from producticn marage-
ment in th nature of +=ae task. Production managemen*t
involves +he perZformance of a repe*itive job. Project
managemen* is much more diffic

uls in <+tha+¢ the Jjeb <c bs
performed and the results cf£ <the efforzt ac2 not clearlvy

understced a* “he outset arnd are unigque for th2 mos« par=.
a Y

Q
ct
P ®
(A ]
[N
n
o
l‘-
O
0
W™
o
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Th2 fol owing <char <0 all oprojec=s in
varving degrees:
1. The project i+self will las* for weeks, 10n=hs or
€éven years. During this time, many changes may occu:c
in the project wkhich may affac+ cos*, +technoizgy z2ni
resources.

2. The project is usually complex involving many ir+sr-
A

rela<ed activities that must be meoniters
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3. Projec*s are expected to be completed on time with
any delays <costing the developers ipto +housands of
dollars per day of delay. Not only is money lLo0s* bu*
also amuch 3111 will may be crea*ted from overdue
psoiects.

4, Projec*ts ofter ara sequential in na=ure with <ha
s+ar+ of one rfproject dependen+ on the compie+tion of
arother. ([Ref. 12: p. 273]

AS 2 rszsuZt ¢f =a2 naturs o proj2cts, pLiaxtniag,
2n=rcl and coordinatien of projec*s is a complica+zszd +task
=na* requires clecse a<tan-icn. Until rT=zcently, nc fsrmal,

generally applicabls method was availabls +tO manage +he

pregress of prciects. Two mexhods acre now availablz +hat
have provan %o be very useful in projsc* managemen<: PERT

{°rngzam Evaiuation ard Raview Techniquz) 2anpd Co¥ (Critical

Patn Metlhod).

TwCc 3iffzrences =x1st Dbe=wesen PIET and CZd. The
firs*® involves a2stima+ing 3c*ivisy Jura=zicns, Az zc=iviny

<ka~ censumss rescurc=2s and 3 cer-i3iia a2ansunt of
hz

tims, PERT uses =he weighted averag2 of <~hree 2stipa=ss in
crdar =o arrive a< an expected completicn <ips pased on 2
probakility distribution of comple+ion <inmes. Becauss ¢f
this, PERT is looked uypon as a probabilis=ic %ocol. CPM is 2
demerminis<tic <o00l, ie2., only one es<imats is mads Zor
duyrazion of an aczivi+y. The second difZerence betwzen <ae
two me+thcds is “ha< CPM <can give an =as+timate ¢of cos“s as
well as ccmpletion time £0z a projacet. PERT is fuzdamen-
tally a %00l *o ovlian an‘? control =ime; P¥ s a ool *%aa=

can be wused «0 plan and ccntrol both time and cost of 2
cTo fec=.
PERT andi CPM arzeapt 4o answer +he fallowing

gques+icns:




1. Which activities_are cri<ical?
nust b2 comple*ted cn tinme

schadule?
2. Which activities are noncritical>
3. How muych flexibility does managen
executing the noncritical activitizs
4, What is the_earliest expected conmple

~he project?

is_ the best way
d urlna > Xe

2: pp. 274-275)

PERT arswers =he

1. What is the _chanc= cf cecaplating a
desired daze?

2. For how long sheuld a _projec* be plan
a given probaolllf; o2Z clmplazicn is
{Ref. 12: pp. 274-275]

C2% answ=2rg *he Zcllewing 2ddi-iornal qu

1. @dha=_ i3 the l23asT-CC3EZ= Wiy *“0 =2X
ccmpletion ©f 3 preiect?

2. #hat is the shoztast posgible +ipe f%
-0 be ccmple<ed? [Ref. 12: pp. 274-2

PERT and CPM orovide numerous

trcjec= @manager. The rTaquirements of <¢ke n
paragers %o pl.n ahead ian ieé+zil =0 dzzarmine w
“om

a
ject cbiectives on schedul-=.

That
to keap the broject on

PRI SR - e SE™ O M S - e Ll e gt ceu st gt r_-—_v'.-_T

is, which

prciect by a

11t

jonyl
s

advantages fcr the

2theds forcz

hat has +o be

icm e ee~ proj b, Definite deci-
sisns must e rade regariing =eaxecutior *imes and comple-ion
*imes fcr activities in *the project. The %ools of CPM and
PERT provide for iaproved communication among deparztmants in
“he crgarizaticn and between the developer and clients. The
devices allow for Zdentifying critical activities in =he
grojec* and +“hus close a**2n<ion can be given to <hess
Dhases, Since <c¢rizical activities ar2 most likzly =2 Dbe

D
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potential problem areas, <these difficulties can be spotted
early and adequately planned for.

Resources are more easily maraged using PERT ani
CPM. Once bottlenecks and problems are identified in the
pro ject, resources can be more easily moved around to

correct difficulties. Deviations from schedules are more
easily iderntifisd and accommodated. Since PERT and CPM

provide ar overall picture ¢f the proiect, <the <ocls can b=

n1sed eacily o present *he oproject +*o0 lower levels o¢f

malagedenz, PEXT and CPM ar2 easily adapted to compu<zrs.
er

na-e ways of zxecuting projects carn be evaluated usin

u’)

Alte
PERT and CPM. PERT providzs <he probabili“y of complating a

ject cn schedule while CPM allows managemen: to evaluats

o)
[h]
[§]

of rushing activities. Many scheduling prechiens

an be avoided <hrough close adherence to managemen:t tools
and CpH.

d3ain w2 chserve thaw at<con+i

evelcpmen= 0f a project will 234 i

o3

m
accompiishasn*, The abiiliiy *c adhere =0 a schadule will
o

id:i<ionally con+%ribute =0 a2 T

|l.

[s1)

zuplovyess will realize personal gratification as mileszones
are met. Improved motivation will mean an improved product.

snge

" A

7. ZEas:z

R2L

‘m

Fast expverience plays 2 significan<t rols in scrfiwaz2
developnent projects. Companies that have past expericace

in larg2 jobs will *end to overes“imate a job and manage the
job as a la-ge job. Companies with experiance ia small jcbs
will *end to underestimat2 a job and manage it as a small
job . This 2ntire concept has been neglected in =2ach cos+:
anrd erffcr+t estipmating model reviewed by *+hese researchers.
{Ref. 13: p. U43]
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Research has found tha+t experience is importan+t ir
the experience that a prcgrammer has is related to the
current proiject. Merely programming for a number of years
will not mean that someona2 is a good programmer, only tha+*
he has been programming for a number of yz2ars. He may have
been making the same mistakes and using the same proczdures

during those years. So the developmerntal pattern oI <ae
individual programmer and analys+t must be examined in cordec
=n ascer*ain *hs pa<uri+y oI *hs Indiviinal, Progranmss

productivity varies greatly or “h? same task, some.rzsezrch

reporting variation of S5:1 while other research thes Zcuni
variaticn up to 20:1. Lit2rature on programmers' expeTienca
W:ill rce addressed 2gain in another ssagment of tais paper.

zzszazch i =als lacade as softw ceme =0 dcmiznant a2

fzz*crT in =h=z 3dsvelopment c¢f computarT sSystens. Thz =rgc-

ncaicg ¢ scfwware engizesring nas bzan dzscribed as "...tas

disciplire ¢ analyzirg ndiag the Zequiczman+s
T

“his unders=anding into innovative toql Jdesign” [Ref. 11: p.
2231.

Irgonomics 3c¢als with the mutual adjus~men= o man
ard machine. Man has done mos= of the adjus<ing 2s 2% this
+ime &nd @machiazes now must adjust *o numan needs. This

evolu+ion Lras ccme abour due *o +he increased cos<s 0of
hirinc and suppcerting programmers, Man initially =sxer==4
all effor*s +o0 axplcit computer capabilities; now, comput=ars

t. mus< evclive +to explcit human potertial. The esasier sci+war2
; develcpmert “00ls are to use and +<he more affective they arcs
g in assis+ting +the programmer to produce his produc+% the rore
5

d efficien*t will be “hke entire development prcgran.

X
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The tools used during the production process can be

divided into a number of grcups.

1.

to
and specific

should be
general <eras

The

permit a

design language gereral enough
description in
be

firding obvious probleams and

erough to unambiguous. Analyzers assist in

automate some ir+tercon-

rection cross refarences. Tools such as the Prcblem

S*atement Languaqge/Problem Stactement AaAnalyzsr

cerputer-aidad srouc+ured 4docunen=a=ion and

techniques tnat ald in developing the reqg

and specifications for a program and iz
“ion of documerntation as the prcject proceeds
on-line documenr% hardling facilitizs

?di+ors arnd

machire wuse fer writing, producicc =znd main-

g specifications and user publiications.
de library facilities impreove testing and in*zgr-a-

for

e AT

anti+ias

significan= data

o)
m
rroc=essirg functions, provides the
s
Security and access conirol for data base ernviron-
ments
Szandariiza*ion of data elzments
Iden«ifies redundancies in *he data base
Auromatic documentation with curren* informa-=ion
€) Inproved transportability between o}
ronments
Assists auditing (Ref. 14]
nteractive coda facilitates progranm

allowing each programmer <2 use a zerminal in his

werk
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h) Test simulators allow simulation of complicat
hardware configurations

i) Tast control and *est case libraries facilita
testing procedures

i) Service data bases provide solutiens to ercTo
fcund *hat are no*t yet corrected for public usag
[ Ref. S: pp. 273-274]

Software Development Envircnment (SCE) is th2 ran

now used to describe the zoels available *#o nregramners
dsvelcp & software product and te maintaina it. SD

as simpie as a nixture of assorted “cols with lit=z
el

o

tien <o one another, or as sophisica*ed ac a par+<icul
develcpment methodology using tools or software =ilied
that are highly integrated and non-ra2peti+ious. [ Ref. 1
P. 20] SDPE is a recently developed concept.

it aprea=s +he zcf*+waze developmec*t =z2nvironmen+t steoul?
be adaptadle, user-ceatered suggestive, heloful ari
3upgcriive, L0t lampcsing. The toCls ¢ <h= zaviZconmens
stcuid be por=abie, metnodolcay irdependent, cazaiccueld
W-=n_ _Tesgect “c¢ assumed useI scphiszicatlon ani  -lLzy
snoulld havs a specific purpcse. Firally, the 3nvirco-
aert_ should suppors largn-scale sof+wara produg¢*tion anid
provijde a corsiszen* infsarface through *he entire scfe-
ware 1ife cycle. [BRef. 15: p. 21]

SDE should provide +ools that are integrated ard us
friendly. User friendly characteristics should include su
things as human interfaces other <than *ex%, such as m=2

selection capability, graphics and possibly voice recogni

tion. Not much concern has been shown up to now as *o ¢
cost cf implementing such environmer=<s or <che cecst
sustainirg such =nvironments [Ref. 15: p. 21].

Common potential benefits to be derived frcm *he u
cf SDE Znclude improved software quality, reduced cos=
software, improved programmer productivi+ty, and mcre manag
men<t visibilicy. The prevalent feeling is *ha= +he use
scftware “ools and the SDE is gcod but as of now nc exper
mental da*a 2xists %o corroborate “hese feelings.
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The cost of SDE has not been closely studied as tk2
ervircnments have been developed +to support 1large systems
and these systems are usually used by 1large organizatiors
that have substantial resources. Most of the effort |is
directed tcward supporting the development phase and not <he
paintenance phase. Companies feel that the development cost

will be shortened and therefore supbport the SLE. ¥ot much
aztenticn is paid to *he maintenance nhase ag main%tenancz is
ccnsildsrced z scuzce ¢f inconme Zor -hs ccnpaniszs. [Ref. 15:
p. 247

We believe that li*tle a*tsn+tion has bzen given =0
estimatinrg maintenance costs £or <he same reason: mainte-

m
ance 1s seen as a scurce of revenue. The SDE is madszs up
u

moer c¢f components, The sof+twarz2 develcopment *o
ir scme cases an implicit set of operating procedurss ar=
qgsnerally understood to Dbe part of the SDE. Th2 SDE alsc
includzs *hz crganizaticn —hz<t is supporTirng %Lz zavisconazas

An automated sof tware development envizcnmen+
r2zquires sophisicated software suppor+t for complex dic-ec=o-
ries of files, a scphisicated da%tabas2 managament sys+t=em 21l
a standard interactive capability, These capabilities
require considerable hardwa re support.

SDE has had a s=ated gcal 2f reducing tae =ime *o
dzvelcp scf+tware. Studies dcne by Boehm indicate that
development time i1s not reduced but that the time spe
develcpment is shif+ted froam writing scurc2 ccde and d=b
ging <o developing *he requirements and specifica-=io
(Ref. 16] The major froblem with thz concep:t >f a sof+tw
development ernvironment is getting companies to allicc

recessary £funds to its develcpment 2nd support. Yariwars,

e "“f--:v'.'r_—'—T
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personnel and training must be provided to implement a soft-
ware dJdevelcpment environment and to maintain its smooth
overaticn in the conmpany.

9. Mapnagement Policies

Managemen* by Objectives (MBO) is quite compatible
with using PERT and CPM and scheduling me+hods. "MBO refars
*to a formali, or moderately formal, set of procedures =haz
begins with goal se+ting and continu2s <hrouoa perfsrmainc=
review" [Ref. 17: p. 144]. 480 is a pac+icipative procass
that invelves communication among managers and staff members
a< all levels., Established 1inks c¢f communicatior €facili-
+are +he plaaning and control of a prodject. ¥BO assuaes
<hat worXers ace motivated to perform their dobs and war+t %o
do as good & job as poessible. This view of human pehavior,
called Theorv Y, is cppcsed to Thzory X, a view tha= Lciis

WCrKers =c fe nct very reliable and ornly interss<ted in wesk
P W C

c
grammers ace known;tc be highly motiva+ted indivi-
duals whc want *o create as gcod 2 product as pcssible.
They gererally are not *co interested in o<her non-
scientific people and are @mcstly concernzd about explcoci<ing
~he fullest poten+tial of the computer. A sharp pregran
manager will ceccqgrnize the needs o2f his progrzmaers, mzet
those reeds to allcw +the programmers *c¢ produce thei: bes*
produc-=, and insure a cooperative climat2 =xists amona
ptogrammess and programming *eams aad g-oups. The critical
rolz c¢f a program manager will be more closely addressed
later in the research.

MBO involves primarily “he establishment oZ ge2ls
thcough a dJeint effort of management anrd subecrdira+t=zs.
Cbjective measur2s of operformance are arris

- <
-e - T ey

v
iines of source code generated. Perfcrmance reviaws a:zi
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regular periodic reviews are made. A primary purpose cf MBO
is to achieve efficient operation of ar organization through
the efficient operation and coordination of its parts. I+
has great vaiue in performance planning and appraisal.
Managers in the organizaticn are encouraged *o¢ work with
personnel above and telcw them ir an effort to achieve +he
rest product possible. Wwhen problems arise, the team works
togJether to solve them rather than %o seek scmeone to hang.
Since progqrammers are cr=2ative peoples, pregressive nparags-

pen< pclicies like ¥BO emphasizin *he goals of

n

elf-actualization are 2ncouraged.

men+ projects are of+en large scals
1igh es* coordinatiorzn. The qualities
= seeks iIn its program managers

o)

gcvernmsn+s acquisiticn I1s <he ériver behind a

develilcpment projecrt. The characteristics < tha
manager who gquides a software development proje

completicn will be critical fcr the success ¢f the prciect.
danaging an acquisition program for a large scalg, gcvern-
men* purchase is a demanding task and r=quires an irdividual
0f unique skills and personal charac=<er trai*s. "The accom-
plishmert of this obijective requires <he successful
integra-ion of people, financial ard ma*erial rssourcce
ore wcrd--Management" [Ref. 18: p. 8]. "A program a
is expected to have an in-depth technical understanding cf
many areas, *o plan, organize, and con*rol with +<he preci-
sior of a military campaigner, *o0 integrate ideas arni write
'Like a djournalist,' and t» build and motivate a +team of
nanagers he may have never met berore or work with again®

{Ref. 19: p. 6] The responsitbili+y for +*h2 succ2ss or
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failure cf the acquisition prcgram lies in the hands of tha
program manager. The job must be done efficiently, within
+he budge* and on time. The success of the program will be
a direct reflection on how weil the team has been motivated
to achieve its goal.

Even if we know the proper way +*o build and mo=ivate
a project +eam, more impcrtantly we must find a progranm
menager who car successfully implament =-his knowledge. Mos+
impocrtan*ly, a progranm mmnager should pe an individual wizh
a pczi=ive a*zi-ude and keen insight in+o human na*ura.
Successful projects emerge from p3ople who balieve that the
jeb can te done regardless cf the obstacles. 1If the progranm
manager is a positive *hinker, he will foster this a<*itudz
cn his -eanm.

An achieving prooram manager will demand outs+tanding
Tesults. Ou*ts*anding =fZfor-t is adairable but if the produc*

£

iz not 3delivered asg advar+tis=2d, <the zffort is zmptv. If

-

troiuc=icn has been +aking an irordiga<e azmcunt 2f =ime o:n
=3 par<t c¢f cer%ain individuzls, rcersonnei <Teassl
szoulé re considered. A program 1an n
r2mains abecve interteam squabbles and cri+icism ard ‘e
individual who puts such des+Ttuctive forces To r2st. [
should te an individual who is bound by his work, keeps his
promises and therepy gqgenerates a fez2ling of cornfidence 2ni
car-ain*y within Zeam members. ([Ref. 20]

An effective manager "...must have skill in communi-
cations, which spans such areas as *he abiliziv to 2xpress
idzas clearly, <he ability to 1<¢ad liscussicns and arbitrats
differences, =ne apbili<y tc ask +he kind of gquestioas tha=
stimula<e and encourag2 creative thinking and proltlen
solvirg. He must also master the skill of listening---so
that he understands wha* is said and wha* lies behind tie
words" [Ref. 21: p. 15].
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A recen* study indicated that employees view communica-
tiors wlth _supervisors, as the most satisfying ard
important relationships in the working environment, _but
least able to establish. In ancther study coanducted at ‘
Loycla University essential attributes of a cod

manager wsre complied. It vas found most impor+tant that

managers listen well, Since attentive listening is th
best way to stay 1n touch with_everything hat
hapgenijng, such’ managers are well informed. Goo
listening, in,  addizion <o keeping managers well
ingﬁtmed, proactes good human rela+tions. [(Ref. 22

[
uin ©

a
d

A program managac must Sfesl secure withir himself.
He must ke able *o fuzxction wi<h thz knowlsdge tha= he will
ce held persorally accountaglzs for “he success or falillure of
“he acquisizicn program and will bpe dealt wi+h acc:

)
Above all else, We feel zhat a program manager mus: ha a
*alent for human understandirg. He mus* have insigh+% invo
tehavicral patterns +*hat indicate personal or professional
troublz wi<hin *the staff member. Thzough personal azzenti
=2 *Le reeds of the indivijual, ne will generize 2 lcvalty

1 *h

tha+ yill antiva=a +he past acticns froan +he indivivua
b o

<h2 cur:s L
Above all else, the program manager is *h
Pro ject's success. Sound estimates of cost and effor+ wilil
te for naught if 2 ccmpet2nt program manager is neo

Lela.
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IITI. SOPTVARE LIPECICLE: MAJOR PHASES AND ACTIVITIES

This chapter describes the major phases and activities
of a software development project. With any +type of
project, whether it be developing a software sys*tem or

tuilding a little red wagon, a person needs To know =xactily
* qi

wha* i+ g he 1g ss*+ing 2ut to d¢ befers he can even begin
*0 estima<e what Lhe needs ip terms of tinme, ron2v, ani
effcr= *o complete the pro ject. Throughout =h= Zitsra=ur:
or software enginzering economics, refersnce is made %c +the
lifecycle pPnases ot sof+ware developmernt prejects.
Essen=ialily, a project is broken 4down into pactts sc tha*
wha< may at firs* appear to be an insurmountable *ask may be
viawed as a composite of lzss compiex compecnents. An under-
3~arnding of otzszsg and z2c¢c=ivitias Zinvelved iz 4he

A. MNAJOEF PHASES

1. Sys:em Requirements/Feasibil -ty

We will Adevote considerabls atten*icn %o <his p
cZ the sof=ware 1lifecycle, Too often we chartge off

to
at=-le when no war exists. The corpora<=e manager mus+t firs+
a&

o

de<w2rmire *+hat a real nsed exists in his company and xh
~“he reeéd «can best Lte sazisfied «i=h improved software or
iaitially compu+terizing an acea o0f his crerazicns. The
perceived problems, however, may b= fcund to be sclvable

within %“is existing framawork.
During the system Tegquiremer-s/feacsibili<«y rthase,

scf«ware concep=zs amus*t p2 Jdelinea+t2l apd =avaluatzd ard a

wm

n
pr2ferred alternative chosan by m

rageman+,
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Once the need for a new information sys+*em is perceived
a feasibility study determines whetner or not desire
objectives of a  proposed information system can be
achieved withir existing constraints. The studx identi-

ties the, cost of proposed changes _ (mcne arg and
srganizational) _and, estimates the benefits of +he new
SyStem. Oon _this informa<+ion, the manager  Jdecides

whether *o implement the new system or discontinue the
s+-udy. [Ref. 23: p. ]

A feasibili+y study is undertaken when the n<ced for

a new or be<=ter information system is perceived by an organ-

lzaricr. A Z=2asibilizy s<+udy iIs5 a cocstly underzaxing and
befcre beqginning “he compary sacnid avaliua+te whethar

Q

(o]

=

o

fu

) .
~ M
L]

Whan a software davelcpmernt pro

]
*he market's exis*ing scfiware should bhe <

xamined <o de%er-
ain2 whezher the needed wheel has already been inventzd, In
2a3sess8ing tage -=aquiremenss ©f a particuiarc seof-wars develoz-

o
“h2 cen-emplated systen, If the hardware is nonexis%2nt oz
out ja<ed, <=he feasibili+y s*udy must Iancorporate =he arsas
cf hardwarz and software.

€

The four phases of a feasibility s+udy are:

1. Organizing fcr +the feasibility s=udy.

2. Search for a solutiorn.

3. Peasibili+ty analysis.

4. Choice of a soluticn. (Ref. 23: p. 233]

Phase one, organizing for a feasibilixty study, is

upder+aken when one or all ¢f the follcwing become apparent

1. Chapges Q *icnal goals, olang and infceo-
ma<ion :

t
i

n
qu

({8

-
s
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Phase One: Organizing for feasibility study
1

Start

System
problem
recognition

& 3
{ IFormuiation
lot needfor |
isystem cnang%
]

4
Management
- appaints

team for study

5

Management ‘
i states opjectives, |

oolicies, and
constraints

{
I Phase Cre
!

'

To Phase Two

“hase Two

e e e s et e e it e s ottt

% [Ref. 23: p. 2347

—

Figure 3.1 Phase One: Organizing for feasibility study.

2. Changes in organizational struacture Z2.0.,
appointament cf rew top managema2nt).

3. Changes in the =2avironment (e.g., legislia%icn

4 data to

requiring +he ¢ompany to supply ne:
goverrment agencies).

4. Changes in _+echnology *hat may make new systems
teasible. ([Ref. 23: p. 234)]
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If *he nead fcr change has been cl=2arly identified,
agement must undertake to clearly define <the prob-
search ou* possible solutions. A feasibility study
recommended for this task. The team usually
of twe to eight members wi*h the following

a~ione:

embers should reflect a knowledge c¢f the sys=en
echniquas. The nature of the problem will dezermire
mether =his knewlzigs he in thz ztaa 28 coaTatico:z
esearch, s-atistics, compu*ter science, irnfcrma-ich
ciznce or pusiness £furcriors.

mbers should have *he abili*y tc rela*2 *%cCc pecdi=
ince +their werk will 1lead -hema <9 exchange w
any individuals in the company. Change and possibl:

¢css of jobs always ccrncern employees and *hesa £ears

=zheculd b2 allsvia+<zd hy <“he group memkters,

3. *emb=srs snould Lavse 3 zhcerciach andiers=anding 2L =he
craainiza<ico.

4. 4:mpers sheould be abls tc 1igest detzils and zelzaz:
~hem %“c +<he overezll picture of the organiza-+i

5. Members should have & position in management Zor
clcut,

6. Members should hnave experisnce in the orciec=t urier

consideratior. (Ref. 23: p. 235]

7]

arl cors
pernissi

shouZd b

~awe =i

1 m@ay nave o be hired +o0 mnee~ some aeeded

After <he =weam has been i1den<i:ied, managemen+ will

€ cbjectives of the study and ~us rela+tad policies
!

traints, The =2am will need *c xnow such tThings 2as
Ele ezrexr rate, hcw man decimal points arnsw=ars
e carried tc, response time requirsments, =he nuamber

of 1sers an+icipamed con *ha system, lcca=ion cf %he users,

-~
e%C.

is =c¢

Gcals ar2 se+t by nanagemenz and <h2 feasibili<y s%.dy

detzrmine whether +he gecals can be 1er wi+thin
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Phase Two: Search for solutions
From Phase One

Phase One
7 Phase Two
6 Economic
Analyze information
existing L/—
system 8 |
Organizationat |'
information |
\/— !
9 |
11 !
| ' Financial {
Analyze information |
relevant \_/—' !
data |
10
Technical
nformation l
\—/—l '

Feasibie
]

13

Fina

. Report | methods of
I \__/ solution
{

Shown in Fiqure 11.3

Phase Two

' Pnace Three

To Phase Three

[Ref. 23: p. 237]

A et s Bt e, T i e e+ e s et g s

Fiqure 3.2 Phase Two: Search for solutions.

techneiogical corstrainrts and resource cerns=raints of *he
company. If gcals cannot be met as originally d=2£fined,
either the goals are redefined c¢r =he project Is scrubled.

fhase two, the search for solu*icns, may +*ake *=wn

frrms., TFor a situaticn whete major overhuals are to ha dons
cn 1 systsan, a fresh apprecach %o <h2 problem disregarding
38
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Phase Three: Feasibility analysis

From Phase Two
Phase Two

Phase Three

15

Economic
constraints

Financial
constraints

L /N
{ Management |

PV +
1 \\_/\ -
[ Feasibiity

21 analysis

QOrganizational
constraints

Soeciahsts ! Te. ~al

constraints

Arny

feasible {
solution Other {
? ] 23 constraints |
Recommend ‘
/ \ | teasible \
1 1o " methoas of i
Knanageme solution | |
24 |
Preparation ,
of analysis,
schedules and !
. buogets |'
5 13 25 [
= Documentation {
3 of proposed |
:'- system |
Eﬂ'
L - Phase Three
l Phase Four
To Phase Four
I
K
3 .
fRef. 23: p. 239]
: S 3
h ‘ 3 3 [3 » K}
[ Figure 3.3 Phase Three: Feasibility analysis.
-
) 39
Y
.
L s s y




hd f'f{'o RE
. .

RERR  FN -

Chin 2ns B hun 4 Sien 4 - nary

PR W W -

(A S A A - sl SR MM I T Ratt T . Te v, Al i adn A

the existing system is recommended. When changes %0 the
subsystems within the existing structures are to be under-
taken, ther a “horough evaluation of all +the informa<ion on
the environment 1is recommended so tha+ current performance
of the system <can be evaluated and changes recommended.
[Ref. 23: pp. 237-238)

The solutions uncover=ed :in phase +*vwo are tested iz
phase three, feasibility analysis, regarding rtheir economic,

fiz=ncizl, crgarnizaticnzal and *achrnical vizhili=y consid-
ering impossd constraints, The =conomic feasipili-y of
imolemsn+ing a new  systen is usually accomplished bv
performing a cost-benefit anelysis of +he proposed urdar-
*aking. The cost-benefiz analysis will dG&2%termirn2 whe%her

fits of the new systea will be gr=2ater <than <h2
requir2d <o implzment the new sys+tem. What a
c

ount are the costs sncompassiz Thse s¢

Inczeasad attention is being given %o orgeniza-=ional
adf{istasnts tha=- aust be madzs wasn 3 22w iafsrmation sys=en
¢ 2z revised Iniormation sys=em is conzsmpla=zd. "Thz major

q
agema2nt Information Systems (MIS) have had so many
and problems is the way sSystems designers view
crganizations, <heir members, and the function of an MIS
W n" [Ref. 28: p. 17]J. Al%hough management informa-
“ion systams are ci+tsd, the authors include arny compu<=er
based iIrnformation systems effor+. Faulty views of <he
organiza<icn result in a faulty design ¢f the informa+tion
sysz2em and hence a less “han op=imal opera+ing systen. Thz
Socilo-Technical Systea (STS) design approach offers exca

lent advice on implementing ar information system by taking
a realistic view of the crganization. The feasibili«y szudv
group would do well *oc rzccmm2nd cr Incorporats ideas fronm

this approach. Both +he technical ari sccial aspec=s o0f 2

new system mus* De considered in the2 dasign o2Ff *he systenm.
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STS is a, fairly recent  development in the quest for
organizatioral systems which are both more satisfying <o
th2ir members and mnmore effactive in meetlng Task
reguirements, This approach is _used for  redesigning
existing work systems as well as for new site de gns.

[ Ref. 24: p. 17%
1
Phase Four: Choice of solution {
From Phase Three Phase Three ||
26 Phase Four :
Report {
10 |
management ‘
{2
Management
review
solution
? b 30
! Authorization
; ot solutior
j budget ang
prionty |
|
31
Select j
project
personnei
|
|
2 %
No £nd of
teasibility
study
Go to box 5(See Figure 3.1)
fRef. 23: p. 248]
)

Fiqure 3.4 Phase Pcur:

41
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In phase four, choice of a solution, the feasibility
team reccmmends various alternatives +to management with a
ranking cf their desirability. If no desirable solutioms
exist, management may want *o change their coanstraints in
order to find a feasible solution. Althouah management wiil
have been involved 3in the  feasibility study as it
progresses, it must now make a final review c¢f ths alterna-
~ives and settle on a choice, '

2. Scitwars Rejuizemenis
Defining sof+ware requirem2nts means defining <+he
aspects ¢£€ arn acceptable solution <o a problam. In %his

feN)
ot
o]

phase, we look at the compu=er and the peopls who nce

us2 i+, For example, a company may consider a number of

ways c¢f raying its enmployeses: cash, compu+terized paycoll

chacks, manually produced payroll <checks or dirsct d=gosit
u

=¢ anr accourn=. [Ref. 25: p. 199]) Other addi+ional r=zq
) i a

nents nus* te considerei defors =z salacticn ¢f secf*twarsz or
2z dzvzlopmsnt oI sofzwrze can bagin: processiag *ire,
ccs<s, =I-for p-obability, chanca of fraud or <haf=-.

When desigring a2 syszenm, documerta*ion should b=
jesigred firs<. Documenzation is impor*tan*t iIn po+<h the

and in *he subsequent
nd s*andard skculd

4 or a preise:
"

bs specified. It shculd also be requizred +ha< the various
lsvzls ¢£f 3documeatatior b2 consis-en: (2.9., Sub-prcgraas

spacifica*ions should be consis+tent «wi=h +he associate

fwT]

progrzam specificaticn).” [Ref. 26: ©p. 1] The Zollcewing
2

1
decumen*a~ion can be found in vacying d=sq9r

software development projec+ts in the phases indica+ed:
Func+icnal Requirements Docuamenc Problem Defini+icrh
Data Requiremen*s Docum=n< 2roblem Defini«icn
System and Sub-System Specs S5ys=<m Design
2rogram Specification System Design
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Data Base Specification Systzanm Design

Test Plan System Design

User Manual Programning
Opera+ions Manual Programming

Program Maintenance Manual Programming

Tes* Aralysis Report Test. {[Ref. 27]

During the course of a sof*ware development prciect,

orz2l commurication and written documentation must be
bzlanced fo2 +he best rasults of a prejact, "A requirementg
aralysis car aid in understanding both +he prcblem and =as
wradecffs among conflicting constraints, thereby contri-
buting =c =he best solution”" [Ref. 25: p. 199]. Absclute
recessi*ies must be distinquisked from belis and whistiles.

-

Time and space limita+ions, faciliziess plans for +the futgyre,
and individual facilitiss requirements nmust be addressed.

The mcney required for and +the money availablz <o ipplemen<
“ha  systzm muss  be consi de-zad. The managem2nt <f <he
project mus= alsc be considsrad. 4s already 4iscuss=24, EFIRT
anid CEM are pcpu.ar m=2thods of mcnitoring progress,. "Grnce
all =-isese ques+ions have bzan answared, specifica+ions of 2
ccmputes solution  +¢c the probtlem may begin" ([Ref. 25: bp.
199 ]. To summarize, what is needed is "a ccmplete, vali-

dated specifica*ion of the <required functions, irterfaces,
and pericrmance for the sof tware producz" [Ref. 3: p. 37].

3. Brelipipary Design/Rroduc:t Design

when we look to Jdetermining *he specificaticrs of
tae sof+ware, we are actually asking what do we warnt <he
sof-ware *o do? de van= tc detarmine , for =2xample, =he
forma* of the input anéd ou+*put. What Infermatior would be
desirz2d for +he producticn of a check and how shculd <his
inforzazicr appear on the check. Algori*hms must te cornsid-
ered <fcr deductions from +he basic check such as 1lifa

insurance and heal*h insurance plans.
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A primary concern will be the size and c¢onrten*t of
the datatase, Beyond that, we will have to determine the
layout of the database that will be most <effective. If
anything but a totally new system is being incorporated,
Flarns must Dbe made for conversion of the data in the o0ld
system to the new systen. Compatabili+y must be considered
if new equipment is tc¢ be adopted to existing sguipmen=.

The answers to +*ha2se questions should he pu*t feoztk
in a Zoc i
1997. Tris Jecum=n+t shoul gly p:epa:ed
*tor-cugn definitio < ns required. Th2
mcce complete this is, <+he fewe ors will be in th=2
€inal product. "Because 1% describes *he scope of *he solu-
*isn, <trhis document carn be used for initial ses+imaizs of
+ine, pv=rsannel, and other resources needed for the proiec<,

o}
These specifications defin2 only what =h2 systiema is <c Ao,

gu= ne= how zc 3o Lt." ([Ref. 25: p. 199]

This thame of da2scribing wha*t and no< how sometniag
is ¢ te dcne is imper-ant oz deriviang tae acs+t  ITom tas
pTograsmers working c¢n the projecct. If th2 how is *o be

dzfined ty =he person writing “he specifica*ions, he may bs
2ini+ting nimsel?f <o an antiqgua*ed solu*ion *0 *+he problaza
and no= availing hnimself of the creativity of the progranm-
MEC S, Herein we have once again an instance whare 2 gecoi
manager will guide <he developmen* of -he specificatisns aand
nct unkrewingly limit hims21lf by doing <h2 pongrammec-s jod.
di=h a Dbasic kncwledge of <“he system and prograanminji, e
wil: ke abls +to clearly zvaiuva=e original solurtions <=0 =ae
problems and employ the best =echnology available =0 %h=
nm

orogrammers.
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4. Detajled Design

Much has bheen written about the

sof+ware development project.

rate, A complex system is one in
system states that it is difficu
organize *he program logic so
handled correctly.
confrontipng this type of situ
This 1s an old idea
medulariza+«ion.
7.2 proaran in=s sahptngTtams (mo?
mpilled separately bu% which have
modules. [ Ref. 28: p. 6

e

22 cc

1) Dy

considered =0 Dpe zhe

w

W
)]
(S I/ ]

software project

ceons*tantin ad

{

by St2vens,

a
refined and developed

jeb ¢ ccaing
decisicn
inzo
pp. 29-37].
for =he
be

can b

JTogrammer perhaps
by B-ooks [{Ref. 7:

becomes <casier

Ui

saccnmended

arized, it

acd ul pTo

s*and. Communicazion lines can es

prograrning teams so that guestions

ncdule as an entiZfy in itsel

ie developed
c *he module.

- D cmes *he secrart cf

ze
e ce and will dzliver

rtain inputs
workings of <hat module will
oth

ar modules. Thae modale

The ccnnections. between mcdules
which +he w@modules maks about
Modules have connec*ions in control
2xil< pcin<s; connections in da=a,
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arquments and values, and ZIm l*c1tlg ou h data
refersnced by more than one _modu conn ions in
rhe services which the modules prov*de for one another

[ Ref. 28: p. 66].

The beauty of this concepr 1is that development time
is shcrzened and modifications can be mors easily made to
on2e bklack kex, <he mcdulsz, when changes are reaquirz=d 4down

ska lins,

-

Zuriang *iae coé2 aal 3iszdbug rhasa2, scitwar=2 is

N

o =
[N

c

"

ally rproduced =hat meets the specificaticns and is certifi
o meet *he user?!s requiresmernts. Code is said o be vari-
£i24 whern i+ meets the spacifications of *he design; ccde is
sald tc be validated when it proves t¢ do whaz %he user

an=zs iz to do.

When converting daza %0 code, errors are oftsntimes
majs =ha* ar2 no< easily detected. Wrong character usage
can De caugh+t Wwithcu< auch “Z-cuble but corfrect cLaracters

us2¢ impIoperly will pass undetsc=e

The credibili+y of data is often directly related_ *o_the
origin ©0f coding. Coding at “he data sourcs may lead “o
inadvserstent erfors due "to a misunderstandizg cof_ the
ccding structure or carzlesspess *n afoly-n valid and
reievart codes. T*alneu coders, sel ect and sugervised
4-th care _and mo+tivated as to’ zhs mgor+arc° of *heir
job, maks fewer errors. [Ref. 23:

6. Depougging apd Testing

Since computers are not £forgiving im na<ure ani
T2aCt TO any erIors, testing and debugging is extramely
important, Af+ter each module has been coded, testing and
debugging should be done; after each module has been *ested
separately, all the modules must be tes+ed together as 2
systen. System tes<%s including accep+tance *es*ing ars ot

ccurss very impor+ant.

46

- - . D . N U, o __,»,“A___J




a’

DR AR SR 0 a0t ARG e AEMe s e an e

We «can «classify programming errors according to
three types: '
. Syntax
2. Code logic
3. Problem logic
Syntax errors include such problems as onitted
parentheses, incorrectly spelled (and thus unracogrnizakla)
variable nanes, wrong 4data codes ard misccunted character
langths., Ccmpilzrs 222 us23 =0 fia? *ha232 ar-ors,

Cod2 10gic err

d [ )
n
o
H
1]
e
O
o
n
i
e’}
n
<3
ot
(o]
th
1
el

[~ =0
Y
o}
fu
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ot
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a
s *ha<t prcduce

. -,
[$]
O
(8]
H
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™
Q
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(1]
i

o)
include crerable stavtemen

Some such bugs are cbvious-a m’s=oe11ed vo-d aT
1ignsd title _on an output repcrt for 2xampls.
3Tfors_ars 4difficult to discern, such as tzansie
ccntzol incorrectly af+arz an IP statemen*t arnd bypa
some intended ias*ructions, £ill  others

insidicus-£cz exanpie, . =rrantly S ix
aa-e name for anothter in an =guat1
s=en ardecipheraply randoam. [Ref.
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rogram may be cor- ¢t fcr paywell, a wrerng
of the <*ax laws or the payrecil deducticns by

<L2 programmer may render the ouwput of “he program useless
o ~he user.

Historically,  t2siipg toox a major shazs of the
eifcct Qe‘m‘-ed 0 a mje;s. Qften as gpach as 30%.  With
iacr 4

€a
oregram, this phase is ccnsaming less ¢ e
h2 projec= and 1is generally consuming abou+t 3

u7
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7. QOpsratiors and Majintenange

This phase concerns implementing *he developed soft-
ware in production ard keeping that softwarce functional. A
nuaber cf areas are to be ccensidered:
1. Operating personnel and computing facilities must of
course be available
must be corr

the

2. Errors that arise from usage
3. Mcdifica+tions mus* be made *o
useT Cequirements change

made as

32]

must  be
[Ref. 34: P.

4. Changes

change.

B. ACTIVITY DEFINITIONS

Ornce *he lifecycle phases have been

estima*te for each phase +he fractioer of

33°UTCss *hat are =¢ bz 3llecaszed %3 14, 7Thz zctivizics =2

be pezfezmned in =ach ¢f =hz phases should =ien bz 3determinzi
anl rCescurzces assigred accoriingly,
a =ypical allocation o©f resources inm
develcpment and *test is:
1. Requirsments Analysis: 8%

2. Frr=2liminary Design: 18%

3., 1Interface Definition: 4%

4, De+ailed Design: 16 %

5. Ccde and Debug: 20%

6. Levelopmert Testing: 21%

7. +Valiia<ion Testing and Opera<ional Demons*cation:
13%

Summing the fcur phases prior to code and debug shows
=ha*+ we allocate 46%F* of our *+otal dollar there, 20% goes =0
codirg, and the remaining 34% goes to the %twc major ghasas
~ha* fcllow coding. ([Ref. 35: p. 630]
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In crder to enhance the reader's understanding c¢f Just
EG how the dollars are being spent, a description of the activ-

- i*ies inpvolved is presented. A breakdown of the tasks
L performed within ecach activity during each phase is
“A prasented in Table I. The completion of each major phase of
P <h2 scftware life cycle r2quires that various functicrs or

activities be perrormed during each phase, We summarize

thase ac+*ivities as follows:

«

1. =z2gi1irvaments dnzlysis: Detscminacica, scecifica+iono,
reviaw ard updarz=2 of soitware functiornal, Jserfcr-
nence, interface, 23nd verification reguirzmencs.

2. Pzoduct Design: Determination, specification, reviaw

ware architecture, prcgranm

o} a
nd update ¢f hardware/soit
sign and data base desigrn.
o}

3. Proagramming: De+ailed design, ccde, uni+t %*est, arnd
intagratior c¢f individual compu<er pr2gral  compo-
T3y Lnclulzs oosgramming c2Tscerpnzl glanning, -7ol
acguisition, datz oase develorpment, compenant lavsl
fccumsntatlon, ari Intermzdiavte levs:l pIcgrzmaia

4, Tes< Plannning: 3p2cifica*ion, review, and
a

gzcduct test arnd accegtance test plans;

ui
of associated +es< drivers, *es%« tocls and +test da-za.

Calians aan]

5. Verification and Validaticn: Pszc-fcraance of indespen-

"
e
o
m
3
of

requirements valida+ion, 3desigp verification zand
a

c

vailiiazion, product test, and acceptance =es%; acqui-

: si«ion of requicements an design veriZica+ion and
validation tools.

o 6. Project QOffice Furctions: Prcject lsvel managemant
g f{unctions; includes project level plancning and
[ centrsol, corntract and subccrntract @managempert , ani
; customer in=zer face.

i. 7. Ccniiqgura+<ion Management and Quali-y Assucance:
4

Cenfiguration ma nagemen< includes produc=




Dief et ave 4 'ivvﬁrr'vv

—~g—

)
’
v
»
[}
.
3
>

e D s D s . s Sy Sl . S, S am i, i

TABLE I
Project Tasks by Activity and Phase
2lar 3na Proguct ntegraton
S Lty Toe} aleNents Jesign Pragramming and Test
Requirements Anaiyze existing Update require- Update require- Update requre-
anatysis system, de- ments ments ments
termine user
neeus. inte-
gra'e. docu-
h ment, and
" ‘terate r9-
Quiremants

Product design Deveiop basic Devsiop prod- Update design Jpaate desgn
architecture; uct desigh,
modets, pro- models, pro-
totypes, risk lotypes, rnsk
analysis analysis

Programming Top-level per- Personnel pian- Detailed desgn, Integrate soft-
sonnel and ning, acquire code and umt ware, update
tools plan- tools, utitties test, compo- components
nmng nent docu-

mentaton,
integration
planning
| Tast planmng Acceplance Craft test plans, Datailed test Detailed tast
' test raquire- acquire test plans, acquie plans, instai
‘ ments. t0p- 10018 test tools tast tools
‘ avet lest
plans
Vvernficaton and Vandate re- Vv & V product v & V top por- Perform product
valigaton quirements, desgn, ac+ tions of code, test, accep-
acquire re- quire design V & V design tance (est,
quirements, V & V tools changes YV & V design
design V& V changes
toois

Project office Project level Project level Project ievel Project ievel

functions management, management, management, management,
project MIS status moni- status mont- status mont-
planning, tonng, can- tonng, con- tonng, con-
contracts, li- tracts, liauson, tracts, hasson, tracts, lisson,
aison, etc. atc. otc. ate.

CM/QA CM/QA pians. CM/QA of re- CM/QA of re- CM/QA of re-
procedures, qurements, quirements, quirements,
acceptance desyyn; proj- design. code, design; code,
pian, dentfy act standaras, operate li- Operate h-
CM/QA toois acquve brary brary, monitor

CM/QA tools acceptance
plan

Manuals Outhne pourtions Oratt users’, op- Full draft users’ Final users’, op-
of users’ erators’ man- and opera. erators’, and
manual uals, outline tors’ manuais mamntenance

mantenance manuais
manual }
(Ref. 3: p. 50}
50
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identification, change con+<rol, sta*us accounting,
operation of program support litrary, developmernt and
mronitoring of end item accszp“ance plan; guaiiz
assurance includes development and monitoring of
project standards, and technical audits of softwara
products and processes.

8. #aruals: Develcopment and updates of users' manuals,
Cpera*tors!' manuals, né maint=2nznce maruals.
[ Ref. 3: pp. 46-50]

-ware develcpment project's major pnases and =<hs
&
e

zach phase have been presean+ed. We feel =haz

1]

a
r eds 2 scund understarding 2% <his aspasch of

ering econcmnics if hz is %o rnot only undsr-
50 con*ributz to his organiza*ion's dzsvelopman
t. The foundation of knowlaige <ha4 1s 1zid h=c2

o]
cencerning -he sof+-ware 1lZecvcla (3néd as is fLrus for all

the 1éeas s=t forti in this ressarch) Will b= bhuilT updon azid
r2iired &z =he organizazion Interacts wi=h professionzls in
=a2 compu<er indusiry. di<th a sound, working kaowlsigs of
scftware =2ungineering economics, maragsrss will increasingly
find that th2y are assis+%iag in =*he devalcoment 0of an infor-

o
Aazicn system that fulfills their n2eds in an =fficiant ani
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IV. EFFORT, IIME AND COST ESIIMATION

Hereir we look specifically at *he factors affec<ing
effort, +*ime and cost estimationmns. We feel +hat focusing
cur attention or this particular area of sof:iware erngi-

neeriag economics is essential for i+t is hare that +he
oryarizaticnts life-line is *apped. Effor+, +*ime ani cos+=
€s-Ima*es will directly affect the stab‘l'ty and soivency of
A comdany. Inaccura+te estimates accordirg *o Murphy's Law

will prcve to be underestima<es ani accordingly Arain the
comapany of added resources that may <¢Tr may not be conven-
iently available. A project may ba scut*lad dus +o the

inabili-y to provide additioral support.

! A. TIME AND EFFORT ESTIMATING

:! 1. Zxpsrience and Judienenz
3
Every =stima<e is influsnced *o scme extent tv =he
sxparierce ard judgement of i:s auther. Some items influ-

encirg *he estimate are s> well unéers*ocd that judae

'

m
seems to be replaced by th2 mere mechanical application of a
rulie, while others depend hezvily upon *he 2xpariance of =hs2

LEhas o £0 Sas aun 3T GED SED a4

es-imatcr. [Ref. 36: p. 48] The persor <zTeasponsibls for
¢ ensuring the validity of an estimate should remain well

aware of the skills and qualifications of =he individual whe

v

preparsé the es+imate to give him/her a pasis for dster-

- mining i%s accuracy.
(
! 2. pProgrammsr Productivizy

Frogrammer productivicty plays a major in paz+ ia

imaticns of +he amount cf time and effor+ tha*t will v

1))

h

xpended or a software davelcpment proiac+. Th2 paragrarths
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that folliow focus on some of the more important aspects of
productivity. As productivity increases, sof+ware devalop-
ment costs decrease. In addition to wcrkar quality anl
mctivaticrn, productivi<y depends on the uses of advanced
technology and the proper use and <*raining of workers to
effectively interface wi<h the new technology. Shezt=t2rn
irvestment in <raining and jcb modifica*ion should 1z2ad to
savings ian +thse 1long-run due to incrceased zcductiviy.
(Ref. 377

Theze ar<s cer+tain ncer-humzn elzmen<ts <hz< can hevs 2
aqreat eifect on productivity. The devzlopasrn=t =rnviscrnmans
is a key factor in this regard. One @13t 2nsurs +La<
adequa*es hardwars and softwars support is availaple <o =a2
Frogrammecs. I+ is not uncommen for orejscts O  Dbpecoms
pcttlenecked because *hroughput capaci+y, disk space, C20
cabacizty, or the 1ike have bheen exceeded. The 4A2mand Zo:

ol
<hase ccmpu<-ing resources during dsszign, dsvelopment, inte~-
aza=icn and test is gsnerally greate
cterations. The delays caused by such bo
hign levels of frus*raticn and lcwer vre
programmers. [Ref. 38]

I+~ shculd also be noted that poor prograaamar produc-
tivity is as much *he resul+ of bad management decisicns and
plarnring as it is the result of iradequate *tocls, or lack of
“alernt, o>roductivity is affecwed by an crganization's
s=tucture, gJoals, product type arl exparience in develcping

ware, Cace snculd be taken to snsure *that an o-gariza-
tion's sci=ware developmernt Dprocess does not become 2
hindrance <c produc“ivity through imposad inflexibl2 manage-
ment prccedures. [Ref. 39]

According to Jack S*one *here are cerzain changes
“hat could te made *o +he pregrammer's pnysical enviZonaen<
“0 increase his/her prcductivity. One ¢of his suggesticns is

c
<0 give =2ach programmer a p-ivat2 office to ensure quie*
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surroundings rather than grouping the programmers together
"like ca*tle in a box car". Another of his suggestions is
to ensure that the programmer has available to him/her state
cf the art computer services (a CRT terminal with on-line
interactive operating system con.rols, editors, compilers,
and debugqg facilities). {Ref. 40) As previously discussad,
improved programmer productivity is among +the ©potantial
tenzfi*s +that may be derived from the use of SDE.

3. Coi=2 Erolduction Rates

A workiang s=andzzi of <the typical ccde produc+ion
raze ter programmer aan-month is 1 object instruc-=ion/ man-
hour, waich is equivalent to 156 instructions/man-mon+h, oT
1870 irs=ruc*ions/man-year for nontime-critical software.
Wids wvariztions in pregrammcer pooductivity do exist hcwever,
{Ref. 35: p. 631]

4, Zasic Manlcading Da++erp Qvar Time

Besearcn oOn “he man-efifczt loadirnas of medium =o
larage scalie soitware d=svalcpment projects Las rT=zvearlszi 3
basic marloading pattern o2ver time. Ini+ially, *thezs is 2

rise in man-effor:t followed by a peaking and =hen aa expo-

nential tailing off. Ths time varying nature ¢f a projec+'s

werx proiilse is to be expec+2d since sof“ware developman*
3

+ime dependent process. [Ref. 41: p.128)

Consider the following rationale, A_ sof*ware projeck
can_be thaugh+ of as gntailing the solu¥rion of a fixed
aunker of probleas, At_each point in tinme, Z¢ bgta <ae
number of unsolved problems available for soliution and
“he level of <skill available for solving  problems will
vary. Since the rate of Eroblem resolution iIs iaflu-
anced by both factors, it too will be a time dependent
process. Presumably, consumpzion ¢f project resourcges
reflects *he rate of problem resolution, hénce, tae time
gagg:nq nature of “he manlocading curve. [Ref. 41: p.
S4




B. COST ESTIMATING
1. Cost Considerations

A detailed understanding of
on the cost of a software development
estimating its cost. Two major probl
estimaticn of software development c¢o
«ha level of uncertainty and risk.
a guanti=za+ive
16-17]

Thr

- uncertain*y iavolved.

lack c¢i

pP.

e factors contribute =0

1]

Tha2se are th
sub jeect %o change,
Fj ' develcpment process,
& (Ref. 42

cscftWare cost =s
+

develcpment prccess ltisell

the dava

and

Without
extremely 33

accurate measuIes

fficul: tc es+imate +“he

To solve this oproblem cos summaries

distritu*ed by the prcject manager of

t0 the appropriate personnel for
[Ref. 42: p. 17}
2. Key Factors Influencing Softw

The key

develcpmen*

factors influencing

project may be divided
categories:
1. Requirement Fac*ors

2. Product Pactors

YWY
-

The other problisn is

historical cost data bace.

¢ unders=tand

before

into the

the factors that impact
project is required in
th2

Sts. One of these is

ems are involved in

: p. 17]

tima*e one shculd werk
tae required croduct
leoment cycle te =rsur=
has %een

42: p.

the éda2sign

valiiatsd [Ref.

of prior cos<ts i+ is
cost of a new projsct
should be archived and

the development effeor:

estimation purposes.

ar

\D
IU
L)

velopment Cosis

the ccs* of a software

following four
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3. Process Factors
4. Resource Factors

a. Reguirement Pactors

(h. Quality of Specifications. Incomplete
requirements definition is a major cause of cost ovarruns.
The developer interpre*s the vaque, poorly written regquire-
ments, prices <the scftware package oax the basis o¢f +hat

inzergretation, and rroceeds to desigrn =the scftwars on that*
sam= basiz. (Ref. 42: p. 17)]

~ One cf <the keys <2 accurately costing

software 1is <o devote extra effort iIn =so0lidifying =the

csquirements before entering the detailed design phase of a
pro ject. Understanding +hea requiremants is ~he basis for
aralysis of wmaeny of the other costing fac=ors, incluiing
difficul+-y, interfaces, size, tools, use of existing sof*-
ware, and deta pase coemplaxi-y, Pcor =stimates 0L softwars
gize or data hase complaxity are cf=en tlamed for ccst cveco-
Tiuns, Woen =he ac=ual r=zascn Zor 2rrors in thase sstipmz-es
is incomplaen2 or inadequat2 specifica*ion of cequirzements 2+
~he outse~ of +he Znitjal scftvare cos=ing. [Ref. 42: p.

173

(2). Stability of Reauirements. There arze nany
grojec<s fcr whnich “he well specifiiedé <regquirements 2gains=
C

which +<he detailed design is prepared kange during *he

projec*. I= is the responsibility of <he project manager *o
fullvy unders+and =he scftware requirements and o ensurs
that it Is understood zha:t changes in “he requiremer*s base-

o iine are just that, changes! Phe projesc* ranager shculid
. +hen 2Zine *he cos* and/or schedule impac: so thit +he

change may be fairly evalua<~ed. IZ the change jus<ifiecs <he

- ’ estimated impac*t on <he project, a decisicn o incorpcra-e
[. i< may *hen be made. The chaznge should <hen ke reilec%ed in
p

f <he requiremerts specification and incorporated in-o =ae
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design; its impact on the projec+ budget and schedule
should also be stated. Once the impact of changes on the
project is knowr, many changes that a* irst appeared
attractive lose their appeal. ([Ref. 42: p. 17}

. Product Factors

Product factors are thosa factors derived from

stics 0f the software progduct %o be developed

and deliverad, including both <c¢2de and doscumen+ta+ion,
a

discussion of the six produc+ Zactors.

(). Soi*warz Size. A very common me=hod of
ccs=ing software is <to 2stimate th2 numpber of instructioans
to b= developed and multiply by a "magic number (3dcllacs
per inst-uction) to get the estimated devzlopmert cos*.

Alz-hough *his es*imating *echniqus is rct very precise when

used alcre, 1% can be very useful whern used in conjurnc+ior
Wwi=h *he cther Ifactcrs.

3ignifican* sizing <cornsideraticns incliads

1. <Care must 1= *akzan %o isclate =he dzlivearable sci=-
ware from +he nendeliverable test sci+*vware,
sinmulations, and support software, which should be

less costly %0 produce

2. As the siz2 0f *he softwar= increases, o*her factors
such as complexity, in+terfaces, and the rumber of
people involved, begin to have a greater influsace on
~he cost.

3. #When +rying to use sizz as a cos+ing parameter, ca

t

(14

must be +taken thar <the <cos* Dbase being used 1is
derived from “he same sizing paramet*er. Procjects oz
ccapanies may *rack c¢os%s by lin2s of codes, nuaber o€
object irstructions, number of &xecutabie source

statements, total ins+*ructions or lines of code
developed, or delivered ins+tcuctiorns oz lires of
code.
57
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4, When using size/cost factors, consideration should
also be given *to rproductivity differences between
langquages.

5. When object code sizing estimates are based on
similar existing software, consideration should be
given +o differences in the expansion ratio Zfrom
source to obiject instructions between diffszen+
HCL's, compilers for the sams HCL, or differen*
cperating systems.

6. &s size ircreases, thz number of individuals involved
in the development 2IZor a ard <Le amoun= of
rime spent in inz2zccomaunication and cocrdinaticr

el

becomes significant, riving the <cost versus size
c o au

from linear t l=igla, [ Ref. 42:
PP. 20-21]

(2) . Difficul:zy. Ons 0f +he more 4impcr+an©
fac=ors affzcting sof+<vware development cocsts is the rela=ziva
difZicul®y c¢f =~he sof<ware application. Scftware perscniael
pooduc+ivi<ty (and therefore cost) #will vacy with the type cof
sys-:m peing developed. Real-<ime 3adplica-icns are Jenzrc-

d
ally ccrsidered <o cost up =0 fivs <imes as much as HOL
S. [Ref. 42: p. 21]

nonreal-+ime application
(3) . Reliabili*y RegquiremesrL:es. Accordin pote)
€

Bruce and Pederson the reliability of a sofsware prcgram nay

te dereraired by £four major cri+teria. The

1. +*ae pregram must provide for coantin
under ncnnominal circumstances;

2. *he design, iaplema2n%tation t2chniques, and ro=a=ion
utilized mus* be uniform;

3. i+ must yield the required precision in calculations
and ouzputs; ané

4. <whe program must D2 implemented In a manner tha= is

unders+andable.
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As the level of requirements for nandling
norncminal condi*iors increases so does the amount of vari-
ficaticn effort required and, along with it, <he ccst.
[Ref. 42: p. 21]

(4) . External Initerfaces. Ccst increases as
*he complexity of external interfaces increases due <o %the
additional effort required for design, dimplemenzation, ari
inzegra<-ion [Ref. 42: p.21].

(5}« Languags Reauizsmenis. Experisnce 1as

shown thazt it %3kXes an average Drogrammer asous =hs sama
anmoun® of 2ffort to writz a lins c¢f code in high ord
languade as in an assembly lanquage., Appacen<ly +*
procass required to write a singlas statzment is almost inde-
penden*t cf “he language in which ¢*he statemen*t is written.
I+ will +*ake a programmer significantly lcnger *o write a
rrogram in assembly languag< than it would to write the sanme
aranm In HOL, since a tvrpical HOL sta*ement expands to
5-10 assembly 1language s-ataments. farly in a project a

s-ogrammer!

{1

Zamiiilacity wich a language will aZfecs «:
CCsS% per <sta=emen*t mor2 <har “he lan
[Ref. 42: p. 21]

(6) . Documenzaticn Rzgquirsmernts. Th: cos+*
factors asscciated with the preparation and acczptance of
required Jocumsnta*tion mus« Dbe =evaluated 31long wit all
cthar cost factors (Ref. 42: p. 21].

C. Proc=ss Factors
Managemen <« structure, 1anagema3n< con*ccels,

zcols, usz of avallable sof tware, 2and da%a base methods arcs
all scftware costing factors associa*ed with “hs developmen:
procass. A discussion of <hese factors follouws. [Ref. 42:
p. 21]
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(). Mapagemant Siructure. Matagement struc-
ture effects <the organiza<=ion's policies regarding +he
alloca*tion of resources for a software development project
(Ref. 42: p. 22]. TIf +the structure is such that upper levzl
management arbitrarily imposes standards without under-
starding their purpose, use, or implications on the softwars
develcpmen*t process, the standards may prove to be counter-
productiva, Managemen+ should tia sofeware developmernz %2
organiza*ticnal and precduct goals and ensure that *he nrccsess
1s usable a+ tae working lavel. [Ref. 39

d

.34 be such +nat the programmers arnd enginsers

sho ars 2tl=
=2 g2% #hat they need when they need i« izhcut the hasslz
of having +*o get reques*s *hrougn an inflexible approval
chaiz,

(2) . Yanagemant CoOnRTIQiS. This factor covarcs
=z cos*t ¢f proiject suppec= in such arsas as @aarnigamanc
infczma+ion poocessing, schsduling support, and clsrical
S1DDOI=. The cos= estima<cr mus* rsalize the asedi for <his

<vVne €I SuUDTOr* an

d h
nagynitude of =his tvpe
Dev

Y of project coszt. [Ref. 42: p. 22]
(3. evelopment Methods. This fac%or a=temp=<
-0 quartify +=he iapact of varicus 3development ne+inods. Tha
Javslcpment aetiods <of In<srest includ2 such approaches as
<cp=-dewn design and <esting, struc*ur=2d4 pregramming, n1ss of

chi=2Z prcgrammer teams, and use oI structured walk-zihIfoughs.
[Ref. 42: p. 22]

(4 . Tools. The cost 2stimator must consiier
how “he sof-war2 will be developed, tes%ted, and main+«aiazil
and wha* *=ocols will be needed to acconmplish +hese <asks

For scme projects +he development of scf<ware and hardwas=

+00ls is 2 major cost itenm. The cost estimator must de=zsr-
mine whether compilers and o*her tools are requirei,
available, need “o be converzed, or nead to0 be Jdevelcped.

The costs associat*ted wi+h the to0ls are a function ¢Ff <h=
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features,

+00l complexity, use,

provides the best basis

software and *ocls on

22]

(5). Ayailable Software.
the cost of projects

suppor+
[Ref. 42: p.

tions in
use of 2xisting software.
a sys*em requires analysis
The

this

development.
TwWware car in way

be <+<aken =0

ot

tively. Care must

fiware zo
[ Ref.

interfacing “he modified so

evalidating the requirements.
(6) .

access raquirements for

Data Base.

arame=ers in dariving an

L
)
3]
o
o
)D

mpcr
opment estimaze.

The cos*
base requirsmernts and subje
ccs-. [Ref. 42: p. 23]
d. Rescurce Fac+ors
Software development
may vary substantially, devending on

experience cf *he

project s%aff, and availabili+«y of
P. 22].

Number of

zesouczces [ Ref. 42:

(M.
require laraqe staffs +he ma jor

in preduc+ivity (increased cost) is

neaded for communication between
231.
(2) .

there

Experisnce of
is nc direct cceorrela
of experience tha:

61

and maturity.
for analyzing the cost
overall

may be achieved

costs
be determired
inclnude
the new
42:

Tre size,

accura*e software
estimator must review

ctively analyze <heir

cos*ts for a

available persornel,
devalcopmen<

contributor to
the increase in
+~he people

Experizrnca
impact of
prciject cost,
Significant reduc-
through the

Adapting the existing software as

the software avar:
for modifyirg *he
sabjec-
the cost of
software and
pPpP. 22-23]

complexi<y, anai

“he data base aze vary

Zevzl-
+he da+a

impact on

given proijsc*
such factors as +=he
of «h2

conpuver

+*he guality

With projec*s that
the reduction
+he

42: pe

Tine

[ Ref.

Exis*ing da*a inii-
+he number
his/her

betweern

has and
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produvctivity. However,

application does have an effect

required. Generally speaking, a

require from 50-100% more effort

praviously developed, famil iar progran.

(3) . PRersonpel Performance.
tivity variations are +to be axpected in
Zact

sof=ware duse *o0 *=he =hat 1< iz

to b2 as anigh as

is ex:iremely important
reduced
effor= within

per person

The use of such average

on the
programming group
to develop 2a

an analytical,

hecause cocs+*
to deriving a productiviey

a given

experience with a specific type of

devalopment effert
will
variant of a
[Ref. 42: p. 23]
Individual creduc-
the development of
and

sSCre-

skill category.

productivity figures for estima*ing

ccst <=ends =0 =2ven out £for lazge projscts, but may prove %o
pe disasirous for small pro jects. [Ref. 42: p. 23]

(4) . Availability of Computing Resguzcss. AS
~ha reguirzmarn+t for computss *ime increasas Auzing  tih=
izv=21lcpment cycle, <=he Impact of insufficiant computiag
resources ¢n schedule and cost incrsases. The amount of
computer «ime required for a given development effort is
c¢asily undersestimated. [Ref. 82: p. 23]

(5) . sSuizability of Computing  RBgsgurces.
During *he software mainta2nance phase, when there may be

iiz=le capacizy available
required test drivers %o verify changes,

totic effec* on dsvelopment costs as
mamory size constraints ar=2 approached
42: pp. 23-24). A

jump into a spor+s car

te crippiing [Ref.
ncw ozdinarily
some winéing mountain road he had naver
the black of night. If he d4i4,
K “he bcttom cf a canyon,

find aimself az

cliffs,

62

the hardwara

without warniag,

fecr correc*ions, modifications, oT
e

an asyap-
spe=24 and

which could prove %o

u
normal person would
and speed off dcwn

driven con before in
he could

surrcunded by steeo
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3. ZIraditional Cost Estimating BProgcedurss

Traditional cost- estimatinrg procedures begin by

fixing the size of each activity and determining its stac-=

date and duration. When and if it becomes necessary to do

so,
the assigned personnel,
“he degree c¢f uncertainty in
type of

2 At - -~
1724 .47 Cgsis.

and manpowser and

~ravel,

as*

-

1. Tco-Dowr Es*imating:

+ris method
i 4

largs po

this method is that

cverlooking important <echnical problenms

.
e T

zadily apparent.

st
I.T.=28

Simila
jobs are
the
pravious

me=hod
Where
proijects
that
orojects aust be
[ Ref. 35: p. 618]
fatio Estimating:

Those uni=

(3]

The estimato
OT  exXxchange
linits) to,
aralyst ssti
cumber of obie

aporopriate
cos* d:
f£or _*hat ¢

P
complexity level.

Cos™

~F
Cl

the complexity of the project,

resources

*
<
-

is based on

c+ions 9f coapleted

.
1
PS

and Differences
brcxan
similarities
are
cannot be
estimated by

tails of design.

t

Instréctions,
“ype, and evaluates its relative complexi
5= matrix
ata base in teras
sof+tware,

{

adjus*ments are made to account for the skill levels of

anl

the requirements, The amoun*

are then cornver+=sd +o

-3

such Jocumzsn+zticn za3i

zs
mating mevhods include:
The
+he

2stimate obtaired using
t5%al cost or the ccs* of
A problem wi+h

*he

that may ze=

orojacts,.

+ carries with it rzisk of

[Ref. 35: p. 618]

Zs+imating
e

3avail

down

+2 diffesrences fronm

most easily recognizatle.
o

compared pravicus

sonme n=alsS.

~on sensitivi+y coefii
that are invarliant
of"a

he size modyle by,

classifies it

t -
is constructed %:om
cf ccst per lanstrucgtion
at that _relatlv
pp. 618-619]

D~ PO

Ref. 35:
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The appeal of wusing this method is in its
simplicity, speed, convenience, and usafulness in a
variety of environaments. A major shortcoming is in
+hs lack of a valid cost dJdata base that covers a
number of es*imating situations. [Ref. 35: p. 619]
S+*andards Z=Zstimating: In standards estimating,
systematically developed standards of performance are
depended upon. New tasks are calibrated from thsse
s+andards. This nethcd is z2liable only for -=zveas-

¢dly perior-med operations tha+t havs bzen well
a

('
3}
s o
(14

dccumentad. The rub is tha sam
cpment projects are not performed over ani
again. [Ref. 35: p. 619]

3cztom=-Up Estimating: Goverrman<z research and Jevsl-
opment contrac%*s 3ire most generally =stima*ted using
<ke bottom-up approach. A work break down is dore on
~he project until 1f is reasorably obvicus whazt st2ps
arnd resoudrces are rsquired for each *ask. The cos*t
are “hen =2s*imated for each <ask ani a ovranm
developed to estimate the total cos* fer Zhea project.
Using this technique, the es*timating assignmaen+

te given to the people actually doing =he work. On2
probilem with this techniguz <Is the inavailapili+y of
~he *otal cost s<ructure a*t *h2 incevnzion of ths cos*t

stimating job. ([Ref. 35: p. 619]

M
th
rh

Sof=ware cost es<imations should include +he ect

n

cesources consumed in one lifecycle phase on subsequent

pha ses.

A large con+tribution to thke resource requiremen=s

any one phase 3derives from the ways in  which <hs c%het

aze comapletad. An  impor*ant fac*or affecting %ihs

azion of resources is the need <to conform *o0 1
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develiopment plan. The plan is an essential managemen% ool
for ensuring that the needed resources are available for the
pro ject a*t the right <time and 3in <the <cecrrect amcunt.
Changes in the plan, whether caused by changes in reguire-
ments or bty failure to meet commitmernts, may affact
cost-driving parameters. [ Ref. 43: p. 70]
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V. IHE ART AND SCIENCE OF SOPTWARE COST ESTINATION

Until absolutely reliable, compreshensive methods of
estimating cost and effor+t irn sofiware development projects
are developed, the “echnijues will be referred to both as an

=< and a science. We aporopriately use the zerm science as

estimating techniques are becoaming more and more accurat

(1}

Ma<hzmatical and scientific prizci

el
[

]

ani comgprehensive, €

[@7)

ar increasingiy being apeglizd te all aceas o©f ¢ost  an

[{1]

-
1

fcrt estimation. Researchers are now dJevelcepning mcdzls

1]
th

tha* can be used in numerous environmen<+s.

A, CUBRRENTLY AVAILABLE METHODS FOR SOFTWARE COSTING

dJary models estimating cost and =2ffcrt exist on the
razxe= -cday 213 gernerally cover +hz <ine from  =he desiga
ard =srecificav-ions phase +*aru ths tsst and debug phass a2l
~t2 feginning of oparations. They can ordinazily ke slassi-

f:ied as *heoretical cr empirical. ti
those based on global assump-ions such as <th
people sclve vproblems. Zmpirical models use infor-matiox
Zrom former projects to evaluate curcen% projects and derive
tasic formulas <from the available 3ianformation in +the daza
base. {Ref. 3: p. 511] We will present a number of avail-
able cost and effort es<ima*ting models according %o +heir
classiiication as s*a*ic, dynamic or dynamic transpor+abl=
modzls. de will 2xamine some modals in more de=all tha:z
c*thers *c give <he reader added insight into =he complexity
of estimatiag cost and <fior+. Some of *+he more significan*
fzazures of “he 1nodels will 2e poin=ed ou=. We will —hen
enumera<e criteria which may be used <o judge a 1cilel for

estimating cost and effort in sof+ware develcopment projecis.




<

AT

-

7

LA S A

-

A A KAt g Rar s sa g

»o

1. Static Models

Mod=ls that do not treat time explicitly and do no+
have the capability to adap* to the actual behavior of the
system a* any instant of time during the lifacycle are
termed static models.

The Loty model es=imates the manpower, cost and

elcpment wime for software deveiopment projects. System
o

U
(]
(h]
Q

nzted by comparisons of +the system un

5 1
ticn to comparable kncwn sysrems, The medel is <harel

empiricasl. Doty found +that <the writing of high ¢
langquages (HOL) and assembly languags ins*ruchions *akes
same amoun= of <tinme. Since HOL programs are smaller ¢
assemkly languags pregraas, productivis is increased w
HCGL programs. Clarity and main+airabili-y ara high=r wiz
HOL. [Ref. 2: p. 108]

. W"SOFCoOsT®

za r=cognision o0f +%ha need <*o es-akblish gcod

ccs=< estimations before proceeding on a softwars developman<t

proiect, Grumman Aerospace Corporation has Jjevzloped an
m

empirical mcdel to prcvide viable, credible cost =zstima™-s.
2fore complating i+ts own model, Grumman used <he Price=-S
mcdel to eastimate costs. Presently, both +*he “SOFCOST"
model ard the Price-S model are used in parallel as iadepen-
den<t cost estimates 20 act as checks and balances for
€stimates Oof the project sys=<em analys<. "SOFCOST" allcws
the analyst to a2stimatz the effort and elapsed time +*9
ccmplete a software development projec+. It is a parame+ci
mod=l dsveloped <from s+atistical sof=<-ware his-ory. This
emr “Tical mndel uses for i4s primacy paran:=3r functional

size. Tte basic estimating relationship is infiuenced hy:
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o 1. Experience
h! 2. Complexity
o 3. Ernvironment
E 4. Technology
L 5. Hardware
6. Reliability
7. Language
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tschnical,
.Gccumentation
ir, code, test, Intargration

SA3S. 1rs  nun

scu-ce hours is also compu*=ed and provided as outdu=z.

maia
Ha o

-

The model
a softwars

icral size matrix

2 are £ive levels to the SWBS,
flquration iien,
S per categor
The twc output lavels
support,
per developmen

Jncticn in  th=s

P

ork breakd
or the S#WBS
in the SWBS.

the cat+tegery of

and %wo out

management

¢
arates interactively with <he usszr

own structurse (SWBS) ,

and the time ard effor:

w

the ccmputer program

software the fanrc-
’

put levels - task and

provide the marpower +tasks

czniiguration ccrtrel
{ phasa”’ of Jefiritior
and acceptance for eac
ber of sSys==m ccrpu<er

"SOFCOST" also derivas an elapsed “ime schedul:z for

cf +he functiomns in
¢k ©of +he |

A cumulative schedule is
ap in each phase.

™

the SW

phases included in

[ Ref. uu:

BS vproviding duraziowns
Level Five of <he
computed providing fcr
Pe

Grumman's research iIancluded 30 diffsrent models

and a review of research ccnductad by industry and govern-

ment. The work resulted 3in a rsquirements and design
P dccument for arn in-house model. The model nct only included
prior =software/cost relationships but also charc+eris+ics

unique to <he Grumman envisocnment.
Research concluded that the primary cos= driver

is execu=able lines of source code. "SOFCOST" was <therefora

=
E

t R
3

designed *o aid ‘the user in es-imating *he rumber ¢f lines

cf code. The estimator can make comparisons betwezn his

,...f

function and comparabkle Zunctions found in <he Ja*ta bass

includirg function and size as i=s key paramsters. The
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determiraticn of size of 3 project is thus a critical factor
ard one that 1is addressed using <“he Jjudgement of the
aralyst.

"SOPCOST" has three objectives:

1. to construct an SWES,

2. to_,determjne a credible size for <the functions
being =stimated,

or each

fu
[=]
[
1]
rh

3. %o estimate software cost and sche
functicral tesk. ([Ref. U4: p. 674]

As is becoming incrzasingyly common in lir~erature
n *he tcpic, Grumman <fzels *hat the interac*ive ysar- devel-
oping an estimate for cost and effort for a projsct should
be krowledgszable ian computer softwars design and the partic-
ular system's requirements. The SWBS will be established in
ar interac=ive session. After <+he five levels are
ccmols=ed, Ttha usar inssracts wizh  the program Yo aTnsWer

ques=iorns <hat affect =i

Translator 1 2stablisass th2 SWBS. Trarsl
establishes a size estimate for all fuac+icns in <the
usinrg func*tions of a comparable nature from <h2 dat
Translator 3 of the program takes +th2 outpu+ from <*r
2 and ccmpu*es manpower =f for: and schadules el
I- is here +*hat *the estimatcr begins to interact t
aine the adjustments to the basic es<tima<t=zs. Lan
firs* considered. Prior studies chowed 1ittle diffzrence
bet ween productivity of HOL. Diffzrences cccurred ir *he
produc*ivities of HOL'S compared %0 ass2mbly language ip zte
order of 2 or 3 *o 1 improvement in produc+tivizy (this is in
keeping with Doty's £findings).
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guage type. is established in Translator 3
tment made in the size of the scurce code
the basic manpovwer versus line of code for
in the mode is exercised, ®sopcostT"

effort for the phases of design code and
parametric equation for each, phase. The
ed during the _design phase includes *those
software development cycle 6 of requirement

prel;mlnarz design_and datail des;gn. The
rput includes codirng, ebugging

est. . The test phase effort inclides
stem, integration, _ard accep+ance %testing.
for the design, code and test efforts were

m historical’'date popublished from studies
SDC, GRC, IPM and TRW and from actual data

produced at GTumman. These reqressions when taken wi<h

7aricus comd
croduced cor:z

iraticas oI _ tke cuhlished scuazce_  da*a
elaticrn coeificlients in excess oI 853 wanen

converted to <he log-linz2ar fora. The F value measure

2% s=atistic
observations
ceatsr than

cance. [ Ref.

Y&

Int

o’
[\

s2i¢ compu=ati
1e2r and he ev

Iz 13e

An
all c¢f +%he 1

ansvered.

al acceptablillicty based on =he number of

in +the regression were on the average
~ 3 * 3 F -agT 3 =4 1 Fi-
<30 2pnd indicative ¢f <regressiop signifi
44: p. 677]

eractions are then performed <o adjust +he

on effor+t. Thirty questions are asked the
alua*es <ach on a scale of 0 %o 10. The
i = derivae a3 produc*ivity index <Zfactor.
ctors arca ccmpu<e for =each gus=stion.
sS+ments ar2 weighzed. Tapl2 II 1lists *he
ors in weigh+*ed order.

(B ]

adjusted mnanpcwer effor+t is compuzed afze

ndivigqual adjustment gques+isns hevz bheen

This ad}ustgd effort is *hen distribu*ted ameng, the
phases of definition, design, development, +*est,_ "inte-=
gration and acceptance in. accord wl+th <he rcesul<s_ of
oukblished history, This Is a variation of the standard
40-20-40 allocation, . This _ adjusted ccmputed efiort
:egresents the <technical effort expendad upon the
ambedded_ program_ (appl ication, “actical) by the
personnel assigned as prcgrammers, analysts, syst=z=ms
eng:neers, etc. . Translator 3 then takes %his compu+ed
2ffcrt and determines *+he support, Mmanagemeny, and
ccnzlquratlon(quglltg contzcl 2fforts as Scme fuynction
2¢ <he <technical eflor:. Both “he _Jocumsntation a:xnd
comguter -“esource efforts are c¢omputed separately using
a pararetric equation rcela*ionship fermulated ZoZ <hes2
casks. (Ref. 44: p.

7C
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TABLE II
Adjustment Variables by Decreasing Weight

Percent
Percent
Percent
Percarnt
Percen*
}  Rercernt

o) rnal tlme grogramminq design
of new algori design
o ex*stlng cod de reutlllzed
o equirement ill-deflned
of time share rac-lltles employed
of pushing tha state of the art -
Numbsz of interfacing disglays
Number of interfacing equlp cxclud‘ng displays
Percen+ of user exreriznce
S
o)
2
o}
o)
o)
Q

Hﬂ'ﬁ"ﬂm"hm

cEeETCent concarrent azardwaresscitware dev—;cpmen:
2ercen=
reICsnt
Percent
¢SICRLT
Percensc

T coa- -n=p=C°1on <zcanique emdloyed

£ change anticipa%ed for <ha prcgraa

£ -op 4dcwn deS'gn emplo =4

£ compute* tim2 "utiiizsed as a design goal
E security in design

£

S

Percent of structured programmi.ng emaployed

Pergant inpu*t/outpu= ¢Cntrol prodgZamfing design
Yumper of avarage yeass experisngcs of personnel

Parcen= cz pr v*cus experience with the computer i
Sercent 0% applica*tion/functional experience |
pPercent o: chief programmer team technique employed,
Percsn* memory capacity u+tilizad as a design goal
Numter o: p‘oggammlnq lccations .

Percent o0f sof+twar¢ personnel experiernce

¥umbe:z Of_‘“S"JC"OnS in the comput2T se+

22rcsnt of nguage experisnce | L. .
2ercent 2% o*-vwcue.exgerl nce with sipilar algozizhms
fercent of uszsc defined rzquiremea*s alone

Leng=h of *ha coapu=es i1nstruc=isn wezxd _

Tercen% of user4conz:actc: in<sTface conplexity

[Ref. 4u: p. 677]

e e et e

Por scaeduling, =lapsed tiam2 1s computed becth as
a func=icn of *he computed manpower effor+t aa1d also as

N

func+=ion of the adjusted linss of code., Start and 2nd Ja+=s
ars compuzed for each phase. An optimized schedule Lis
outnpu= and dJifferences between planned sch2duliszs and op=i-~-
mized schedules are hithighted. Requizemsats Jocuments
usually dicta%e planned schedules and reccagrizion <of accel-~
erations and/or s+%retchouts tha+ migh*t thappen if <he

pilarned/con+rac* schedulz were followed.
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Thus, "SOPCOST" uses historical data and empir-
ical data fzom the environment toc develop estimates of cos=
in manhours or manmonths and scheduling for variocus phases
of a project. The interactive sessions with the user allow
a more clearly defined SWBS. The primary cost driver was
found to be executable lines of code. The basic computa
tions are adjusted by an interactive session with the user
svalua+ed and

[{)]

in wnhich specific environmental £facters ar
The key fac=ors irn +his model that are critical

£foz= are the ini+ial sizing of <h=

project and the determination of unique environmental
fac<crs +*hat affect costing and scheduling. In bo+th of
~he judgemen= 0% +he estimator as he

’
interac%s with +the compux2r is c¢ritical =0 *ae success of

Ce Lif2c;cis Cos:t ZIszinma=ing

-
)
l 3
(0]
[ 8]
4

n
+
[ 4
(9]
i
O
[
D
[®]

[
3]
s
[« ¥
Yy

The borzom—-up d=conpos:

. r=gression analysis is used at =he c2acszp-ual

sof+vware lifecycle costing (LCC) e

TUucC*ures. The scftware struct:
analyzed and manipulated =9 give useful design alrtsrna*tivss
in *~he form of such criteria as program control, logicz
patns, arnd da+a transfer <ha*t improve *“he orera*iocnal guali-

“

*i23s ©0f *he software and prcvide mirnimum LCC designs. Thi

('}

echrnique seeks to ob+tain a unigunely <cealizatle decompesi-
ion =+ra*agy and finally give a machine designed
cos<-effective software s=ructure. Silver Zfecels <tha*t th2
curcent method of using an eampi_-ical +op-down approach ani
mul+iple Taqression analysis employing sextensive da*ta basss
to es<imare software sizing and cos*ing is ursa+isfac+ory.
The uriqueness of each softwace package »or

approacha.,
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The o¢verall problems of program,K managemert and cost
con%trol,. as well as the_ _selection of  cost-effective
d651gn alternatives are addressed by using a _combined
Graph Theory "bottoms-up" decomposition_ aéthodology_*o
provide accyrate_and rapid assessments of both technolo-
gical feas;blllltx and economic _risks in conjunction
with a  "tops-down® regression apalysis employing cost
estimating relationships (CERSs) . At the software
requirements and conceptual level, structural decomposi-
=idn !dentifies_  critical awmilestones and gxposes
subsequent cost drivers <through the specification of
cornectivities and paths which _yield minimum_Life Cycle
Cos<s (LCC). This 1is accomplished by utilizing " +he

rcpec*ies of agglomerative poiythetic ™ c¢lusterifig <o

2fine a topology_ for determining ocbjective deccmposi-
icn strateqgies_zelated tc computer sof*tware structures,

The math2matical  basis £c¢r mapping the software struc-
sure onto a _particular graph petric space is discussed
in =e-ms ¢f forpula=ing & quality index ot cperztional
stzuctural par+izioring. The _use of potential muliti-
1<+tribute semi-metzics | is_ illustrated, with a viaw
~owards otr*taliaing an ogplmal, deconposition strategy and
ultimately provide machine des:gned cost-2sffective 50f%-
ware s*ructures. [Ref. 845: p. 665]

Silver found that +the traditional methods fail
a

ve
t¢ provide comprehensive and useful scftware manrnagemen:
equation that nhas terms that ars functionally separable and

indzpendently linearly =z=2la*ed to system qualizties such as

file str-ucture, memory requiremen+s, and number of applica-
ms. The aquations az-2 all 2*cc often complex,

=ion crcgr
ectivs role e¢f the estimatcs i3 rnot accountzi for.
no+*

Trha subiec
Silves fsels +ha*t *“he top-down apprtoach does a
necessary accuracy and cer+=ainty of estimations = b2
exhaustively useful in estimating cos* and effort in soft
war2 developmen* projects. A methodoloqy should qive
accuracy and certainty =early in the development prccess of
the cost and effort involved.

"The assumption iIs inheren<ly made +hat a+<ri-

but2s c¢f design gqualisy a= zhe aquircements level ar=

]

sufficiently manifest in the s<ruc=ural charactecistics of

e design process i+tself, so that <*hey c¢an bs costed in
aiz. Furthermoares, =he analysis of a given softwarz
re is an approrriate vehicls for comparing differen<

u
tegies on a cost-cffective basis." [Ref. 45: p. 667]
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Attempts have been made %0 sxplain a methodology
for the characterization of the softwa-e design process in
terms of a software structural framswork. )

The essential conclusion reached is that sof+ware struc-
turail de¢0mpOSltlonS may. indeed serve as the Dbasic

underpinning for e_da2Sign act*v*ty and associated
cosv{performance spe ificaficns a+ tha requiremen<s
lev { Ref. 45: p. 667]

ze*hod is concluded with the au=hkertls

n

Cer lcok a* *hi

IemarKks:

he cecnclusions emanatring ¢
eferred o0 2 more comprehémsiva o
details of the methedology. The in
jaticr is %o lay the foundation f
Tecsmbina ulon withcut rescr%ing
while at *“he same “ime report some
[ Ref. 45: p. 671]

et
et
+

£ of th¢s irvesb:-

b<

de GRC
Ce3< 13 £igur2d as =tne acn-liansar  fanciicrn cf
zhe naumter of delivered ins-<ructions. This  mod=2l has
mum=rcus dirfferernt estimating rela*ionshlps which ace diisii-
cul< <%c summarize. I+ nas a aumber of good <fea%tures,
inciuliing a zhorough definizion of <he guanti<ties being

eztimated and a set of relationships £or es-ima<ing such
quartities as <training and installation <costs and labor-
grade distributions, Some drawbacks, however, include the
ucse Oof 'rumber of outputs fcecrmats' as +he basic size param-
ezar and scme evident typos cr mistakes in *he 0.0 values
iven in the effort multiplier tables. (Ref. 3: p. 519]
Sys*ean development cos< is generally =reduced ii <=xcess
processcr capaci=y is available, aspecially for virtual
MEMOLY SySTams. The model considers “he raximum processor
capaci*y wu<ilized in estimatiag <the cons+rain2d softwac2
cost. [Ref. 2: p. 105]
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€. TRW

The empirical TRW-Wolverton Model assumes that
the total effort exerted in completing a program is iinearly
proportional to the number of instruc<tions *o be preoduced.
The fcllcwing is used in +this model: cost-per-instruction
matrix, organized by software category (control, 1I/0, pre-
processor/post-processor, algorithm, data managemen:t, 2and

vime-critical) and deqres c¢f difficulty (old program- easy,

m2diua, hard; new vrocram-easy, mediam, hard). An histor-
ical computer usage matzix is kept by category of software

)

<2 as%ipate the cos% c¢f computer ztime 1esded fZcr a project.
The net cost becomes a product of cost perz instruction arnd
the grcjec=ed number of instructions +to be proiuc=d.
WolvertolL has ncted in his analysis +ha+* past exparience
dces notr impact on programmer produc+ivity significantly.
[Ref. 2: pe 1047 The heart of =he estima*e is a number of
cu

rves shewing sof+ware c©o0%% Dper ¢bject ins+wruction as =

faac2icr 0of <he relative degresz of @difficui+ty (0-100),
~svalsy ¢cf applica%ion, ard =ype of projec= [Ref. 3: p.
512 ]. Soizware is btroken iznto parts apd costs =2srimatad

s
irdividually in <he best use of *he model. "This mcdel i3
well-calibrated %0 a class of nrear-real-time governmen+
ccmnand and control projects, but is less accuzate £or some
others classes of prcjects. In addizion, the model providas
a good breakdown o¢f project effor: LY nvhase ard activity."
{Ref. 3: p. 513])

2. Dynamic Models

These models us2 r2al time inpu%t and indicat= where
ws ace now and winere we ate going at 3 particular ins+ant in
time,

| 54
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a. TRW (SCEP)

The
(SCEP) was developed by Boehm and Wolverton.

new TRW Software

uate software cost estimating molels.

te givern la*er in the overall anpaliysis of the models.

. dalston and Felix Meda2l
This aodel gives a @mexzacd for
programmer produc+ivizy, Programmer

measured in the vrate of produc<ion of lLines

as<*imate 0of the lires of code =0

“ctal maix-months of
funct icn of =ha LOC
3 rTom IB4-Federal Svszeas Division
L‘ ccasis=irna of 460 p-ecj=sc=s [ Ref. 3: p.

§ <iors devaloped <2 be fcr

was us=d

grocesses, The rela*ioncships aze:

productivity vs percentage of new ccds

<ion
3. productivi<y vs percentage RJE use

5. duration vs deliversd code

76
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Comments on

4063, & sez of

cost ea3Ti

4., delivered source documentation vs delivered cods

Cost Es%<imating Progranm
This medsl was
developed using the set of criteria presented later *o eval-

this

modelt's performance according to the criteria set forth will

2. productivity vs percentage of effor~ at primary loca-

6. duration vs to*al man-mon<h =2ffor=

7. staff size vs toral effor+

8. ccmputer cost vs delivered code
[ 9. computaer cost vs “otal man-montas of effos+

The main problem with the @aodel is <+the difci-

. cul+y in determining how change in +*he zatings of
E productivity of cost drivers is due <o o+ther «correlatsd
T. fac*ocrs cr by double counting using four fac=ors %o account

T




for *he us2 of modern programming practices [Ref. 3: P
517 1.

C. Aron Model

Aron found <that large system building =z=fforts

increase gradually, reach a peak, and then decline to zero.

The peak time and system testing seem +to coincide. He
invzs*igated +*he following ways of estimating scftwars
ccs<=s: exparisnce, ccns=raint, uri<s-ofewcrk, and quantiia-
<ivs. Ixpericence depends cn exposucse %o similar jJobs in
similar environaments. Using constraints, +h2 aaragar jus<
agrees tc do a job within given constrainczs. in the units-

e job is broken dowan into smallszr
r each unit based on pas=< experisncs
e size. Whan quan<ita+ive + *ig

own into smaller =ask

A dspending on in<=zractions wisth

q b

for 2ach =mzthei is

<0=2l man~-montas is the sum of nar-months for each task.
[Ref. 2: p. 106]

C. Putnam Model

Empizrical observations by Azon providzd th=
basis for the Putnam model. Neorden found that research and
develcopment projec+s reflacted overlapping phases 3and he
indicaxed *hem by *he Ralaigh <orm. Norden £ound <ha* the
work cyclss of <=he Faleigh fcrm have +the characrteris<ic of
90% cf tha work beirg done in “wo-<hizds of the <time with
19% of +he work taking one=-third of the time a%*t <the end.

This gives the reascn for the long delays at -he =2nd of a

Ero jec*. Putnam fcund that sofitware prejec<s uasually
conform tc Rayleigh-Norden fcrams. "Ya c=lated %h2 sys*tan

attrictutes, numker of filas, wodules, and revorts o0 =he
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ranpower, understanding exactly what +<he software develop-
ment process consists of over its life cycle, naintaining a
data base that reflects ¢th2 history of actual scftware
davelopment costs, and developing the most cost~effective
allocation c¢f resources to different phases of software.”
[Ref. 2: p. 106]

Pu*nam has developed Monte-Carlo simula*tion ani
lin2ar pzogranming <o aszinate devslopmernt *ime and manpowsr
from the trade-off law in the =sys*ens definitior phase
"0t ner parame+ers that can be estimatz ara

nilestcres Zrom computed development <izme, the impac+ of

[} ]

aquirement changes during tas developmen*t phase, optimal

th

tture resource allocation during the dzvelopment phase, an
ccnputer usage and resource allocation during the op=sraticas
ard mair+t=2nance phase."™ [Ref., 2: p. 106]) The SLIM model,
th2 upéa%ed version of ths FPuznam model, also has the abili-

zia2g ¢f estimating compu=er cost and using *ha PERT sizirng

Models +<hat wuse real +ime information ané ace
pcr+aktie o different envi-cnments ar2 termed herein Zyramic
transper=able models. These mnodesls can be evolved <o

eflec specific environmental influences.

a. Meta Model

The Meta model Is an empirical mecdel based
primarily on the work of Bcehm arnd @alstor & Felix. This
ncd 21 permi=s -he development of a rascurce sostimation model
for any pariticular orgarization. The model itself carn be
used from -he beginring of <the design phase <hrougqh accep%-
ance *es*ing and incluies programaing, maszagemen= and
suppcrt hours. ZRffor+ is expressed as some measure ci siza.

Deviations from the average are explained by environmen*al
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attritutes kaown for each project. A background equaticn is
compu+*ted, environmental <factors analyzed arnd +*he mod=l
predicts effort for the pro ject. A size measure is choser
from available da=a. Es* imating size for each ©project is
accomplished by taking the total rumber of new lines written
and adding them to 20% of any 0ld lines used ir the project.
A base-line relationship of lcwer standard error is éarived.
1

The size measure is called devsaloved lines. Develcp=zgd
modules is arrived at in the same mannsc. Effort 1is
asasyred in man-months. The Meta model is eamployed as
Zcllous:
. Compute tae background equatiorn
2. Agg;yze the facter available +*o explain the
dlfference :c&tw=a3n  actual 9‘fvrt and effcrt as
orsdicted by the backgrouné equa+tion
3. Us=2 this model +> predict _the effor+- for the new
Srojec=. [Ref. 46: p. 108]
Ccll=zczing data apout =he 2rnvizcrnment is dornz =zs
Icilcws:

1. Choosing a set of fac:ors
2. Grouping and compressing this da*a
2. Isclating the impor<an+ fac*ors

- 4. TIncorporating the £factors bv perfoczming a
4 mult;p'e fecress'on *o redict thz cdevia*+io®s of
f ~he nts TOm e compu<+ed base-1ire.
[ Bef. 6' P. 111]
As a Tule of =humb, 13% %0 15% <of the number of
i‘ da*a points shoulé be the number of envircnmerntal factors
used to pradict a given aumber ¢f points. The Meta mcdel
ccllects data from a particular eaviconmen* and uses *he*
data tc¢ make predictions abcut the envizonmern<«.
4
S
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Good managers can usually estimate the cost zarnd
effort of a software development project bhetter tharn <he
predictions :f a model brought in from another envirenment.
The expectation is that this wmodel will assist +hos2
marnacgcers in making even better predictions concerning cost
and effort. The Meta model is developad by duplicating <%he
tasic steps of <the model with informatican £from a wuriqu=

envirornmen=, Tha2 mecodel 2

oY
m
ol

S
wiil use it and nc¢% simply <+uned *o acconme
s

enyirzonnen<, The model itself is based or earlier werks by
Walstcen & Felix and Boehm who a<t=za2mpted to rsla=e prciec+
siz2 to effor=. Measures us=2d to express size in fthe Meta

€
1. Linss of Source Code (LOSCQ)
2. Executable Statements
3. Machine Instructicns

4, YNumbear of Yodules

A tase line 2qua<=ion is used in conijurncticn with
faiiviiual z2+<ributsz cf a groject <hat affact the base lina
equaticr, poshm and walsten § Felix have sugges=ed similacz
ncdels. Ernvirormen42al diffecernces e2xplain varia<ions from
the averages arrived a% by various egquations. ZInvironmsntal
differences are acccunted for by 3 nuamber of factors suca
as:

1. Skill ard experience c¢f the programming =eanm
2. Use of good programming prac*ices
3. Difficul*ty of the project (ccmplexity)

A <two step apprcach is uased *o deva2icp <=he

mcdel.

1. Effort 2xerted on an average project is axpressed as
a function of =ize.

2. Deviations from +he 2verage are a**ributed +*o envi-
rcnmental characteristics. The background egquezion

is derived from <h2 vela*tionship betzween efionz+ ani
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available.
The use of +*he model is as follows:

1. Zstimate size of new project

2. Use base-line to get standard effors
3. EsZimate necessary fac*or values

b 4., Compu*e difference this projec=s skoald

ard Vv include envircanmer+tal fac%ors iizntified

F21lx, 3cehn and +those idenzifizd &=
Ingineesing Lzhore<or = =he YASA/Geddarzd

e

ceseazchers thought +to have influence on %h=e

Meta prcijec*, 21 were seslected for analysis and

o

Ty

data point (18) using many <factors iIs ro-
scurd., The probiem with 2dding +*he pcints of e

*hat indicated itz influenc2 and using <the
e irfluernce of tha* <category s tha+t some indiv
+*hat may be very influen+ial lose <heir Zjentit
rourd =4is are *to use more data points and
attritute independently or tc determine the rs

9 ¢l each attribute and weigh *hem iIndependen+*ly.

81

y. 5. Apply thaz cdifferznce <o standari =:ilo

b

. [ Ref. 46: p. 114]

t ?he main difficulty with *he Me*a m

Fo Zdentifyin ignificant environmen+tal factors

= . I3 .. . N
SO0Ww many Tt use in ths estimating process. Tz

3wzate “=he Me= ne del. Fcr  any parc=icud

: <*riltuces sslect2d fcer s+tudy depend con what i
!! availlilable in the data base.

Ot the original 71 at+tribu=e

~hree maijcrc cateqories. Eredicting a variabl:

size, The measuremert cf size depends orn +he data

-~ m -

-a’rl eroj=ec,

nfozma=icn is

s tha= <nh=2
c€focr= foz a

sum for <tha
ijual fac+ors
T TWC ways
eavaluate =ach

lative affec*
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TABLE III
o Evaluation Factors - SEL

Program design language (development and desigr)
Formal des;qn review

Tree charts

- Design formalisms .

= Design/decisicn notes

- welk-tarough: design

’ Wzlk~- tu-OﬂQh: code

Ccde reading,

Icp-<cwn desiagn

p-dcwn code {
cty-ed code ]
rian

Progsammer Teanms

Test plans

va2lovment fclders

documantation

management involvement and conctrel
‘y2 ernhancement

nal dz2cisions

.specs and ro changes

ize

dule

-valopman+

et =Tl ol B
14

i3

nEsdHGaI I

DV HaAS D

330y A DN sect

g coda
pregrammer
_managsmsznt

cumerta*ion

e
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asili 3did not have the raquisite cri*eria for =ither sclu-

Lo NI g BAn A See e

on so they used the described method of groupirg.

§ -

b t. Price-S and Price-SL
t
[ The Price-S and *he Price-SL are eampirical
F. moiels developed by RCA 3n1d can be used in conjunction to
[ es*imate *he software costs during a suppcr* pericd fcr a
[' giver prciject [Ref. 47: pp. 663-6641. The Price-S model
. uses a =cp down approach to determinaz the resources requirczd
i @ in a sofivare develcpmen= project. The mndel ielivers cos<
; and schedule for siz2, <+*ype and difficul*y of =hs subijec=
} 32

¢

| AR

La="a @« &, = ' & e = am e lm o aa A & e o a_ _a = . _t & o — -



TABLE IV
Evaluation Pactors - Walston and Pelix

cus omer experience

dardwacs under Javelopmeént

Developm=ant 2nvironmen* closed
Develcpment environment opcn with reguest
Develcpmsnt environment gad

Develcopment environment RJS

Development environment TSO

Percens code structured )

Percent code used cods review

Percernt cod2 used %top-down

Percern* code by chze‘-programme* teans

Customer part*c*patlo in definition

Custcmer interface complexity

Develcoment 1ocatlon

Percern*- programmers in design

Programmer gquali *ca"ont .

Programaer axper;ence wi+th machin=

Prcarammer experisnce with language i

2TogTanmsr zxosTisnce wish aponliczia<ion {

“crked =ogetner on saze type ¢f problem {

CQStc.e: originazed program design changes {
|
|

Ccmplexi<y of application processing
Complexi<y of program _flow
Complexi=zv of -rte:nal ccmamunication
Coemp_exi<y <L 2x*ernal ccmaunica=ion
Complexitv of qata-basa gfructur=2
TEILCenT CCJde c-mazh 32ad 1/0
Percernt cod: math and _comnutatisnal

maz
fezcent code CPU and I/0 Con<=czcl
Percernt code failback aand zscovery

Percent code otner

10
32
4
a

P*opor*lcn code real tims of intarac=ive
Daslian cecnstraints: main storage

Design constraints: =iming

Design constraints: 1I/0 capabilis

Unclass:ified
[ Ref. u6' p. 112]

=3

2roject. The Price-S model uses informaticen from Lhis+cerical
data bases =0 2stimate the costs of a3 naw projec-. The

Price-S model gives information about “he sofiware when

. .
q -
- -

is installed for operation. The Price-SL model uses Infor-
mation about the environment <o <s<ima=e the c¢cos% to be

L ircurred during a3 particular <support period. Combining
. these two models, we arrive a% cocst 2stimates up *»n A
. par<icular point in <the development phase azd <=h-oughcia*® a
4

[ giver support perciod.

[ 33
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TABLE V
Environmental Factors - Boehn

2u1red fault freedon

tase size
Prﬁauc* complexity
Adaptatlon rom existing sof tware
Exgcution time constraint
Mairn s*oraqo constraint
Virtual machine volat:ility
Ccmput:: Tesponse time

yst capabili-y

silcations exger,enca
a*ammer Capability

mual macalne expariance,.
qramm_nq languaqe 2xperiancs

.
]
|l

I KNI <O X
TR Ne N g N RU R}
[ PN Xe v} H O

ern pro ramming practices
¢Z soffwacze tools .
uired develo ment Schedule
f. 46: p. 112]
The Price-S model providas *he follecwing cos=
driveTs:
1. TInstzuctions
2. Applica*tion
3. PlatZornm
4, Development Scheduls
Scftware size is measured in the number ¢f instructiozns.
Application refers to the type of softwace being develcped.
Flatfcrm rafers to the 3nvironmen% in which the softwars
cpera=es. Developmen* schedule is sel expianatory. A
development schedulsz is compu+ed and ccapared with a design
schedule and the degree =¢ Wwhich “he design schedule is
normal, accelerated or stretched out will affzact the amoun+*
¢ - . . s s -
b c¢f repair activity. Accelzrated sch=adules «will be mcre
. cos+ly and s-retch2d4 out schedules will cost less due *o the
- ex%Ta =ime *0 develop better quali=zy software.
¢
e
3
g
3
t au
[ -
L
t_
SR e ]
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The Price-SL 1identifiss two primary cos*

drivers:

1« Support Schedule (SSTART to SEND)

2. Growth Pactor
Shorter schedules will sse bugs more quickly found but a
lower to*al number of bugs. Shorter schedules will preclude
erhancemen*ts to *he system and the anticipated growth facter
will probably be lower for short schedul:ss. The aumber of

ing+*alla*ions and *he amcun* of avzrage nusages will affac=
<hs rumpber of bugs found. The higher eithsr of *hesz, =4z
ZCTe Lugs. Other support eccnomic parcame®ars are mcdifiars
¢ =he calculated ces*s and ipclude mul*iplisrs fcr suppor=
mar k=ups and suppor*t escala+*ion.
Costs for +ne Price-SL are ca*egorized as

follows:

1. Maintenance

2. Znhancemen*

3. Grow=h
3t wars €os%s5 zare aszipmeated Zer +he following filve elzmsntz

1. Systems 2Zngineering: technizal tasks
scftvware system such as updating *%est pl

specificatiorns.

2. Programmings: cost for implementing desigr ané ccde
changes.
3. Configuraticn Cortrol: cos* ¢f maintaining sys+am

integrity and determinaticon of sys:tem baseline.
4, Quali=y Assurance: cos+ 2f main*taining <systenm
inteqrity and determination of system baseliine.
5. Documentation: cost of all changes ne=d2d to suppcr=
Main*enance, Enhancement and Growth.
6. Program Managemen<t
Costs on a yearly basis are provid=d for +he three major

areas or the five elements. The Prices=-S and the Price-SL

85
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models are available from RCA and can be used to estimate

cost in varying envirormments.
C. COCOMO

The COnstructive COst MOdel detailed by Boelkm in
kis mcst recent publicaticn is a most powerful iastrumen<
for estimating cost and effort in software dJdevelcpmen*
pro jec*s, The more de+2il tha+* is provided as input to a
estima*ion modisl, the merCe accurate The =sTimates will
r-ocally be. The CCCOM0 medel 21lows +hs p-s=
aszimates in gocd detail aand spacifies ard poo
wizh considerable efficiency. The following fac
cos<T:
iver: Produc+* Attributes

by
RELY: Reguired scfitware ra2li

a apili+y
i) Does *he software perform its iitended £func-
wicns ove = <he n2xzt utilizazicn and
subsequent u+ilizaticns?

ii DATA: Data base siz2
1ii) CPLX: Socf+ware product complexity
2. <Ccst Driver: Coaputer Atzributss
a) TIME: Executior time constrain+
b) STOR: Main storage cons+<raint
c) VIRT: Vir-ual machine volatility
4) TURN: Compu*er turraround *ime
3. Cost Driver: Personnel Attzibutes
&) ACAP: 2Analyst capability
k) PCAP: Programmer capability
¢} VEXP: Virtual machine exper

@D

d) LEXP: Language 2xperienc

-

4. Ccst Driver: Prciect Attzibuzes
a) MODP: Use of modern prog

i

¢ L) TOOL: Use cZ sof+warz tools

. c) SCED: Development schedulz ccers*raian*

. 86
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Hierarchical dJdecomposition is used to aid
producing cost estimates. The lcwest level is the module.
Cost drivers that are described at <this level
ccaplexity and adaptation from existing software; program-
mer's capability level and experiences with *he language and
virtual machire on which the software is to be built.
second level is the subsystem level. A number of

4
mcdules in “he particular subsys*en. The top lavel

Ffor each cost driver, a set of tables is

accourn* fcr its affect on 2ach major develcpmen=- phass.

4, Gvesrall M¥od=: Evaiuazior

tcehm has enuxerated a number of crizariz upcn

scf+*ware cost estimating acdels can he evaluatad.
1. Defini+ior: do w2 understand £frem *hke mod

ccsts i is estimatirg and what cos+*s

2. Fids
actual costs?
3. OLijectivity: are ccst drcivers related to

that are objectively measurable and not cpen to mani-

pula+ticon to get what we wanz?
4, Constructiveness: is it clear from *he m

pacticular es*imat2 is arrived at and is =ttt

project mere understandable because of “he noda

5. Dezail: does the model sufficien+ly b-=akd
project for estimation purpcsss?

87

is level, The cost drivers vary

i
ystem bu*t a2 usually =h: szae f£oo
s=em level, This level is used to apoly overall oroject

ns like nomiral effort and schedule 2quations and *c
he zomiral project 2ffort anrd schedule pr=akdowrs by

ity do estimated cos+ts compar= favorably with
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6. Stability: do small input changes produce small
output changes?

7. Scope: is the model applicable *o *he type of
project needed to be estimated?

8. Ease of Use: are the inputs ard options used by the
nodel easy to understand and specify?

S. Prospectiveness: dpes the model only use informatio:n
that car be found before ccmpleticn of the prodisct?

Tals criterion is used cnly oz cecst predictiorn.

10. Parsimony: are redundant factors and factors +that io

nc* contribyte +<c the result £ <he mecdel avoided?
[Ref. 3: p. U476]

We will examine +he mcdels pressnted with resvect +o

+he appolicability of a number of the above criteria.
a. Definition

The I34-FSD molel, +=he Bailey-Basili acdel 221
“he 1979 'GRC model provide fairly “horough definiticns of
=he irpou=<s and outputs ussd, COCOMO provides as thcrouga as
pcssicle definition <¢f th2 activitias and quanti*ties found
in th2 model while not overly constrainin either <the
model?s generality or a2 project's £flexibili+y. [Ref. 3: p.
521] The TRW (SCEP) model uses a standard work breakdown
structure +o defire «cos+*s included and excluded in

estimates.

E. Fidelizy

(4
M
[o]
9
[
1]
[

COCOMO es*imates ccme within 20% of =
development figures for the projects In the COCOMQ da*abase
70% of the time. This means a standard deviz=ion <c£
residuals of roughly 20% of tke ac*uals. [ Ref.

tion ¢f 1.7%1 {Ref. U8: p. 5211 Th2 Bailey-ZRasili

3: p
An arnaiysis of the IBM-FSD mcdel -zvor+«ed a standard
S
ctardard deviation fackor «c¢f 1.15 f2r a €faiziy uaif

P N T S S S A Y S Y
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TABLE VI
Pactors Used in Various Cost Nodels
90C, AW, Asam. ACA, BSOENG, GAC,
Group Faoew 1906 1972 SUM Doy PRCES @M "y 1979 OOCOMO
e Sres metstens x x = 4 ]
seGums  Object insustwrs x | x x
Narder of revanes 2
Number of daa dems 3 3
Nusber of ougut lormete X
Oocumentaton s X
Number of parsonnel L]
Program Type ] z x L] x x x
atnbumss  Complemty ® 2 x =
Language a x x =
Reuse 1 x X T "
Roqused rohauty = z
Compues Time conerant 3 2 3 .} ] x " x
sntses  Skorege consrmnt x z ] = z x
Herdware CoONfguraion 2 2
G ] » l z z
S x I 2
Hardware enpanency s 2 x : l} x
AGDECAUONS SEDERSNDS ] x x 4 g X, "
Language espanence [ i 1 x .
Protect Yools and techmques ] x L] x [}
atwtnes  Cusiomar mtertece l x
Requrements debralion 2 | 2
Requrements volatiity I z - ] x 2
Schedule ' x [
Secunty x
Compular access = 2 x ]
Trawn/ ruhaseng ] L] L]
|
| ]
-
g (Ref. 3: p. 511]
: ~ ~
-
A
o of 18 prcijects at ¥ASA/Goddazd [Ref. U6: p. 115. ]«  The
A
Lo fidelizy of the CCCOMO model with respec* <o the actial
f”' costs of projects in the databas2 is better tharn other
4 ncdels! es<-imates of <those costs. A large por*tion of the
darabase was used tc calibrate the model's parame+ers. e
¢ future projects have yet tkeer completed ¢to evalua=e the
f goodness of +he model's estimates.
- The Putnam 1978 model gives extrsme overasti-
& martes or small proiects and es+ima*ts2s large projects
e reasonably well. Putnaa's more recently developed SLIM
4
89
L
-
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model appears to nhave overcome this problenm. [ Ref. 49: p.
196 ] The TRW (SCEP) model is still in an experimental state
ard needs more comparisons of SCEP estimates with actual
pro ject results [Ref. 49: p. 198].

C. Objectivity

The SLIM and +*he Price-~S modals have made some

proqress in expanding a single complexity factor inzo 2

nuaber oI consti<uern+ =iesmants [Ref. 3: p. S522]. Tas cziz-

]

1Y

iral EFrice-S modzl was =2xtremaly ssnsi-ive to 2212 subjecxiv
98 1. The COCO210 model ha
<+

1
tzied <c make +he complexi: fac

N

cemplexity factor [Ref. u49: p.

1]

or moOor2 cbjective in
m

rumber cf ways. Complexity has been made a @modulz lesva
€

h

instead of a subsystem or system level ra+ting. Sources 9
pzoduc+ivity have been separated from the complexity cost

drivers as much as possible and made ir%o separats cos<

3ziwszz. ) r2=ing scale Ior each complaxisy ziting has bzanm
develcped. The IRW (SCE2P) wmcd=2l includes a coaplexis;
Zaczcr. The ccmplexity ca%ing 1s a charac*sriz+tic o =ach

2i= in zhe sof+ware, and a compiexizy scale i3z z

v
grovice a univue coaplexizy rcating fcr each type ©
d. Constcuctiveness

The COCOMO mod=] provides a detailad listing of
~ha factecrs affacting *he cost o0f a project. I

“he Impact 0of an individual factor. The mcdel pro
increased unders+tanding of the software lifecvcle for <zhe
prodec=. (Ref. 3: p. 522 ] The TRW (SCEP) mcd=l provides 1
scale %o indicate the deqree of impact cf factcrs on prodecs

activities.

90
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e. Detail

Models requiring more da2tail

pOre accurate estimates.

. The gatheri ater detail :
peopge 's unﬁefstagﬁgnq of the Job

e« if the added de+ail resulzs in ¢
Ra*ts being the_ sum o0 some sma
=s*1mat==, the law of large rumbe

decreaase the vaciaace of
rROf. 49: p. 200]

ry

COCOMO is a hisracchy of nmeds
COCOMC being used for early estimates and
ard Detailed COCOMO's being used for more
:g race es=imates. The TRA-Wolverton mode
micro model and provides detail in phase a
dcurs. The 1979 GRC model alsoc provides 4

ﬁ‘ activizy breakdowns. [Ref. 3: p. 522]
[ f. S+abili+y

The Doty model has discon*tipul

borhood ¢f 10,000 source ins+tructions. Sm
£izing can lead to large d1ifferences in ¢
[Ref., 50] Most cost estima*ing amodels,

for cost driver attributes and allow
tetween them.

g. Scope

The IBM~FSD model, th2 Meta mo
and the COCOMOC models hava all been develo
varie<y of projects and applications.
models in general have a difficult <+ime i

mating ccst for projects under 2000 DSI.

91

.....

usually produce

ends +c¢_increas2
to b2 done; and

he overa%l gs+i-
Lnaividual
rs tends tQ werk

*he 2svipa=e,

ls with <h2 Basic

*he In*termediac<e
detailed and accu-
1l is an effectiva
nd activity break-
etail in phase ani

ties at =ae neigh-~
a1l differences in
¢s* in +his arazaa.

CCCOMO included,

avoid <his problem by providing a number of =rating levels

ing iaze-pola*ion

éel, =
ped =
Algcrithaic cos*
n general in es=i-

{Ref. 3: p. 523]
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nh. ©Ease of Use

SLIM and Price-S are well engineered for ease of
use and understandinge. CCCOMO hierarchy of models makes
them easy to use and to understand. [Ref. 3: p. 523]

The TRW (SCEP) model ovsrestimates cos%ts on
projects less +han five person years in %to+al effort, but i+
functions well for projects over the range of 63-2000

manmonths,
l. Prospectiveness

Most current cost models including COCO40 use
paramsterzs =hat can be estimated cather well at *he begin-

ning of a proiject. The only exception for COCOMO is +*he

difficulzy wi=h sizing the prcject.
j. Parsimony

differen~ =znortiszs

Walston-F21ix model use

a

id

~ S

.

s
cgraimaing practices whare ons weuli be al::g
{Ref. 48] Tae CCcOX
ncdel makes efforts *o conly use fac*ors that have 2 c¢ccnsii-

ﬂl
th
8]
o]

Zor mo

5]

P
Zcr practical es-imaticn of projects.

.

erable affect on :oftware gproductiviiy. The mod21 <¢an b2
tailored tc a particular envizonment *o eliainaze redundancy

in factcrs. (Ref. 3: p. 528]

B. ESTIMATING COST AND EPPORT: CRITICAL FACTORS

1. Discussion

We conclude that what is rn2eded in <+“he figlé of
estima*ing cost and effor: 1in software developmen* projec=s
is a reliable, 4ynamic, *:transportablz model <ha= is easy *o
use, I+ appears intuitively obvious to us that cos+, =2£ffor=
and time can be saved by adopting an already existiag cost
and effert esztimating model *0 a n2w environment rather than

92
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generating an entirely new model from the ground up. The
mcdel should be able to estima+te cost and effort throughout
the lifecycle of a software project. Most models now cnly
estimate through the completicn of *esting and the beginning
of operaticn giving 1little or no attention t¢ <th2
maintenance phass. The wmaintenance phase o0f a software
lifecycle currently ccnsumes the major portion of rasources
expended upon a sofiware devslopment effer+t [Ref. 34: p.

viiij.

Any measure of =2ffcre sheuld be 1linked *=o  =he
successful completion of <he functions of a proj=cs. The
preliminarcy work oa a paczticular desigyn decision may be well
unierstced by sofwware d=2v=2loners. The Lasic ste nay
acccurt for a major prhysical poztion of *he of£ The

concluding work done to implesment a design decision and zhs
inwegratirg cf numerous design decisions/modules fc make the
£+en commands th2 greatest effoct. The

c

¢
mc3sl shenlé measure effort in +thz number of lines of s=our

c~iz (LOZ2Q) oroduced bu’ -hould also rela<e <his
<h2 area of applicabili=y »f the lines. To Teis
produced at the beginning of the developn

decisicn may be far easier t¢ produc2 than “hose at +he ¢

cf *he eifort.

s
ot
(]
g
n
of
W
o
[}

Sta<istical investigaticn should be us=a
1ish rela*ionships which make it possihls *¢ predict ¢
and effort in terms of cther variables, Regzos=

s
rijues are used *to perform this <«ask,. Since =he zumber of
€s a

+
[
jo N
D)
b
|
w

verilables affecting the ccst and 2£f€for+
given project will be many, mulsipl
will te recessary. In using obsarved
mathematical equaticn +o predict desirad values from given
values (a procedure known as curve fi<tting)
arise:

1. =he kind of equation t¢ be us=2d must be d=2c¢ided

33
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2. *he best of this type must be fourd
3. *the gqoodness of fit of the equatiorn must be
determined.
{rRef. 51: pp. 431-433]
The equation usually chosen results from the inspec-
tion ¢f the data in most instarces, buvt the most objective

merhcds for deciding on what curve t5 f£i% to numerous points

{ should be used. Differences in project estimatiors will be
E‘ explaired in acccriance with environmental variations. The
! K2y %0 =s=ima<ing cest aadl efficrt in a softwars develcpmsas
A. tr2ject is to isclate those elesm2nts +<hat ciuse prcisce
&Q estimates <0 differ Irom expected values, Orcs thsss
E' claments are identifisag, they can be acccunted for in the
Pi estimation process and axtremely accurate estimates carn be
P achicved.

'~ C. SUMMARY

and «ffors £2r thoes
pTo jects. From our study cf the li“erature in *he zrea of

scftware development and fr:m ap 2nalysis c¢f various models,
we nave ri24 *o assimilate those problams that sh2uld b=

addressed in the developmen* of a iynamic, “ctangpcrtable,

pr2éiction model. We also =ndeavered %o aler+ the rnovice to

and ref-esh *he experiencsd reader wi*h +the problems he may
expect =c encounter with sof+ware cos+< and effozt est+imaricon

tr
[}

models, As it is protably painfully apperen*t %o =% ceader

at this point, models are2 oftern complex and difficul: *=o

Y w e v ey

understand. We reccmmend <o the average manager thnat he
familiarize himself with the irnfcrmarion presenta2d Ia *h=2
research and <+hen go and hire someone who is technically

ccmpetent for specific guidance. I£ iz is > aay
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r
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corvenzation to the reader, the authors of this research
hav: nad as difficult a time as he or she may have had in
understanding the models presented.

The key to the success of any such model is the ability
of the estimators to identify variables in the environmen<*
affecting the estimations and account for *hese variables in
the mathematical equation predicting cost and effert. The
weakrasses with current es* imating procedures a-e sixfeld

1. es+*ipmating size

2. determining environmen*al influences

3. determining complexity

4. wurderstanding the models *hemselves

5. l1ack of attentior to the experience of the developers

6. lack of atiention t¢ the nmanagement effort and zae
project manager.
ncpeful avenue cf research that may provide more reli-
abl estimates is Silver's method of using structural

s
e

\D

€
compositicn of requirements and d=2sigr parameters. Wha*
aissing ¢r under emphasized in most ©propcsals fco es=i-

L
-

mating ccs= and effort in sortwars davaiopment projects in

rivate industry is consideration of the managems=nt effort

and the project manager. Unless a sound team is organized
under a strcong leader, all estimations of projec* cost and
effor+ will prove to be under estimates.

D. THE FUTURE OF SOFTWARE DEVELOPMENT PROJECTS

3,

Es*imating cos* and effort in sof*wazte developrent
projects has already been influenced bty “he introduc+ion of
various “ools and the concept of sof+war2 development eavi-
ronments. Programmer productivity is expec*ed tc increase
as tocls are refined and better integra+ed wi:h one another.
#ha+t is especially wexciting in the 1long *=rm future of
proaramming, tha+ is, programming in<c the early decades of
the 21st century, is the concept of aun“oma*ic programming.
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The *erm 'aytomat B’ogramm*ng' has been used for marny
years *o refer <0 *he process by _which an executable
progranm may be produced from nonp*oceuu*al
specificaticns of the. task to be performed. Over the
lcnger term, it will be possible for p*oqrammers +to
create runnlnq pregrams by providing a cation of

program funczzons and outputs, without hav nq fo‘§f3to=
taijed proqgsa]de51gn or with the production of

code. rnof. 52: p.

The present differences between apvlication preogrammers

and system programpers

sroazammers deal with the datzils of +%e lew level compuie:
hereas applicaticn progra
programs o meet user specifications. 4i+th *he anticipated

advern* o¢f automatic progranmmirng, =hz ussr-cperatcs will

carry cu* what Je now consider progr-ammiag &as he intsracts
ising n2+ural languag=e wizh the ccmputar Th2 arpiication

programmer will increasingly be involved wi<h undsrstan

the rneefs of par-iculac

-kelr perscnnzl maksausg. 42 Wwill assizt =h: user=-0rITztors
cf =ze ccmpanies in understanding their needs z2nd ceonver+ing

software progranm.

eseit can pe seen that <+he nature of _
programmers is certain to change,  and_tha* arn -hc-éas*dg
share of what we now tern
usaTroperators, who will
permit <hem O ¢n.erac+ raturally with a computer system and

(

{
J

specify their = guests.
o]
t-ogrammers and the cost

li

att23%ion_may be devcted
beneficial use of the computer. (RBef. 52: p. 205]

i.2., 2z3iical ani informa*ion systsm apolica=icrs, <+t
-

¢ reeds intc stecific requests +o be automa=ically
rammed by the computer into an afiective appiicazion

ovided <chat_ the =2xpdnen+tial grow®

are® likely <o ircresase. System

pmec-s d=al wi<h *he 2developaern:t of

I
apcplicatisn arvsas for scitware,
b

c¢rganiza+iornal

programming and

ot

a*
regrammingy will b carz ied ou* by
avé toocls™ a* +~heir da sposal that

D

I+ 1is onlz ncn sucan *ccls ars
<he number of

of sof*ware can be slcwed and <hat
+o making_ t*he cr**’est possibls
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