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}_( \ FOREWORD

The Twelfth Annual U.S. Army Operations Research Symposium was
held on 3-5 October 1973, For eleven years these symposia were
//éﬁonsoréaﬂby the Chief of Research and Development., It was my
! privilege as the Assistant Chief of Staff for Force Development to
sponsor the twelfth symposium in this series. I was gratified by
i the enthusiastic attendance, the quality of the program, and the
spirited discussions of technical matters of great importance to the
' Army. I think all will agree that it was a highly successful meeting.
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"”\These proceedings contain most of the papers presented at the
symposium.. Some of the presentations are not included here either

1
' j because the paper was not formalized or the speaker chose not to
.?,nu@? have his remarks published- . . PR /)( iv
J
i

The symposium was planned, organized and chaired’ by Mr. Abraham
Golub, Scientific Advisor to the ACSFOR, assisted by Mr. E. B. Vandiver
III of the Office of the Scientific Advisor, OACSFOR. We are all
indebted to them for their outstanding efforts on our behalf. We
also appreciate the valuable assistance of those who participated in
the various sessions of the symposium,
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] E. H. ALMQUIST

Lieutenant General, G3
Assistant Chief of Staff for
Force Development
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A HIERARCHY OF MODELS TO AID IN THE DESIGN OF WEAPON SYSTEMS

Mr. William G. Rankin, Jr.
‘-;;§s> General Thomas .J. Rodman Laboratory
Rock Island Arsenal

N

(::; The purpose of this paper is to describe the hierarchy of mathemati-
Q
<

O
=

!
\

cal models in use at the Rodman Laboratory to aid in the design of weapon
systems, and to project the future growth and application of this hierar?E,]

B e TS it e e it et s L et T s

~Some jears ago, che weapon design ‘and development process consisted
éolely of the trial and error method: A technological advance applicable
/to weaponry would be incorporated into a conceptual system design; a pro-
totype would be built and tested; on the basis of test failures, the system
would be redesigned; a new prototype would be constructed; and the process
would be repeated until a "workable' system evolved. This trial and error
process was exemplified in the development of the Garand rifle. The re-
design, the prototype, and test cycle continued from 1918 through 1936, a
total of 18 years.

The necessity for and the benefits from prototype development and
testing are obvious; however, increasing weapon complexity and cost have
made the pure trial and error method infeasible. The engineer must now
produce a system design for 4 prototype that will have an excellent
chance of "working'" initially and that will require only minor design
change, if any.

A variety of tools and techniques have been developed to enable the
< design engineer in meeting this challenge. These include more sophisti-
4 cated drafting equipment, breadboard and component testing techniques,

. and computer software packages and graphical aids. Many tools and tech-
| " niques are in use at the Rodman Laboratory; however, particular emphasis
1 is being focused upon mathematical modeling.

G "> Advances in computer technology and increased access to the computer
o have made possible the development and application of a broad spectrum of
. compute models. As an aid in describing this modeling hierarchy, the

% models have been divided into three broad categories or levels:as
R tn- Figure-1: engineering and subsystem modeling, performance modeling,
and effectiveness modeling. As indicated by the dotted lines, the dif-
ferences in the types of modeling are not distinet, i.2., considerable
overlap exists.

1~

é' : i ' ENGINEERING AND SUBSYSTEM MODELING
s i v
{

The first category represents a large number and variety of the more
traditional and detailed engineering design models generally made from sets
: of formulas and equations which were once left only to the engineer and
' his slide rule for solution. The more basic examples include models of
heat transfer, kinematic and dynamic relationships, and stress analysis )
by the finite element method. Many of these are available through standard ]
2 computer software packages. One such example, NASTRAN (NASA Structural

Analysis), is a general purpose structural analysis model developed for use

1
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ENGINEERING ’ FORMULATING
AND CONCEPTS.,
EVALUAT ING
SUBSYSTEM MODELING SURSYSTENS
IMPROVING
Z
2
Y EVALUATING
WEAPON SYSTEN RELATIONSHIPS
PERFORMANCE BETWEEN DESIGN
MODELING AND PERFORMANCE

EVALUATING
W SYSTEM RELATIONSHIPS
EAPON BETWEEN
EFFECTIVENESS PERFORMANCE AND
MODELING EFFECTIVENESS

Figure 1. MODELING CATEGORIES

in analyzing stresses, natural frequencies, frequency responses and de-
flections,

A variety of specialized engineering models have been developed to
simulate a weapon subsystem or component. Examples include models of gas
fiow, spriig dynamics, recoil mechanisms, and both interior and exterior
ballistics. Although some of these models are generally applicable to
weapon systems ranging from a small arms rifle to an 8~inch artillery
plece, the majority are unique to a specific system. Attempts have been
made to model the total mechanical operation of a weapon system; such is
the case with the Parametric Design Analysis (PDA) model which was devel-~
oped and applied in analyzing accelerations and forces in the Squad
Automatic Weapon System.

The engineering and subsystem models are applied to a variety of
uses. Thelr applications include proving design feasibility, optimizing
component and subsystem design, finding the causes for and the prediction
of component failures, and in general aiding in the detailed design deci-
sion process. These models also provide the knowledge and data necessary
for developing the second category of modeling, the performance models.

PERFORMANCE MODELING
A weapon performance model simulates a single total weapon system

2
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performing one or more of its intended functions. For example, in the
case of an armored weapon system such as a tank, the general functions
which are performed both actively and passively include:

. detecting enemy weapon Systems
+ firing at enemy weapon systems
+ moving

. communicating

. being detected

. receiving incoming enemy fire

The performance of these functions is dependent upon the specific
design of the weapon system, and each function impacts upon its combat
effectiveness. Although interdependencies exist among the majority of
the functions, each function can be independently simulated mathematically
and the performance of a given function can be related to variations in
the design of the weapon system.

For the function of vehicle movement, mobility performance models
have been developed by the Tank Automotive Command which produce V-ride
limits, speed, acceleration, and obstacle crca3sing capabilities of armored
weapon systems under a variety of terrain conditions. These models are
sensitive to changes in the design of the weapon system.

The Ballistics Research Laboratory has developed a tank vulnerability
model by which the effects of incoming enemy rounds are assessed and the
probability of kill data generated. If the configuration of the target
vehicle were changed, corresponding changes would be reflected by the
model in the kill probabilities.

Because of function interdependencies, the simultaneous simulation
of more than one function may be required. Weapon system firing perfor-
mance may impact upon its detectability; its mobility may impact upon its
vulnerability, detection, and firing capabilities. This latter relation-
ship between moving and firing prompted the development of the HITPRO
fire-on-the-move performance model.

HITPRO deterministically simulates the dynamic gun pointing erxor of
a ground mobile weapon system as it moves over a known terrain. The ele~-
ments simulated within HITPRO are shown in Figure 2. A firing tank is
simulated moving along a test course defined as a series of circular arcs
with bumps similar to the Aberdcen Proving Ground test course. The turns
and bumps are variable inputs; the speed of the firing tamk i1s defined by
input data and can be specified for any portion of the course; and the
direction of the target is in a straight line.

The component factors influencing the aiming error of a tank main
gun while it is being fired on the move include the terrain, suspension-hull
interaction, hull-turret interaction, human operation, and the gun. For
an accurate gun aim, the stabilization system with gunner response must
counteract gun movements due to vehicle motion. The impact of the terrain
on vehicle motion is modeled in two parts: (1) The linear motion including
the forward acceleration, velocity, and turning rate 1s calculated on the
basis of the input course programmed as a series of constant-velocity and

cons tant turning-rate segments (2) The thiee components of angular motion

3
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Figure 2. HITPRO FIRE-ON-THE-MOVE PERFORMANCE MODEL

and small amplitude vertical motion are also calculated and terrain
roughness, recolil forces and torques, acting on the suspended vehicle are
considered. These vehicle movements require the stabilization system to
be responsive in both azimuth and elevation. The simulation includes
provision for drive motor characteristics and load torque disturbances
caused by friction, imbalance, vehicle angular acceleration, and firing
recoil. The stabilization system reacts to inputs from the gunner hand-
station, gun-mounted rate gyros, elevation and traverse tachometers, and
hull and turret rate gyros. Currently, the HITPRO model simulates the
iM19 ballistic computer used in the M60A2 tank. The computer provides
lead angle and superelevation corrections. When a computer has not heen
incorporated into the vehicle, these inputs are provided by the gunner
submodel. The dynamic response of the gunner to observed gun pointing
errors through the reticle 1s simulated. Also, the following factors are
considered: the decision to reset lead angle, the judgment that tracking
is smooth enough to make a lead reset measurement, and the judgment that
aiming 1s sufficiently close to the target to justify firing. When the
gunner commands a firing, the nominal trajectory of the shell and the
nominal miss at the target (including target motion during shell time of
flight) are computed. The shell dispersion pattern is integrated over
the target area to determine a hit probability. A wide variety of data
can be output from HITPRO including the hit probabilities for shots, )
vehicle speed, gun aiming direction, sight reticle position, and other Y
signals, all as functions of time. HITPRO was used to predict firing

4
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results of an MB0A2 test at Aberdeen in late 1970, and results indicated
that erroneous lead solutions would be applied. Initial results on the
Aberdeen bump course confirmed the HITPRO prediction, and appropriate
corrections were made to the XM19 ballistic computer.

Performance models are in general subject to field test validation.
A comparison of actual test data and HITPRO model predictions for the
elevation of the main gun relative to the tank hull for a l4-second seg-
ment of travel over the Aberdeen bump course shown in Figure 3. An analy-
sis of this and other data collected at Aberdeen has been used as a basis
for validating the HITPRO model,
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Figure 3. HITPRO VS TEST DATA

Since the primary mission of the Rodman Laboratory is gun design, the
emphasis in performance modeling has been focused upon the weapon firing
function, primarily aiming error. Weapon firing performance models in
use at the Laboratory include SEGAWS (System Evaluation, Gun Aircraft
Weapon Siuulation), GADES (Gun Air Defense Effectiveness Study) Dynamics
model, and unnamed artillery and small arms models. Although their appli-
cations are varied, these performance models have been used primarily
to identify critical design parameters and to relate changes in these
parameters to variations in firing performance. Other applications
include predicting and optimizing system performance, finding the causes
for and the prediction of system failures, and in general conducting
design-performance trade-cffs.
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EFFECTIVENESS MODELING

The third category or level of modeling is represented by the effec-
tiveness models. Basically, an effectiveness model simulates an engage-
ment in which the weapon systems are subjected to a realistic battlefield
environment depicting their intended use. These models, in general, pro-
vide for variations in terrain, threat, unit organization and weapon system
performance, and output measures of effectiveness such as missions accom-
plished, killing rates, and exchange ratios.

Numerous examples of effectiveness models exist including relatively
simple one-on-one duals; high resolution battalion simulations, and low
resolution multidivision war games. Those models having the greatest
application in aiding the design process are the more detailed, high-
resolution simulation models such as IUA (Individual Unit Actionm),
CARMONETTE, and DYNTACS (DYNamic TACtical Simulation).

DYNTACS, the most comprehensive of the high-resolution battalion-
level models, was made operational at the Rodman Laboratory in February
of 1970. This model was developed by the Systems Research Group of Ohio
State University to provide a highly complex stochastic simulation of
armored combat in a midintensity situation. DYNTACS was originated in
1965 under the guidance of the CDC Armor Agency with initial emphasis
focused upon conventional tank systems. An early form was modified for
the Missile Command to evaluate alternative forms of the Shillelagh mis-
sile system. The model has recently been augmented to include artillery
support, crew-served weapons, counterbattery fire, aerial platforms, air
defense weapons, scatterable mines and mine countermeasures. The complete
model with all extentions is referred to as DYNTACS-X.

The foremost characteristic of DYNTACS is its detailed representation
of individual weapon firepower, mobility, protection, and detection capa-
bilities and their interactions with the terrain. Fundamental concepts
are emphasized such as cover, concealment, and fields of fire. To provide
this detailed simulation, extensive input data are required. As depicted
in Figure 4, the input data fall into three broad categories: environment,
operations, and design parameters. The environment comprises a continuous
5 by 10 kilometer area with overlays in which vegetation, trafficability,
obstacles, cover, and concealment are described. The operations data are
provided through an input scenario which includes force organizations,
criteria for selecting attack routes, firing assignments, firing priorities,
formations and withdrawal routes, and other data requiring military judgment.
Since the original intent in the development of DYNTACS was to provide a
tool capable of evaluating alternative armored weapon system designs,
extensive engineering data are required as input. For each ground vehicle
type ''played,' the mobility characteristics required as input include:

. vehicle gross weight

. length of track in contact with the ground
. width of track

. ground clearance

. locatien of the center of gravity

. final drive efficiency

6



. final drive ratio
. pitch diameter of the sprocket
I . tracked or wheeled vehicle

. Curves Representing

: . maximum speed vs. surface inclination

. engine speed vs. transmission speed

. transmission speed vs. transmission torque

Similarly, for each weapon type, the firepower characteristics include:

oo mthian

. ammunition supplies

. ammunition priorities on the basis of target and range

. muzzle velocities and effective ranges .
. maximum range and velocity for on-the-move firing -
. probability of a misfire '

. time to clear a misfire

. load time (standard deviation and median)

. lay time (standard deviation and median)

. probability of sensing projectile impact points

. neutralization period resulting from a hit by tank main gun

. rapld fire ballistic characteristics

. main gun ballistic properties

. conditional kill probability given a hit

e — e

ENVIRONMENT DATA o
DYNTACS
L MODEL

CONCEALMENT —
TRAFICABILITY —
088TACLES

]
e
OPERATIONS DATA~

TACTICAL ORGANIZATION
INITIAL BATTLE POSITIONS

ROUTE SELECTION CRITERIA (o |
FORMATION PATTERN CRITERIA g \

DESIGN PARAMETERS

E \'V?\. VEHICLE MOBILITY DATA
WEAPON FIREPOWER DATA
VULNERABILITY DATA

~ Figure 4. DYNTACS INPUT DATA CATEGORIES
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The DYNTACS model is operated on the basis of event-sequencing, that
is, moving and firing events of the weapon systems are ordered in time
based on the duration of each event, Rasically, when an element such as
a tank is selected for an event, communications are processed on appro-
priate nets, line of sight and detections are determined, route and forma-
tion are identified, a target and projectile are selected, mcvement is
calculated for a fixed time or distance, and finally the effects of the
shot are assessed on the target. The duration of this event is added to
the clock time of the element and results in the start time for the ele-
ment's following event. The next element to be processed is then selected
by sequencing logic on the basis of least clock time. Indirect fire
artillery is incorporated by sequencing events for firing batteries, fire
direction centers, and forward observers. Targets of opportunity are
dynamically constructed by forward observers, and on-call fires are
requested when required, Time delays to request and deliver artillery
fires are represented, and the lethal and suppressive effects are assessed
for each impacting round.

DYNTACS is, by far, the largest and most complex model at Rodman
Laboratory. To complement its comprehensive and rather specialized capa-
bilities, the Laboratory obtained and made operational the more simplified
Bonder/IUA model. This model is an adaptation of the Bonder methodology
to the Individual Unit Action (IUA) simuylation scenarios, It is an exten~
sion of the Lanchester analytic formulations in which the stochastic play
of weapon effects is replaced by a generalized system of differential
equations. The attrition rate equations are numerically solved on the
basis of measurable weapon system parameters. Aggregation of the weapoms
of the same type in the same general location and treatment of them as a
single group reduces the running time of the model. Weapons of different
types or weapons of the same type, but at different locations, are not
aggregated. Since this model is deterministic, replications do not have
to be performed. Because the Bonder/IUA model is relatively inexpemnsive
to operate, it is ideally suited as a screening tool for performing para-
metric analyses.

Besides DYNTACS and the Bonder/IUA models, several simplified one-
on—-one dual models have been developed. These include the GADES Fire Unit
Model used to evaluate air defense guns against high performance aircraft
and attack helicopter models.

Traditionally, effectiveness models have been utilized to evaluate
and compare alternative conceptual weapon systems to determine which is
the most combat effective. This was demonstrated in a 1970 application
of DYNTACS to support the Project Manager's office for M60 tanks in an
evaluation of M60Al tank mobility improvements. More recently, effective-
ness models have been utilized to parametrically analyze weapon system
performance characteristics to determine which characteristic or combina-
tion of characteristics has the greatest impact on weapon system effec-
tiveness. The Bonder/IUA model was recently exercised in support of the
MBT Task Force to parametrically analyze levels of tank firepower, wvul-
nerability and silhouette size. Another example is the current Roudman
Laboratory application of DYNTACS to support the Family of Scatterable
Mines (FASCAM) study. In this study, parametric data variations were made
to mine probabilities of kill against vehicle tracks and belly, and to the
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number of mines for each artillery projectile. Thus, the most effective
mine design characteristics were determined.

FUTURE MODEL APPLICATIONS

In almost every instance, each model within the engineering and sub-
system, performance, and effectiveness modeling categories has been devel-
oped and applied independently. This use will, undoubtedly, continue.
However, because of the number of models being developed and the inter-
relationships which exist among these models, coordination of their future
development and application is fast becoming necessary.

Model development efforts within the Rodman Laboratory are on-going
in all three modeling categories. Engineering and subsystem models are
continually under development to meet specialized design analysis require-~
ments. FPrimary emphasis on performance modeling is in the modification
and the development of weapon firing performance models. Modification of
the HITPRO model has recently been initiated to simulate the firing of a
rapid-fire weapon from a mechanized infantry vehicle. Other major per-
formance modeling efforts under way include the development of a compre-
hensive helicopter firing performance model and the continued development
of the GADES Dynamics model. The emphasis on effectiveness modeling is
the continued modification cf DYNTACS. Extension of the model has been
initiated to provide for the simulation of close-support aircraft and
cannon-launched guided projectiles (CLGP). With these model additions,
the DYNTACS model can be used to analyze the effectiveness of a large
number of armored, helicopter, artillery, and air-defense weapons for
which the Rodman Laboratory has responsibility.

The application of this hierarchy of models in the design process
requires considerable model interface. Models within each category must
be compatible both in engineering detail and in input/output data require-
ments. Englneering and subsystem models should generate data in the
proper format for direct input to performance models. In addition, the
performance models should provide data for direct input to effectiveness
models. Within the modeling responsibilities of the Rodman Laboratory,
gteps are being taken to provide this compatibility.

With the development of appropriate models which satisfy necessary
interface requirements, utilization of the modeling hierarchy may soon be
feasible to guide the design of weapon systems. One possible concept for
the design process application is illustrated in Figure 5. For an exist-
ing weapon system, such as the M60Al tank, a design specification data
base (Tech, Data Package) exists and includes numerous drawings and exten-
sive engineering details such as component weights and dimengions necessary
for the production of a hardware item. The raw Lnputs required by the per-
formance models are derived from this data base. When performance models
are exercised against the data base, the functional performance of this
weapon system is described through performance data output. An analysis
of this performance data may result in recommended design changes which
increase performance. The engineering and subsystem models would then be
exercised and on the basis of results obtained, the system would be re-
designed, and specific changes would be made in the design specification

9
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Figure 5. MODELING APPLICATIONS IN THE DESIGN PROCESS

data base. The application of the performance, and the engineering and
subsystem models, and the analysis of output data constitutes the design/
performance trade~off process. Alternative design changes can be evalua-
ted with respect to their impact upon the functional performance of tha
weapon system. For example, if a design change were to be made resulting
in more armor protection, the vulnerability performance model output would
show decreased vulnerability; however, the mobility model output would
show decreased mobility.

The next problem to be resolved in the design process is that of
determining the optimal mix of performance characteristics. As indicated
by the example of added tank armor, the question arises, Is 1t better to
have a highly wobile and lightly armcred tank or the opposite, a less
mobile and heavily armored tank? The trading-off of one performance
parameter for another involves the iterative application of effectiveness
models. Data by which the performance of a given weapon system is
described are provided as input to an effectiveness model. The effec-
tiveness model is then exercised and provides, as output, measures of com-
bat effectiveness reflecting the combat worth of the given weapon system.
An analysis of the effectiveness data may indicate potential payoffs to
be gained by modification of the performance of the weapon system. This
change would be reflected in the performance data and evaluated by the
exercising of the effectiveness model to again determine the resulting
effectiveness. The application of the effectiveness models in this way

10
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constitutes the performance/effectiveness trade-off process. On the
basis of the previous example, the vulnerability and mobility trade-off
. can be performed in such a way as to identify the optimal performance mix
\ which results in the most effective weapon system.

Pure application of effectiveness models to optimize performance
would undoubtedly result in a weapon system which. from a design point of
view, 1s infeasible. Therefore, the total weapon system design process
mst include the combining of both the design/performance and the
performance/effectiveness trade-off processes. A4s a result of this com-
bination, detailed weapon system design changes can be evaluated in terms
i of combat effectiveness gains or losses. Through the exercising of the
engineering and subsystem models, a weapon system can be redesigned to
reflect a feasible design change and approprliate updates can be made to
the design specification data base. By use of the modified data base as
input, the performance models can then be exercised to predict the per-
formance of the modified weapon system. These performance data are then
R I input to the effectiveness model which results in a relative measure of
;1;} the effectiveness of the modified weapon system. In this way, alterna-

' lj} tive design changes can be evaluated with respect to their impact upon

e s bl =T e

the overall combat effectiveness of the system.

In summary, the weapon system design process is far from being

‘ totally automated. Many required models have not as yet been developed

: ] and many existing models are cumbersome and inadequate. However, the

i direction is clear. The planned development and the intelligent applica-

. tion of a hierarchy of models have already proved to be an aid in the
design, development, and fielding of the current complex and effective
weapon systems. AS new weapon system requirements arise and new tech-
nologies emerge, complex modeling hierarchies will play an even greater
roll in guiding the weapon system design process.
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| ; TACTICAL EFFECTIVENESS TESTING
OF ANTITANK MISSILES

Dr. Marion R. Bryson
Scientific Advisor
US Army Combat Develupments
Experimentation Command, Ft Ord, CA.

ABSTRACT
\

- In December 1970, the Program Budget Division 464 established
the Army's Study on Tactical Effectiveness Testing of Antitank Missiles
(TETAM). This study includes the generation of valid data using
tield experimentation and the use of these data in combat simulations,
The comb’nation of these two efforts will allow for the assessment
of the effectiveness of three U.S, antitank missiles; TOW, SHILI.ELAGH,
and DRAGON and two foreign missiles; the British SWINGFIRE and the
French~-German MILAN. This paper discusses the nature of the fieid
experimentation being conducted and presents some results which have
emerged.

AN
\

I Introduction

The Tactical Effectiveness Testing of Antitank Missiles (TETAM)
is part of a larger antitank missile (ATM) systera test program,
Program Budget Decision (PBD) 464. Although the acronym TETAM
covers more than the field experimentation part of the ATM Study,
that acronym will be used for both the experimentation and the study
in this paper. As part of this continuing effectiveness testing of
ATM, the purposes of TETAM are to:

Contribute to the assessment of combat effectiveners of the
SHILLELAGH, TOwW, DRAGON, SWINGFIRE and MILAN under simulated
combat conditions.

Provide data for use as input to pertinent subroutines of certain

US Army high resolution predictive combat nodels, primarily DYNTACS,
CARMONETTE, and 1UA.
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Verify, to the extent possible with data produced by the TETAM
Experiment pertinent subroutines of these US Army high resolution
predictive combat models.

The experiment is being conducted over a two-year period as shown
below.

Phase Time Frame

IE March - June 1972

1A, B,C, L September - December 1972
I April - June 1973

m October - December 1973

Phase I of the experiment obtained intervisibility data between attack-
ing armored elements and defensively employed antitank weapons,

and data on the performance of ATM systems in acquiring attacking
armored elements as targets. Phase II obtained performance data

on attacking armored elements in acquiring defensively employed

ATM systems as targets. The results from Phases I and I will be
used with predictive models, and to assist in the selection of foxce~
mixes for Phase IIl, which is a two-sided, non-live fire, near real-
time loss assessment, ATM system~-versus-tank experiment.

Each phase and sub-phase will be discussed separately.

II. Phase I, TETAM

A, Phase IE:

The specific objective of Phase IE was to obtain line-of-sight,
i.e., intervisibility, data between a number of simulated, defensively
employed SHILLELAGH, TOW, and DRAGON missile systems and a
simulated, advancing tank force in an assumed mid-intensity European
conflict setting.

Since ATM systems are line-of-sight limited, previvus studies were
examined to determine how terrain limits the use of these systems.

14
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This examination showed that previous studies lacked a sufficient
base of reliable data upon which conclusions could be drawn. Phase IE,
by exhaustively gathering verified data from 12 FRG sites, has
supplied this base of data.

The experiment was conducted in the FRG during March~June 1972,
Twelve sites were utilized for field execution. Five of the sites were
located within a 40 km radius of FULDA, GERMANY. A sixth site
was located in the Seventh Army Training Area at HOHENFELS,
GERMANY. The remaining six sites were located in the BERGEN~
HOHNE-SOLTAU training areas, south of HAMBURG, in the NORTH
GERMAN PLAIN area,

On each of these 12 sites, ten realistic tank trails were laid
out. These trails represented the path an attacking tank may take if
it were part of a force attempting to take the hill on which the ATM
positions were located. The 30 to 36 ATM positions on each site were
selected to represent positions f£rom which one of the three missile
systems under study may fire at the attacking force,

At 25 meter intervals on each tank trail, determination was
made of which of the 30 -~ 36 ATM positions had intervisibility with
the trail. This intervisibility was determined for each of three
heights above the ATM position (4', 6' and 10') and two h2ights
above the trail ( 4' and 7'). I£ intervisibility did not exist, what was
in the way was recorded. Since each trail was from 3000 to 5000
meters long, a little arithmetic shows that data were collected on
well over one=half million pairs of points.

The results of Phase IE are the topic of another paper in this
symposium.,

B, Phase IA, B, C, L:

In preparation for phases IA, B, and C, intervisibility data
were collected on two sites at Hunter Liggett Military Reservation
in Colifornia. The procedure for this data collection was similar to
that in Phase IE, A significant difference was that on one of the
sites at HLMR two sets of trails were laid out, one representing a
rapid approach route and the other representing a deliberate approach
in which maximum use was made of cover and concealment,
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Phase IA was designed to examine the effectiveness of evasive
maneuvers on the part of the attacking tanks.

This Phase was executed following completion of the intervisibility
work, so it was known which viewing point on each path was intervisible
with each ATM panel. Stakes marking each 25-meter viewing point
on the rapid approach paths were left in place to allow tanks to follow
the paths and as a key to initiate evasive maneuvers,

Beginning at the opposite end of the site, a tank advanced toward
the ATM positions, following exactly a tank trail laid for the rapid
approach route. As a tank approached a viewing point known to be
intervisible with a particular ATM panel, a controller directed the
team at that panel to detonate an artillery simulator in front of the
panel. He also notified the tank commander that he was about to be
"fired" upon f£rom his left, right or center. When the tank crew
detected the simulator, they took watever evasive action the tank
commander felt would most quickly break LOS with the ATM position
which had "fired" on him. The tank commander was allowed to maneuver
up to 20 seconds,

The results of the experiment showed that the median distance
of travel required to break line~of~sight on that piece of terrain was
about 70 meters.

Phase IB consisted of two similar experiments concerning detec=
tion of approaching vehicles. In the first part of Phase IB three
types of vehicles were configured to appear like threat tanks, anti~
tank guided missile launch vehicles, and APCs. A random mix of
six of these vehicles advanced toward the ATM positions, following
exactly the rapid approach paths. It was therefore known where intex-
visibility segments began and ended on each path. Each vehicle was
instrumented to provide continuous position data,

Players, located at ATM positions, scanned the area where the armored
vehicles were advancing, using either the unaided eye or binoculars,
When a player detected an advancing vehicle, he announced "DETECT"

to the data collector, who immediately recorded the detection.

This information along with previously known intervisibility patterns
allows the calculation of time to detect given an opportunity.

Analysis of these data is included in another paper in this symposium.
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In the second part of Phase IB, the detection as described above
was followed by identifijcation of the target and simulated fire upon it.
The trigger pull activated a bore-sighted camera which photographically
recorded the event, This, in addition to giving time to fire data,
provided assurance that a target had indeed been detected. Results
showed median times of two seconds to identify and 8 to 11 seconds to
engage (depending upon weapons system).

The objective of Phase IC was to obtain data on the times
required for and the problems encountered in passing a target from a
person detecting it, through normal channels in a platoon, to an ATM
weapon crew for possible engagement. This process was termed
"handoff."

Rather than recreate the entire chain of command, nine handoff
pairs were formed consisting of a platoon leader handing off to a
squad leader, a rifleman handing off to a squad leader, or a squad
leader handing off to an ATM gunner, The two team menibers were
located separately and communicated by telephone.

Six vehicles, configured as threat tanks, antitank guided missile
launch vehicles, and APCs, advanced toward the ATM positions in
three 2zones, One member of each team scanned the site until he
detected an advancing vehicle. He then handed off the vehicle by
identifying it and describing its location. The other member of the
team then attempted to detect the same vehicle,

Results of this experiment showed that 51 to 68% of the handoffs
were successful (depending on range) and mean time required when
the handoff was successful was between 18 and 31 seconds,

In Phase IL, intervisibility data were gathered at two sites
in Pt Lewis, Washington. The procedure was the same as for
Phase lE.

III, Phase II - TETAM

The second major phase of TETAM was primarily concexrned with
detecting and bringing under fire the defensive ATM positions by the
attacking force. The three parts of Phase Il dealt with different
detection cues, such as flash, missile flight, and movement.
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A, Phase IIA:

The objective of Phase IIA was to obtain data on the ability of
attacking armor crews to detect, identify, localize, and pinpoint
ATMs with either random sighting or missile launch signature as
possible detection cues. The missile launch was simulated with
approved signature simulators. The SHILLELAGH and DRAGON simulators
provided dust, smoke, flash, and noise. The TOW simulator fired a
slug as well,

M60 tanks and M551 vehicles were used as threat armor vehicles, Each
vehicle operated in one of three modes: advancing unbuttoned,
stationary unbuttoned, or stationary buttoned,

The defensive array consisted of tactically deployed SHILLELAGH,
M113-mounted TOW, and DRAGON ATM systems. In addition, six
positions in the defensive area were designated as artillery simulation
positions,

For convenience of execution, trials were conducted in a series of
movement intervals (MI). As each MI began, the threat crews were
allowed to scan the defensive area, and the advancing vehicles moved
toward it, At predetermined time intervals, the Experimentation
Control Center directed each ATM to fire a missile launch signature
simulator; 12 simulators were fired during each MI. Interspersed
with the ATM firings, personnel at the artillery positions detonated
1/4 pound blocks of TNT, simulating incoming artillery and presenting
distracting detection cues to the threat array, The threat crews
were required to detect, identify, localize, and pinpoint as many
ATMs as possible. In the case of the advancing unbuttoned M551s,
detection and localization were accomplished while the vehicle was
still moving; they then came to a short halt to pinpoint and engage.
Times that these events occurred were recorded by the data collector
on each vehicle; "firing" the main gun at an acquired ATM activated
the movie camera, taking a film strip of the ATM/IR beacon "fired"
upon, This film provided the pinpoint accuracy data and the
identification of the particular ATM pinpointed.

Following completion of each MI threat crews were moved out of view
of the defensive area and the ATMs changed positions preparatory
for the next MI.
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Results of Phase IIA show that the TOW is the easiest to detect
followed by the SHILLELAGH and the the DRAGON, The percent of
launches which resulted in detection were from 32 to 47 for TOW
(depending on which armor element was attempting to detect), from
22 to 35 for SHILLELAGH and from 18 to 29 for DRAGON.

B. Phase IIB:

Phase IIB generated the most interest of all phases of TETAM.
This was mainly because in this phase we fired actual (inert) missiles
at stationary targets and also at a manned moving heavily armored
tank. Although the success of the missile system operators in
hitting the target received much attention, that was not the primary
objective of this phase.

The primary objective was the same as Phase IIA, with missile
flight added as a possible detection cue. Secondary objectives were
to obtain hit data on evasive and stationary targets, and on the
ability of the TOW and MILAN to track an evasive tank,

The threat array consisted of the stationary, buttoned M60 tanks
used in Phase IIA, Stationary targets were wooden panels with the
silhouette of a T62 tank in half~hull defilade on them., The evasive
target tank (ETT) was a modified, manned, M48A3 tank.

In Phac2 IIB, one DRAGON and two each SHILLELAGH, TOW, and
MILA,! systems made up the defensive array. Inlater trials SWING-
FIRE systems replaced the MILANs, the DRAGON was not used,

and SHILLELAGH and TOW fired signature simulators.

During a trial, each system which was firing missiles fired one
at che ETT and three at stationary targets.

Results indicate that the flight of the missile seldom provided
a cue to those trying to detect the ATM positions. The percent of
firing in which the missile was reported as a cue were none for
DRAGON, 5 for TOW, 7 for MILAN, 9 for SHILLELAGH and 13 for
SWINGFIRE. Hit data are classified.
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C. Phase IIC:

The objective of Phase IIC was to obtain data on the physical
exposure of ATM systems when engaging an attacking armor element.
The ATM systems tested were the TOW, SHILLELAGH, DRAGON,
MILAN, and 106mm Recoilless Rifle.

Each ATM system started in a defilade, or "hide," position, On command
of a data collector collocated with the ATM, the crew moved the weapon
forward to a firing position. Once in the firing position, they laid

on a target panel downrange and simulated firing and tracking a round.

At the end of the time of flight, the data collector announced "Impact,"
which was the signal for the crew to move the weapon back to the hide
position,

Data similar to that collected in Phase IIA were recorded. The purpose
was to determine if the movement had a significant effect.

The results showed movement was a significant cue. The per~
centage of all detections for which movement was reported as a cue
was 9 for the DRAGON, 53 for the TOW and 61 for th: SHILLELAGH.

A small side experiment in Phase II was conducted to see how
well the TOW and MILAN could track an agile target, the XR-311
"Dunebuggy." Tracking film is available but has not been analyzed.

IV. Phase III:

Part IIIA is exploratory experimentation to verify operational
procedures and to confirm the design of subsequent parts. One of
the primary design objectives of exploratory experimentation is to
verify that the specified force mixes will provide a balanced force
structure. It may become necessary to adjust the structure of the
defensive or threat forces based on the results of exploratory
experimentation.

The keystone in the design for Phase III is based on the execution of
Part IIIB. All other parts of Phase III will be conducted under all
or a selected portion of the conditions under which Part IIIB will be
conducted.




YT

TETAM has six objectives. Phase III will address Objectives 5
and 6 only. These objectives are:

: 5A - To obtain performance data on antitank missile systems in
§ defensive positions when engaging an attacking armored element in
i simulated combat.

. 1\ 5B - To obtain performance data on attacking armored elements
‘f when engaging defensively employed antitank missile systems in
{ simulated non-live fire combat.

6B ~ To obtain data to assess the effect of countermeasures on
antitank missile systems performance,

i

i
_ ! 6C - To obtain data to assess what counter-countermeasures
) should be taken to overcome aggressor countermeasures.

This phase is being conducted between September and December
1973.

Following the basic trials of Phase IIIB additional trials will be
run in which the primary objectives are:

i’ IIIC - Evaluation of SWINGFIRE Gunner-launcher separated
concept.

IIE - To allow the DRAGON to attack from the flank.
IIF - To evaluate an Indirect Fire Casualty Assessment System.
IIIG - To evaluate the systems in night combat.

IITH - To evaluate the contribution of scatterable mines.

A ’ (Don't worry about IIID as it was cancelled.)

V. Summary

The conduct of field experimentation to obtain data on all possible
combinations of conditions in support of effectiveness evaluations is
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beyond reasonable resources and time consideration. A logical means to
obtain such quantities of information is through a program whereby
field experimentation data can be obtained for input to, and use in
validating computer simulation models. If the latter is successful,
the models can then be used tc generate additional credible data for
those conditions not obtained during experimentation., This integrated
field experiment-model program approach has been used in designing

all phases of the experiment,

To further the exchange of information and improve the under-
standing of the antitank missile capabijlities’of the NATO forces, an
Ad Hoc Evaluation Group for Antitank Missile Testing has been formed
with representatives from the United States, Great Britain, France,
and the Federal Republic of Germany. TETAM is the first antitank
missile experiment to be conducted since the formation of the Ad Hoc
Group. The MILAN and the SWINGFIRE concept are evaluated in both
Phases II and III.

Complete reports of Phases I and II are available through
Headquarters, US Army Training and Doctrine Command. Reports
of Phase III will be available by 1 March 1974.
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CARMONETTE-DIVISION BATTLE MODEL INTERFACE

—
\

In the Equal Cost Firepower study conducted by Research Analysis
Corporation for ACSFOR in 1971 and 1972, a technique was developed for
using the results of the CARMONETTE simulation for small unit battles to
assess the outcomes of battle in the Division Battle Model (DEM) games.
This technique was designed to¢ replace the classical firepower score tech-
nigque of assessing losses in war games. The results of 518 CARMONETTE rep-
lications were used as inputs to a regression analysis to derive the cocef-
ficients for a set of assessment equations used in the DBM ground combat
routine.

Mr. R. Glenn Stockton
General Research Corporation
McLean, Virginia

This approach was successful and resulted in creditable casualty
assessments in the DBM games in which the losses on each side were a func-

tion of the mixes of opposing weapons, tactics, and other factors considered.

However, this method had some iimitations which precluded its use in the
GRC-0AD 1973 work program.

First, the regression procedure requires an extremely large amouni of
data in order to avoid colinearities among the independent variables. The
518 replications mentiocned above represent T4 different treatments of
seven replications each. Even this large number of treatments, made pos-
sible only by combining the resources for two large studies, is barely
adequate when different terrains and postures are considered.

The second, and more important, limitation is that the results of a
battle assessment can only be attributed to the mix of weapons invelved;
target kills by cause cannot be identified.

For the COMCAP II and SCAT II proJects, in process at this time for
the Department of the Army, a solution for the CARMONETTE-DEM interface has
been developed which produces a specific killer-victim matrix for each bat-
tle assessed.

The present technique is derived from the COMAN model, developed by
Dr. Gordon M. Clark of Ohio State University in 1969, and has been titled
COMANEX. COMANEX is a deterministic model based on Dr. Clark's extensions
of the classical Lanchester theory of combat. It is a satellite model; it
must be used in conjunction with a high resolution combat simulation——in
this case, CARMONETTE. Using data from several treatments (battles) of
CARMONETTE, COMANEX can assess the results of similar battles at a very
small fraction (about .003) of the computer time required for CARMONETTE.

As mentioned above, COMANEX is based on extensions of classical
Lanchester theory. Lanchester’s two laws of combat are shown in (1) and
(2) in terms of differential equations.

(2]
~

3R = - BB = - rR {

dt

fL

o8
dlm
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dR = - BBR dB = - rRB (2)
dt dt
where
R = Number of Red weapons at a given time, t
B = Number of Blue weapons at a given gime, %
b = Rate at which a single Blue weapon kills Red weapons
r = Rate at which a single Red weapon kills Blue weapons.

Equations (1) represent Lanchester's Square Law, which assumes that all
targets are visible to all firers, and equations (2) represent the Linear
Law which assumes that no targets are visible. These equations are for
homogeneous forces (one type of weapon on each side), but can be general-
ized easily so as to apply to heterogeneous forces. For example, the Lin-
ear Law equation for the attrition of Red type 1 weapons would be

dar, _
EEE'_ = Dy BiRy = Doy BoRy == B3Ry (3)
where
bil = the rate at which a Blue type i weapon kills Red type 1
weapons
Bi = Number of Blue type i weapons
Rl = Number of Red type 1 weapons.

Dr. Clark extended the Lanchester formulation by adding a parameter p
representing the probability of non-acquisition ¢f a single Red weapon and
a set of variables, Ri', defined as the number of Red weapons of priority

higher than Ri' The COMAN equation for the attrition of Red type i weapons
is then

dRi = - b

R By (1) B’ - w3 (PR PRE, ()

1

where b,. is now defined as the rate at which a Blue type J weapon kills

Ji
Red type i weapons given that at least one type i is detected and that no
weapon of higher priority is detected. For the case, p = 0, this formula-
tion reduces to the Square Law; as p approaches 1, the formulation reduces
to the Linear Law. Thus, this set of equations covers the range of combat
situations intermediate between the extremes of total target visibility and
total invisibility.

COMAN was developed by Dr. Clark as a means of expanding the data base
of DYNTACS outputs for tank/antitank battles. In his formulation he assumed
that every weapon on each side had the same priority sequence. When we at
GRC considered adopting the model as a part of DEM, where assessments were
made of about 15 weapon types on each side, it was obvious that this
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assumption would not hold. Thus, the original COMANEX computerized assess-
ment model was identical to the COMAN formulation with the added capability
of being able to input a discrete priority list for each type of weapon.

COMANEX comprises two basic sub-programs—the preprocessor and the
simulator. As originally envisioned, data from each replication of &
CARMONETTE treatment, in the form of time-sequenced casualty histories,
were input to the COMANEX preprocessor, which ocutput a set of parameters
(bji and p for the equation above) for each of several discrete time
intervels of the battle. These parameters are calculated using the statis-
tical principle of "maximum likelihood." Using this technique, a unigue
set of parameters is obtained that is "most likely" to have produced the
results of the CARMONETTE replications of the original force mix. Con-
ceptually, the procedure is analogous to fitting a curve to a set of ob=
served data points by the method of least squares, although the actual
mechanics are quite different. In tests of the model it was found that
the results of several CARMONETTE treatments differing in mixes of the
several weapon types considered, but having in common such things as pos-
ture, terrain, and rate of movement, could form the basis of a single set
of COMANEX parameters. A library of such parameters is developed for vary-
ing terrains and missions and is stored on tape for use in DBM.

In the early tests of the model, although it usually predicted CAR-
MONETTE outcomes, occasionally battle results were predicted which were
clearly unreasonable. These anomolies derived from the assumption that
each weapon follows the input priority list slavishly. That is, if more
than one type of target is detected, the higher priority will always be
engaged. Although this is usually the case, CARMONETTE recognizes the
contingency that a lower priority target may be posing a grave threat to
a firing weapon, in which case he would logically fire at the threatening
target. When this happens, the preprocessor computes a very large xill
rate (bjyi) against the lower priority target. If in a succeeding extrap-
olation using this set of parameters the number of higher priority targets
is severely reduced, this kill rate dominates the entire battl:.

To avoid such occurrences in the conduct of a DBM game, we took a
step backward from Dr. Clark's foramulation and rewrote equation (4) as

. _pRi R Ri
251 = - by, Bl(l Pl)- bniBn(l-P ). (5)

This change had the effect of incorporating a sort of firing prinrity (in
terms of fraction of fire at each type of target) into the kill rates. It
is recognized that under this formulation one could not extrapolate the
parameters from a single treatment of CARMONETTE over as wide a range as
was theoretically possible under the original formulation. However, with
careful consideration to the CARMONETTE gumes to be played and the]capabil-
ity to incorporate several games into a single set of parameters, we have
had very good results in all tests.

To test the validity of the model in raproducing the results of

CARMONETTE games, many comparisons have been made. In every test, COMANEX
has produced results quite close to those of CARMONETTE. The results of
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one series of such tests are shown in Tables 1 to 6. In this series, six
battles represented all possible combinations of three Blue forces (one
infantry-heavy, one tank-heavy, and one balanced) and two Red forces (one
infantry-heavy and one tank-heavy). All battles had Blue in defense and
all were on the same terrain. The output of three of these battles was
used to develop a set of COMANEX parasmeters. These parameters were then
used in the COMANEX simulator to reproduce each of the three treatments
on which the parameters are based (Tables 1, 2, and 3) and to predict the
outcomes of the other three battles (Tables 4, 5, and 6). Results such
as these would appear to represent a significant advance over the tradi-
tional firepower score method of assessing casualties.

In the current studies, the COMANEX simulator, which actually assesses
the outcome of battles, is embedded within DBM as the ground combat sub-
routine. The DBM gamers specify which numbered units are engaged, the
posture (Blue in delay, defense, counterattack, etc.), and break criteria.
COMANEX then assesses the results of the battle until a break threshold
is reached, or the battle progresses to the end of ,the CARMONETTE-generated
data base. (In practice, DBM battles are seldom permitted to proceed to
the point of CARMONETTE termination.) Break criteria include time, per-
sonnel casualties, and any combination of equipment losses.

This technique has proven to be an invalusble addition to the conduct
of division-level war games. It not only provides assessment on an analyt-
ical vasis which is intuitively appealing, but it gives the gamers a degree
of flexibility impossible to achieve with prior techniques. For example,
either or both sides may be reinforced during the course of a battle or
the battle may be interrupted at any point for the assessment of an air
strike and then resumed. We realize that there are still shortcomings,
but while we are working on overcoming them, we feel we have an extremely
useful tool representing a large step forward in the state of the art.
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Table 1

COMPARISON OF CARMONETTE TREATMENT 3001 AND COMANEX

Blue Losses

Killed by Tank TOW Small Arms

Tank 1/1%

EMP 2/2 1/1

102 Mortar 3/2

122 HOW 12/12

152 HOW L/4

122 MRL 0/1
Red Losses

Killed by " Tank BRDM BMP Smell Arms

Tank L/h 6/6

TOW 6/6 1/1 6/6

DRAGON L/h 3/3

L. o" 1/1

LAW 1/0

81-mm /1

AH 2/2 1/1

155 How 6/5

8" How 2/2

SNumber of the left of the slash (/) represents CARMONETTE results;

number to the right, COMANEX.




Table 2

COMPARISON OF CARMONETTE TREATMENT 1101 AND COMANEX

Blue Losses

Killed by Tank TOW Small Arms
Tank 5/5%
BRDM 2/2
BMP 6/6
MP SAGGER 2/2
100 AT 1/1
120 Mortar 1/1
122 How : h/h
152 How 1/1

_Red Losses
Killed by Tank BMP Small Arms
Tank L/L 10/10
TOW 2/2 2/2
DRAGON 2/2 1/1
h.2" 0/1
81-mm 1/1
AH 2/2 1/1
155 How 2/h
8" How 2/2

SNumber of the left of the slash (/) represents CARMONETTE results;
number to the right, COMANEX.
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Table 3

.( COMPARISON OF CARMONEITE TREATMENT 3201 AND COMANEX

: Blue Losses

: Killed by Tank Small Arms
Tank 3/3% 1/1
BMP 1/1
' 120 Mcrtar 0/2
, : 122 How 8/11
' q e, 122 MRL 2/2
1
1
';q { Red Losses
Killed by Tank BMP Small Arms
Tank - 1/6 3/3
; . TOW 8/8 2/2
7 DRAGON 6/5 1/1
| 42" 1/1
81-mm 1/1
AH 2/2
155 How 4/4
8" How 1/1

®Numher to the left of the slash (/) represents CARMONETTE results;
number to the right, COMANEX.

/
)
!
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Table 4

COMPARISON OF CARMONETTE TREATMENT 2201 AND COMANEX

Blue Logses,
Killed by Tank Small Arms
i
E Tank 6/6%
BRDM 1/1
BMP 1/1
o MP SAGGER 1/1
I , | 122 How 7/8
o 120 Mortar 0/1
-
..- L
i
' Red Losses
bed ! Killed by Tank BMP . Small Arms
L, !
‘ Tank 6/4 3/5
! TOW 6/6 1/2
. DRAGON 5/u4
n L .'Z AH 2/3
- ""i_‘j;; y.2" 1/1
i 155 How 3/4
| 8" How 1/2

*Number to the left of the slash (/) represents CARMONETTE results;
number to the right, COMANEX,
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Table 5
COMPARISON OF CARMONETTE TREATMENT 1201 AND COMANEX

Blue Losses

Killed by Tank Small Arms AH
Tank 9/10% 1/0
BRDM 2/2
BMP 2/2
MP SAGGER 1/1
a3/k 1/1
120 Mortar 0/1
122 How 4/4

Red Losses
Killed by Tank ‘ BMP Small Arms
Tank 10/7 6/7
TOW 3/3 1/1
DRAGON 3/2
b, 2" 1/1
81-mm 0/1
AH 2/3
155 How 3/L
8" How 1/1
SNumber to the left of the slash (/) represents CARMONETTE results;

number to

the right, COMANEX.
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Table 6
COMPARISON OF CARMONETTE TREATMENT 2101 AND COMANEX

Blue lLosses

Killed by Tank TOW Small Arms
Tank 3/3%

BRDM /1

BMP 3/k 1/1

MP SAGGER 1/1

100 AT 0/1 .

120 Mortar 2/1
122 How 5/8
152 How 2/2
122 MRL 0/1

Red Losgses

Killed by Tank BMP Small Arms
Tank 2/3 ' 7/6

TOW b/ 6/4

DRAGON 4/3 1/1

L, 2" 1/1
81~mm 0/1

AH 2/2 1/1

155 ~mm 5/5

8" How 3/2

®Number to the left of the slash (/) represents CARMONETTE results;
number to the right, COMANEX.
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THEATER FORCE EVALUATION SYSTEM

Dr. J. A. Bruner and Mr. P. E. Louer
General Research Corporation

INTRODUCTION
BACKGROUND

The FOREWON force planning system, developed by RAC for the Army
under the sronsorship of the Assistant Vice Chief of Staff, includes a
theater-level combat model called ATLAS. In ATLAS the effectiveness of
each combat element is represented by a single number—its firepower
score; the strength of a force is found by adding up all the firepower
scores; and FERA movement depends meinly on the ratio of the firepower
scores for the two opposing forces. While ATLAS provides a convenient
way of representing the action in an entire theater, it is widely
recognized that a model of this type does not adequately represent the
interactions among the combat arms. In particular, it does not permit
study of the balance among the arms in a theater force; and it is
severely limited in the study of alternative ways of employing a given
force,

Therefore the development of a new Theater Combat Model (TCM) was
undertaken, first as a part of the FOREWON research program and later
(1970) under ACSFOR sponsorship. The objective of this development
was to provide an improved technique for determining theater force
capabilities. In particular, the outcome of theater battle was to be
properly seasitive to the mixes of combat units on both sides, and was
to reflect command decisions concerning missions and allocation of
available resources.

Meanwhile, in April 1970 the ACSFOR directed CDC to "develop a
conceptual design for the Army in the field [CONAF] which will provide
the best Army capabilities attainable within projected levels of re-
sources available during the mid-range period." CDC, in response to
this directive, prepared a CONAF study plan consisting of three prin-
cipal tasks: (1) force design, (2) force costing, and (3) measuring
the effectiveness of alternative force designs and operational concepts.
CDC itself took on the first two tasks and asked RAC to do the third.

RAC vegan work on this project in February 1971 and by the end.of
the year had developed a CONAF Evaluation Model (CEM) based on the TCM,
applied the CEM in evaluating 12 different theater forces provided by
CDC, and initiated an extensive program of CEM improvements.

This improvement program was continued through most of 1572,
culminating in CEM II, which was then applied extensively in the CDC
CONAF II study. In March 1973 Army responsibility for CONAF was
transferred to the Concepts Analysis Agency (CAA), and CAA has sponsored
additional development of the CEM in preparation for theater force
evaluation in CONAF III.
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~ PURPOSE OF THIS PAPER

\“The purpose of this paper is to highlight the principal features
of CEM III, outline its structure, and discuss its applications)

CEM III Z

FRINCIPAL FEATURES

~The CEM is a fully-sutomated, deterministic computer simulation
4 of theater-level, non-nuclear warfare with a continuous FEBA. Once

the inputs have been developed and the "Start" button pushed, the
simulation proceeds without user intervention.

One of its most important features is the extensive set of
decision routines. Periodically during the war a commander's estimate
of the situation is made for each unit on both sides, at every echelon
from division up to theater, These estimates of the situation are then

!

{

i

! used as the basis for decisions concerning the assignment of missions
;3 ¢ and unit boundaries, allocation of fire support, commitment and re-

1

~

constitution of reserves, assignment of reinforcement units, and
allocation of logistic resupply. This feature permits each side to

; respond tactically to earlier activity of the enemy and assures that
forces are employed sensibly.

™ Combat is resolved in the CEM to brigade-~level engagements. The
outcome, of each engagement 1s sensitive to the mix of weapons within
% the combat forces (and Tac Alr) on both sidesk\\This feature, together
g with the spectrum of engagement types generated\by the model, makes the

outcome of a campaign sensitive to the structurd of the theater combat

"‘ forces. -
7 Campaign tempo and outcome are also quite sensitive to resource
“expenditure on both sides--~casualties, losses of major weapons, and
consumption of supplies by class—and to the associated resupply and
replacement rates.

7 Combat across an entire theater can be portrayed for several months;
but because of the high-speed computation, a day of combat requires

only a few minutes on the CDC 6400 computer.

R

BASIC MODEL STRUCTURE N

Engagemerits

i Combat forces——resolved to brigade level for Blue and division for
Ty Red—mare deployed initially on a map in which the terrain is resolved

3 into four types, depending on the maneuverability of forces. Type A,
for exanmple, affords good cross-country mobility to vehicles, whereas
vehicles in Type C terrain are generally rcad-bound. Type D represents
important obstacles such as large rivers.

once the war starts, combat is assessed periodically across the
front in a series of engagements of approximately brigade level. The
characteristics of each of these engagements includes the type of
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terrain, the type of defensive position (if appropriate),.the combat
units involved, their missions, and their current status in terms of
personnel, major weapons, and supplies on hand. The Blue brigades
involved receive varying amounts of support from division and corps
cavalry units (which include attack helicopters), division and corps
artillery, and close air support. The Red force is treated in a similar,
but less detailed fashion.

The current status of each unit is used to develop an effective
firepower array for the type of engagement in question, and these arrays
are then used in calculating engagement results. Each array represents
firepower from six source-classes that could be delivered effectively
against three target-classes in this particular type of engagement on
this type of terrain. The firepower arrays on each side are then further
modified by the availability of appropriate targets on the enemy side
in calculating a force ratio, which governs the FEBA movement for this
type of engagement in this type of terrain. Egquipment losses and casu-
alties are calculated, depending on one side's firepower and the other
side's targets; and supply consumption is determined. Status files are
then updated, taking into account these losses and consumption and
subsequent replacements and resupply.

Determination of Engagement Characteristics

In a sense the remainder of the model, although it is quite complex,
can be regarded as a mechanism for determining the characteristics of
all engagements—~in time and across the battlefield and by combat unit.

The way in which the model does this is shown in Figure 1 in a
very highly aggregated form. The primary inputs are (a) the objectives
and resources allocated te the theater by the opposing nations, and
(b) information related to the outcome of brigade-level engagements
(discussed above). The primary outputs are the FEBA location, resource
consumption, and status of the opposing forces.

Periodically at each echelon an estimste cf the situation is made,
and--on the basis of this estimate—missions are selected and resources
of various kinds are allocated to subordinate commands. This sequence
continues down to brigade level, where the engagement characteristics
are specified, and the engagement outcome is computed as outlined above.

For example, consider the box labeled "Blue Corps Commander's
Estimate."” The Army commander has assigned a sector and allocated
certain resources to the corps, and the corps commander must now
consider how hé can best make use of these resources. Specifically,
he must decide what mission to undertake, what sectors to assign to
his divisions, how to allocate his corps artillery and cav units among
these divisions, and when and where to commit or reconstitute a corps
reserve. He makes these decisions on the basis of his xnowledge of
his own forces, an estimate of enemy forces opposing him (the dashed
line indicates imperfect intelligence), and calculations cof various
alternative results., The army commander went through such a4 process
earlier, and the division commanders will make similar decisions as
soon as they receive their resource allocations.
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The model consists, thern, of a set of interlocking cycles, each
cycle occurring with a frequency characteristic of that particular
echelon., (The frequencies in current applications range from once
every 12 hours at division level to once every four days at theater.)
The principal model operations at each echelon are as follows:

Theater

Reinforcement artillery battalions assigned to armies
Air battle assessed

Close air support allocated to armies

Replacement personnel, equipment, and supplies allocated
Equipment repaired and wounded treated

Army

Reinforcement divisions assigned to corps

Mission selected and corps sectors assigned

General support artillery and close air support allocated to corps
Reserve corps assigned

Red divisions enter, leave unit replacement pool

Corps

Mission selected and division sectors assigned

General support artillery, close air support, and corps cavalry eslements
allocated to divisions

Reserve division assigued

Division

Brigade missions selected

General support artillery, close air support, and cavalry elements
allocated to brigades

Ground battle assessed
Replacement personnel, equipment, and supplies assimilated by brigade

The tactical air war is fought simultaneously with the ground war,
although this is not shown in Figure 1. DPeriodically the available
tactical air sorties are allocated among three general roles——cornter~
air, and armed reconnaissance and interdiction, and close air support—
and aircraft in each role have s different effect on the course of the
war. Close air support sorties, for example, are allocated down echelon-
by-echelon from theater to brigade, where they contribute directly to
the outcome of the brigade-level engagement. Losses are assessed to
gireraft in all three roles, and subsequent allocations of aircraft
to the roles are based largely on the loss rates experienced, in
accordance with the planner's strategy.

Divigion Cycle

A complete description of CEM cperations is beyond the scope of
this paper. As a matter of interest, however, in this section the
ivision cyele ig described for the Hlue side in greater detail, with
emphasis on the estimate of the situation and associated decision-
making.
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Principal Steps. At the beginning of the cycle the division is
assigned a sector and given an allocation of cavalry and fire support
by corps (based on the corps estimate of the situation). The fire
support consists of a number of general support artillery battalions
and a number of close air support sorties.

In the next step the division estimate of the situation is made,
followed by decisions concerning brigade missions, allocation of cavalry
and fire support, and commitment or reconstitution of the division
reserve. This step is described in greater detail below.

These decisions by the opposing forces are sufficient for all
the engagement characteristics to be specified, and the engagement
results are then computed.

Finally, the division receives an allocation of replacements and
resupply and reallocates them among its brigades; and the next cycle
can begin.

Division Estimate. The estimate of the situation consists of a
series of estimated engagement outcomes, based on various hypothetical
circumstances. For each brigade on line, the division commander
estimates the threat, then asks and answers several 'What if" questicns.

For each brigade in each hypothetical engagement, the expected
engagement characteristics must be established. The commander begins
by considering an attack mission for the brigade; and he knows the
current status of the brigade and the number of artillery battalions
normally in direct support of the brigade.

Next he estimates the corresponding information about the enemy.
Estimating an enemy mission is complicated by the fact that a brigade
may face elements of more than one division, having different missions.
The enemy mission is estimated to be the same as it was last period,
provided that it was the same for all units faced. If it was not the
same for all enemy units, then a cautious estimate is made. That is,
if the assumed brigade mission is attack, then the enemy mission is
estimated to be defense; and if the brigade mission is defense or delay,
then the enemy mission is estimated to be attack.

In estimating the numbers of enemy combat units of each type, a
weighted average is taken of the numbers of each type actually faced
in the past two periods. The weighting factors are clearly related
to the intelligence capability of the force. N

Whenever a unit mission is assumed (or estimated) to be defense,
then the type of defensive position must be determined (or estimated).
This is done by examining the average FEBA movement across the unit
front during the past several pericds and comparing it with a threshold.
If the actual movement was less than the threshold value, then the
univ is considered to have had time %o prepare good defensive positions; -
otherwise, the defense is characterized as hasty. The value used for
the threshold depends on the engineer capability of the unit.
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Once all the characteristics of the hypothetical engagement have
been ascertained, the anticipated outcome is computed in the usual way.

Next, this entire process 1s repeated three times—each case
corresponding to an option open to the division commander. First, he
allows the artillery in direct support of the brigade to fire at an
increased rate. Second, he assigns a reinforcing role to a fraction
of the corps artillery in general support of his divisions. And third,
he commits the reserve brigade, dividing up the original brigade frontage.
The final result of the estimate of the situation, then, 1s an estimated
outcome for each of these four sets of conditions.

Division Decisions. The most favorable of the four outcomes is
identified, together with the least support required to achieve this
outcome. If all the outcomes are unfavorable, then a brigade mission
one step lower on the aggressiveness scale is considered, and the
estimating sequence is repeated. OQtherwise the brigade is assigned the
assumed mission and is sllocated the minimum support needed to achieve
the best expected ocutcome.

The discussion above was based on the assumption that the division
has two brigades on line and one in reserve. 1In case the division has
all three btrigades on line, one of them is virtually withdrawn and the
estimate of the situation is made in the normal way. If the estimate
and resulting decisions do not lead to reserve commitment, then the
virtual withdrawal becomes actual, and the withdrawn brigade becomes
the division reserve. If the estimate does lead to reserve commitment,
then the brigade is not withdrawn.

After these decisions conceruing the ground forces have been made,
the tactical air sorties available for support of the division are
allocated. (Note that tactical air played no part in the estimate of
the situation.) Generally speaking, close air support sorties are
allocated to engaged brigades so as to support strength on offense
and weakness on defense.

AFPLICATIONS

The CEM measures the performance of a theater force in combat,
and it relates this performance to literally thousands of input variables.
In particular, it relates force performance to the mix of combat bat-
talions on both sides and the mix of major weapon systems on both sides;
this was one of the model's original purposes.

In addition, however, the effects on force performance of certain
changes in tactical doctrine can be measured. For example, alternative
policies for the use of reserve units can be examined by varying the
conditicns under which reserves would be committed and reconstituted.
Of equal interest is the representation of force aggressiveness and its
influence on fcrce performance. Varying degrees of aggressiveness can
be simulated by causing systematic over- or underestimation of enemy
strength in the estimates of the situation.
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Force performance is also related to combat support capabilities
and employment. Alternative policies of artillery and tac air employ-
ment can easily be studied, for example, and the model also dynamically
represents the capabilities of combat engineers to construct barriers
and the effects of these barriers on the course of the war.

Finally, force performance also depends on logistic support capa-
bilities and policies, among which are the medical evacuation policy,
personnel and materiel replacement rates, and maintenance capabilities.

All of these can have a strong influence on the course and outcome of
a campaign.

Thus for the first time the CEM provides an opportunity to explore
by simulation the effects on combat success in a theater war of alternate
combat organizations and weapons. In doing so, it gives the proper pre-
€ .inent position to firepower but includes the influence of other combat
functions more effectively than any previous model.

40




Yk

T Y T Y Y

-
o

et au e aade o r'v?‘r"rrvv
e v

W LT T TR m o mOLe v v PR N ..~ L S

o

<::> Operations Research in the Warsaw Pact Armed Forces

Q‘:> Mr. James W. Sterling and Mr. John W. Anderson

c::: US Army Foreign Science and Technology Center, 220 Seventh Street, NE,,
Charlottesville, Virginia 22901, 804-296~5171 ext 428, Autovon 274-7428

The Warsaw Pact is a mutual defense pact between the Soviet Union and six

<::' countries. A seventh country--Albania--withdrew from the Pact in 1968.

’ The Pact provides not only for mutual defense, but also allows Soviet Army
( ‘:L4 units to be in the territory of the other countries. These countries are:
i Bulgaria, Czechoslovakia, East Germany, Hungarv, Poland, and Romania.

: Egg Since its signing in 1955, the Pact has been used to improve the military

{ ’ I+ position and the diplomatic bargaining power of the Soviet Union in European
, "7 and worldwide relatlons. 3 Today the Warsaw Pact Armed Forces are a formidable
{ array of men and weaponry——still atrongly dominated by the Soviet Union

-

" The utilization of operations research in these Forces is varied--and

it is growing. Specific details of applications and the exact extent

of this utilization is not available in open literature as the Pact

countries are careful to classify such information. A considerable

amount of general data in this area is available, however, through open

) sources, and reasonably-va&id~cnnclusinns_canﬂbe/ﬁrawn from this. For
example since 1963&?~6merous unclassified books and articles have been
written by senior Soviet officers on military applications of operations

S

) research.~*’ Thege were written specifically for other Soviet officers
Lo and are in a non-technical or slightly-techniecal style, Articles have
! :) also appeared from Czechoslovakia, Poland, and East G rmany. In all of

{ these publications the theme is to show the rele/;nte of mathematical
4, analysis to military operations. T

i “In a¢::tion.to Lhesegjf;nished anaiyses of the impact of technology on
;

2

the Soviet military establishment are available,®=* and these address
the impact of wilitary OR applications. A wealth of material is also

available in translated technical journals on the theory of and general

applications of operations research as practiced in the Warsaw Pact
countries.

The use of military operations research in the Pact had a slow beginning.

It was not until the early 1960's that such use was uncovered. Fror that

) time until 196&, operations research activity spread and became m

' generally accepted in at least four countries of the Pact. From LJ68 to

’ present, such activity can best be characterized as experimentation with

a growing variety of techniques, in both strategic and tactical applicatioms.
These activities have contributed to and continue to influence the technical

‘é revolution in the structure and operation of the Pact Forces.
! This growing acceptance of OR techniques may be better understood in the
'] context of several larger trends as follows: (a) the new Soviet leaders
J who replaced Khrushchev in 1964 were proponents of scientific management,
’ (b) Soviet military leaders also reacted to Khrushchev's policies and

other complicating factors with increased stress on improved decision
making. The new political leaders also cxerted pressure for greatetr
e“fic{ency in defense resource allocatiom., (c) Cybernetics became
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widely accepted by the Soviets as the unifying theory for techniques
for the control of complex organizations and (d) The Soviet reliance
on central planning of its political-economic system creates special
demands for analytical and reporting systems. FEach of these factors
will be discussed in turn.

Krushchev was ousted in 1964 by proponents of scientific management.
They displayed their frustration with his management style by condemning
him fcr subjectivism (or lack of objectivity), ccmplacency, harebrained
scheming, hasty conclusions, rash decisions, and actions based on wishful
thinking, boasting and empty words. In 1965, the Chief of the General
Staff, Marshal M. V. Zakharov presented the military's argument -for
improved decision making in an article titled, "An Urgent Demand of the
Time: On Further Raising the Scientific Level of Leadership.'" During
the 50's and 60's, the percentage of technically trained officers was
also increasing significantly as well as the complexity of military
operations. Such factors combined to generate a new science of military
management in the Soviet Union. Additicnal inspiration came from the
innovations in defense management in the United States and the Soviet
interest in cybernetics as a general theory of management. The Soviet
concept regarding cybernetics differs from that of the United States.

In the US view, cybernetics is generally regarded more narrowly and is
usually concerned with control of electro~mechanical systems. In

Soviet Union, cybernetics is used as a unifying theoretical framework

in which numerous disciplines (e.g. operations research, systems analysis,
compuier sciences, information science, control theory, hehavioral and ;)'
soclal sciences, etc., are drawn upon for the control of a wide variety

of complex, dynamic systems. The Soviet acceptance of cybernetic theory

is uniquely high. Soviet scholars have written the following: "the view

of society as a complex cybernetic system with a multi-dimensional net-

work of direct and feedback links and a mechanism of optimization, func-

tioning towards a set goal, is increasingly gaining prestige as the main
theoretical idea in the field of the technology of managing society''. The

uge of cylernetics as the general theory of control and communication has

been uged by the Soviets in such diverse fields as command and control

for large tr_op movements and in the elabtorate computer network for cen-

tral_control of the Soviet economy which will be described later. Hollo-

way,lo an astute observer of Soviet political affairs points out the

Soviets consider modern military advancement to be divided into three

stages: the atomic, the missile~nuclear, and the cybernetic. 1In the

latter stage, greater emphasis is expected on the development of improved

troop and weapon contrel systems and advanced managerial techniques.

Consequently, the Soviet Union and other Warsaw Pact countries such as

Czechoslovakia, and Poland now have far-ranging interests in the military

applications of OR. The Soviets cunsider military OR as "the branch of

military science which describes military operations in mathematical terms,

and seeks a quantitative basis for decisfon making." The theoretical

basis for these applications is often taken from theory developed in

Western countries. Exceptions to this are mathematical optimization theory

and vrobability theory, where the Soviets are doing some excelleunt theoreti- -
cal work. J 
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The primary tactical applications interest {s in military war gaming and
its associated analytical techniques. There is also interest in the
following areas: (a) improving search and detection methods by math
modeling or simulation, (b) determining routes for the transport of
military personnel and supplies by the use of mnetwork theory, (c) finding
the optimal or near-optimal distribution of weapous or personnel by the
use of methematical programming techniques, (d} wutilization of computer
systems to assist the unit commander in decision making, (e) the use of
mathematical techniquee to analyze individual weapon characteristics,
and (f) the use of queueing theory to improve air defense and ground
combat capabilities.,

The following specific examples are given as typical of the tactical
applications being made » present in the Pact Armed Forces.

An East German writer has writtenld an interesting survey of game theory
covering applications ranging from simple duel situations to international
power struggles. The Warsaw Pact state-of-the-art i{n game theory has been
judged by western observers to be equivalent to that of the west.

A 1972 Soviet military officer's journal14 discussed the application of
network planning to combat and training activities. The article described
a short-cut tabular method for determining the critical path and slack
times. The author claims network designs and calculations can be made in
half the time required by conventional methods thereby yielding significant
advantages for calculation of temporary networks under field conditions.

In an issue of the Soviet Military Herald,17 an Engineer-Captain discussed
the increasing use of modeling methods to aid troop commanders in decision
making. As examples of such modeling applications he describes some
rather basic approaches for modeling: (1) relative losses for opposing
forces during an artillery battle, (2) combat logses of two sides during
a geries of strikes as predicted by Lanchester's system of equations and
(3) a battle between tank and antitank weapons.

A Soviet textl® points out that linear programming methods have been widely
used for solution of certain types of military problems. As an example, the
author uses the problem of determining how the allocation of monthly deliv-
eries of aircraft between a combat mission and a supporting training mission
can be made 30 3s to achieve maximum military efrectiveness.

In a 1969 Soviet bookl® on matn modeling of taztical combat, the application

of queueing theory to antitank defense was discussed. The problem was analyzed
in depth with antitank weapons providing multiple "service' and with system
failure being computed with the aid of a Markov process. The Soviets tend

to apply queueing theory to more diverse applications than .s done in Western
countries.

In general, review of Pact OR publications reveals no new concepts or signi-
ficant advances over western techniques. The difference lies in the extent
to which implementation of such techuaiques receives high level support and
Lthe central role which cybernetics is assuming in wilitary activities,
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In addition, military OR should receive significant spinoff from equip-
ment and techniques developed in support of the Soviet central economic
planning system. One of the chief differences between Western and Soviet.-
type economies lies in the role assigned to the market. In the West the
principal decisions of the economic system are made and carried out through
the market mechanism. In the Soviet-type economies, the principal de-
cisions are made by central planning rather than in the market and the
market plans little or no role in the transmission of order or the
collection of information. Thus the Soviet-type economies have to de-
velop analytical methods and channels of communication and control

which are not necessary in the West.

In the Soviet Union, Automated Management Systems have been in operatiom
for industrial applications for about seven years. More recently,
Automated Management Systems have been reported in East Germany, Poland,
Czechoslovakia, and Romania. These systems function similarly to manage-~
mernt informiiion systems in the United States, but with an important
difference. Their systems are generally based on the dynamics of

the firm, rather than nn a series of transactions or operations. This

is due to the nature of Socialist business enterprise, and it requires
software based more on dynamic system modeling than is the case in the
United States. The Socialist enterprise system is also amenable to a
hierarchy of management systems to enhance overall planning and control.
The lightly competitive nature of Socialist enterprise also allows devel-
oped software to be shared more freely between individual organizations. N
These factors make it feasible for the Soviets to design large, multi- )
level, integrated control systems. There is, in fact, an ambitious

plan to simulate the economy of the entire Soviet Union, 12 Eight

hundred regional daca processing centers are to link approximately

40,000 manufacturing plants, retail outlets, finance and service cen-
ters, and government agencles into a management information network.

This 18 known as the All Union Management System. Regional centers
would be linked by a telecommunications network, and data banks in

each regional office would contaln information on the area's industrial
and agricultural production, trangportation facilities, labor population,
and growth capacity. Such a system would be a real-time system, en-
compassing all aspects of Soviet economic life, The other Pact coun-
tries, particularly Poland, Hungary, and Czechoslovakia are planning
similar projects,

To help provide the computer for this and other computer needs, the
RYAD program was implemented. The Warsaw Pact countries are building
for common use a third generation computer with six model variations.
These computer systems are designed to accept IBM-360 programs, which
will result in a tremendous saving in software development costs.
Each country has specific assignments to design and build components
or items of equipment for the RYAD systems. The Soviet Union is
supervising the project and is independently working on all phases

of the program so ae to have a full RYAD manufacturing capability.
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The point of all this is to show the scope of intended computer usage
to plan and control. The capability is thus present to develop advanced
military command and control systems, Such systems would be based on a
hierarchy of computers with an interconnecting data transmisaion system.
Hierarchy here means a multi-level system with the higher level device
controlling more than one lower level device. Initially, the lowest
level devices are placed into operation. Higher level devices with

the ability to monitor and control are then added. This operation

is repeated until all devices are under one central control. The pri-~
mary aim of such a system would be to increase the decision maker's
capability by providing more information and by providing this infor-
mation more quickly. The decision maker can then make, implement,

and verify implementation of decisions in a shorter span of time.

Other benefits would be improved control of the movement of men and
weapons, improved logistics flow, and ‘mproved integration of opera-
ting and service functions.

The movement toward technology in the armed forces has been greatest

in the Soviet Union. Of particular import is the trend to replace
veteran ranking Soviet marshals and generals by men skilled in advanced
sclentific and engineering fields.l3 The trend is also apparent in
lower ranking officers, where the proportion of engineers is much
higher than in the past, and where commander-engineers achieve faster
promotions. The former chief of the General Staff, Marshal Zakharov,
stated that all officers need not be engineers but that every commander
should have a deep knowledge of physics, mathematics, chemistry,
electronics, and cybernetics. He further commented that "it is very
important to be able to make wide use of computers and other equipment
which will make it possible in very short periods of time to make
correct assessments of the situation and to take bold and well-founded
decisions.”" At present in the Pact Armed Forces there is some resistance
by officers to the changes in operating procedures entailed by the in-
crease in sutomation. Some officers apparently feel that automation
will pre-empt their authority.

In summary, OR was slow to gain acceptance in the Warsaw Pact until the
196C's at which time a number of factors combined to increase the
receptivity for OR methods. The OR techniques utilized in the Pact
have generally been drawn from the West. The most significant dif-
ference lies in the extemt to which cybernetic theory (to {nclude OR
techniques) has been accepted as a unifying theory for the management
of the Soviet political and economic system and for the improvement of
the defense forces. A sampling of the Soviet literature indicates
they may well consider the third step of modern military development
to be the cybernetic stage. If so, we can expect significant effort
in the development of equipment along with the necesszry theory and
software for military operations research with emphasis on techniques
for the direction or control of large military systems.
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In the future we will see in the Pact Armed Forces:

* Advances in central planning methods, which will utilize large
scale simulation and computer networks.

* Simulation snd other OR techniques will be used specifically to
aid in the decision to develop weapons systems.

* On-line operating systems of intercommected computers for command
and control.

* A widening of OR experience in the smaller countries of the Pact
as more high-speed computers become available,

* A greater acceptance of OR techniques to aid in tactical operations

as more officers become trained in the use of such methods.

Operations Research has found its place in the Warsaw Pact Armed Forces,
and its impact is just now beginning to be felt,
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THE IMPACT OF BATTLEFIELD TERRAIN ON DIRECT-FIRE ANTITANK WEAPON
PERFORMANCE

Warren K. Olson
U.S. Army Materiel Systems Analysis Agency
Aberdeen Proving Ground, Maryland

INTRODUCTION

Rapidly evolving technology has brought into reality the possibility
of first-round hits and kills of armored vehicles at ranges in excess of
3000 meters, even under poor meteornlogical conditions. Because this is
a new operational envelope for direct-fire ground-to-ground weapon systems,
and because procurement decisions are complicated by, questions involving
the number of complex, expensive missile systems required to meet future
threats, it is important to have an understanding of the limitations im-
posed upon such systems by the battlefield environment, including terrain,
weather, and tactical situation.

Breakthroughs in missile seeker design now permit acquisition of long-
range targets, with lock-on achieved through a variety of terminal homing
techniques, ranging from active guidance (exemplified by use of laser-
designators to "paint'" targets with encoded radiation) to totally passive
acquisition, as used in the class of missile systems which relies on for-
ward looking infrared (or FLIR) detection systems. Such systems are capa-
ble of ''seeing through' battlefield haze and smoke by taking advantage of
IR absorption windows in the 8-14 micron wavelength band.

This new technological capability leads one to the conclusion that
the primary limitation on the performance of the new missile systems is
likely to be obstructions blocking the weapon-target line-of-sight (LOS),
such as buildings, vegetation, and the earth's surface itself. Although
weather and smoke are reduced as problems as far as the missile seeker is
concerned, they will still complicate the antitank crew's attempts to ac-
quire targets visually. Therefore, a brief examination of probable weather
conditions in several theaters of operation is instructive,

WEATHER

Figures 1-4 give the probability of atmospheric visibility being
greater than or equal to a selected range as a function of the season
of the vear for Frankfurt and Fulda, West Germany, Seoul, Korea, and
Bangkok, Thailand. It can be seen that the chances of having visibility
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exceeding that required for visual target acquisition are relatively high
throughout much of the year in each area. These data, however, reflect
peacetime weather conditions, and can be expected to deteriorate during
periods of artillery fire and massive armored movement, due to dust and
burning vegetation and targets, as well as from tactical smoke employed
by artillery, tanks, armored personnel carriers, and helicopters.

The change in visibility for an obscured battlefield environment
near Frankfurt is estimated in Figure 5. The lower curve predicts the
visibility probabilities in an environment in which a haze with a known
atmospheric attenuation coefficient (o0 = 0.5 KM'I) has been inserted
between the observer and the target. Although not an insurmountable
obstacle to an observer with electronic and optical aids, this presents
a challenging target acquistion environment for an observer with an
unaided eye,

TERRAIN AND LINE-OF-SIGHT

Several field tests concerning observer capability to detect both
fixed and moving targets have been conducted, both in the U.S. and in
Europe. One of the most comprehensive tests of this type is currently
being completed at Hunter Liggett Military Reservation, Californmia.
TETAM - Tactacial Effectiveness Testing of Antitank Missiles - has
obtained field information on distributions of line-of-sight, target
exposure and acquisition, weapon system reaction time, and counter-
measure techniques.

HELAST, a tank - antitank test conducted at Ft. Knox by the Human
Engineering Laboratories, Aberdeen Proving Ground, has provided insights
into the target 'flicker'' phenomenon - the tendency for armored targets
approaching a defended objective area to alternately appear and disappear
from view with a mean exposure time on the order of four seconds and an
expected masked time of nearly three seconds. Although these times are
smaller than corresponding times recorded in some other field tests and
those predicted in simulations utilizing digitized topography, they are
the results of carefully measured field experiment, and point out the pos-
sible difficulties encountered when attempting to track targets in an
environment with trees scattered either in the vicinity of the observer
or the target. This effect is ahalogous to the moire effect visible
when the observer views a scene through either a fine-toothed comb or
a picket fence, If the mean time between successive exposures is small,
the observer may have little difficulty tracking a target. However, the
implications are not clear-cut in the case of some missile seeker me-
chanisms, and may depend upon false target rejection logic and the type
of command link used,
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Digitized terrain has been used to characterize the variety of
combat situations in which a sophisticated antitank system must function.
Research in this area performed at both the Army Materiel Systems Analysis
Agency, Aberdeen Proving Ground, MD and by personnel of the Waterways
Experiment Station, Vicksburg, MS appears to be in fairly close agree-
ment with field test results, once differences in measurement technique
and geographic location are accounted for., This outcome is indeed
encouraging, since it may be possible to do more extensive sampling in
the long run using digitized terrain as the investigative tool than is
possible with the limited number of suitable test areas available and
the expense required for a well-documented on-site experiment of this
type. Another advantage of the digitized terrain simulation lies in
the ability to use this technique to analyze areas which are not easily
accessible, be it for political or other reasons.

Tools required for such a simulation include digitized terrain, a
rapid, but accurate line-of-sight algorithm and a valid tactical scenario.
The digitized topography must resclve vegetation, terrain and cultural
features capable of masking targets the size of a tank or APC. This
necessitates either high quality stereo pairs of the area of interest
or the contour maps generated from this photography. Ideally, the map
should posess vertical information at least down to the order of the
observer and target heights being analyzed, that is two meters or less.

Grid size or spacing is also an important facet of the analysis.
A uniform square grid is utilized to ease computer programming, memory,
and time requirements, Elevation data are stored in a specified order
in the computer memory, thus avoiding the need to store x-y information
in addition to the elevation data. Figure 6 presents a statistical '"feel
for the effect of changing grid size in a line-of-sight (LOS) analysis.
Here, LOS probability vs. range from random observer positions has been
computed for grid spacings of ten, twenty, and fifty meters. Adequate
grid size is obviously related to the surface roughness or expected
inter-hill distances in the region in question. Spacings of 100 meters
are generally an upper bound for ground-to-ground analyses in rolling
terrain, and the smaller the grid spacing, the better the fidelity wit:
which such a model can replicate test results and establish validity.

Figure 7 represents an area West of Aberdeen Proving Ground for
which special one meter contour maps are available. Superimposed on
the topographic map are a tactical overlay and an LOS masking overlay
for an observer position designated by the small triangle. This overlay
is generated by a program which accepts as input a digitized terrain
grid and a set of observer coordinates and produces a masking overlay
to the desired scale on a Calcomp plotter, Clear regions on the overlay
indicate areas in which the observer has complete surveillance of the
ground and any targets upon it. Regions covered by characters indicate
areas in which targets would be in at least partial defilade. The amount
of defilade is reflected in the encoding scheme.
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The technique just described has been used to estimate distributions
of target visible path segment length, weapon-target opening range, and
vantage point line-of-sight probability. This information has been docu-
mented for four regions in AMSAA Technical Memorandum No. 158. The tech-
nique will be used in the future in an attempt to duplicate in a simula-
tion, data obtained in the TETAM and HELAST field tests.

Figure 8 is a histogram indicating the distribution of weapon-target
opening ranges combined for the four tactical situations analyzed in TM
158. Opening range is defined as the distance from an observer to any
point on an attacker approach route where a target comes into a full view
of the observer. The mean opening range for the four areas is about 2200
meters and the average number of visible segments from the start of the
appraoch to the objective varies between 3.0 and 3.4 per path.

Figure 9 displays the distribution of visible path segment lengths,
again for the four regions combined. The mean segment length is 361
meters and corresponds to an average exposure time of forty-three seconds
for a target speed of thirty kilometers per hour. This suggests that
minimizing the reaction time of a sophisticated antitank weapon system
may be much more fruitful than striving to achieve maximum effective
ranges in excess of three kilometers. Seventy-eight percent of the tar-
get exposures occurred at ranges less than 3000 meters. It also provides
a strong argument for tailoring antitank forces so that the lcng-range
class of antitank weapons is not deployed in areas in which long lines-of-
sight are non-existent. Organizing the long-range tank killer force to
be organic at battalion level or above could reduce procurement costs for
the more expensive long-range systems and free funds for a larger buy on
intermediate and/or short range antitank weapons.

Table 1 summarizes the statistics derived for each region. The
data are of interest in that they indicate a positive correlation between
the mean opening range for the region and its mean visible path length --
the mean segment length being roughly equal to the mean range times 0.2
for three of the four areas. This information can be restated in terms
of the probable lengths of time a moving target is visible and available
for a fire mission before breaking line-of-sight. Figure 10 shows the
probability of at least an X minute exposure time for target speeds of
ten, twenty, and thirty kilometers per hour. These data have been gener-
ated both independently of range and for particular range bands. Little
variation in results is observed, indicating for these four tactical
situations, at least, there is no strong correlation between target
duration time and range. Figure 11 presents information similar to the
previous figure. In this case, however, the target speed is held constant
at thirty kilometers per hour, and the variation of the resultant duration
time probabilities is shown for the four situations. Although there is
some variation in results among areas, it is not as great as would perhaps
be expected, in view of the differences in terrain over which the simulation
was played.
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Figures 12, 13, and 14 present 3-D perspective plots of the digitized
terrain samples used in the evaluation (with 5:1 vertical exaggeration).
It can be observed that while all three regions might be typified as
gently rolling terrain, the Fritzlar "A" scenario contains a broad river
valley which tends to allow long-range lines-of-sight, and once established,
several of these intervisibilities are maintained over long periods of
time. Even so, the curve for the region with the best intervisibility is
not vastly different than that obtained for the region with the closest
terrain (Fritzlar "B"). Thus, these curves may do a fair job of defining
the reaction time envelope in which an antitank weapon will have to
function in a European type environment.

DEFENSIVE OBSERVATION REQUIREMENTS AND PATH COHERENCE LENGTH

The procedure previously outlined is currently being modified to
examine the number of forward observers required to provide maximum
surveillance over a battalion sector. Figure 15 illustrates a variant
of the output available from the LOS masking program. Here, the coverage
from two observer positions has been combined to form a composite overlay.
Open areas are completely visible to both observers, while other areas
are either in partial or full defilade to both or in the remaining cross-
product intervisibility space (i.e., exposed to one, and in partial de-
filade to the other, etc.).

. Further work is currently in progress to determine probability
distributions for multiple acquisitions of one target by two or more
observers a~-? vice versa in several of the digitized areas now available.
However, i1 .tigations of this nature have already been accomplished
using the TETAM data by personnel at Waterways Experiment Station and
will likely be discussed elsewhere during this symposium,

NATICK LANDFORM CLASSIFICATION SYSTEM

One question which frequently occurs in studies involving the
environmental characteristics of a region is: 'How well does the
region examined typify the whole theater of operation?" Another
question often asked is: "Given that I know the effects of terrain
on the outcome of military operations in one sector of the earth's
surface, can I either assume that the outcome will not materially
change if I move the operation to another similar sector, or if the
new region is not similar, can I use the results of the first analysis
in any way to predict the outcome of operations in the second?"
Although to answer these questions is a formidible task in total,
there have been several attempts to categorize terrain from both
intervisibility and mobility points of view, and to categorize regions
of the world according to climatological factors. One such effort
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produced for AMSAA by the Earth Sciences Laboratory, U.S. Army Natick
Laboratories, classified terrain according to surface roughness. Map
measurements are used to describe landform compartments according to
their maximum local relief, modal local relief, and the number of
positive features per mile. Combined, they present a sinusoidal sta-
tistical picture of terrain whose variation lies in the amplitude and
period of oscillation of the ground.

Table 2 provides a breakdown of the descriptor class intervals
used in the classification. Figure 16 shows the terrain classification
overlay this system produced for West Germany. Although this system
is not detailed enough to expect a one-to-one correspondence of the
surface geometry in two regions with identical landform classifiers,
it provides a manageable classification set for purposes of comparing
terrains with respect to intervisibility and hill slope. In combination
with other systems which describe soil, climatological and vegetation
properties, it may lead to a breakthrough in a quantified environmental
description of the large areas required fur systems analysis and war
gaming of large unit operations.

™. CONCLUSION

i
s

"D Recent reductions in military expenditures, coupled with a desire
to get the most utility out of Army antitank weapon systems, have
kindled a widespreac interest in determining the benefits of tailoring
tank killer forces to match both the threat and the operational environ-
ment, Such an effort might prevent weapons with effective ranges of
several kilometers from over-employment in regions where either the
yprobability of line-of-sight to a long range target is low, or the

' reaction time of the antitank system, given a line-of-sight, is large
compared to the target 'duration time,' i.e., the time span over which
the moving target remains visible,

Digitized topography has been utilized to estimate distributions
of tank/antitank opening ranges of engagement and target duration time
for several regions. The method may be expanded to predict the optimum
number of antitank weapons of different classes necessary to defeat an
armored attack as a function of force size and terrain type.

*- DEfforts are underway at AMSAA to.check the validity of the Natick
classification system when used to predict intervisibility characteristics
such as LOS probabilities and distributions of visible path lengths on
the battlefield.. Progress has been slow to date, due to a shortage of
the detailed digitized topography required for such an investigation.
Hopefully, support from the Defense Mapping Agency will at some future
point in time, help create the data bank fequired for such an under-
taking.

p A

54




RSt N

A e =

S

~=i‘;-;..._ .

— s 7

-

" In order to further establish the credibility of this statistical
environmental description, more comparison between analytic predictions
and field tests like TETAM, HELAST, and MASSTER will be required. To
this end, efforts are in progress at AMSAA and elsewhere to obtain the
field test coordinate information and digitized topography needed for
a thorough comparison of the two techniques. If the experimental and
simulation results prove compatible, systems analysts and decision
makers in tihe defense community will have a valuable set of tools at
hand to make intclligent decisions concerning the performance character-
istics and force structuring of future weapon systems.
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q
c looh
| 90 \ \
i us N
| 80
o -
s 4 & \ \\
’ g 1l N
N L %0 N
q 1 ©
_ 5 4 > 50
. § 8 40 N
‘e o &
i j _ 30
; z /’ DEGRADED BATTLEFIELD
, S a0 VISIBILITY (¢=0.5 KM™)
oL
. ? i \
. | 10
| OO 7 ¢ 6 8 0 1z u w»

Figure 5. Percent Frequency of Occurrence

vs
Degraded Visibility (Kilometers)
Frankfurt, Germany
58




\
i
%
“L é
¢ =
< @
Iz .‘_-;.. g
o .1 1
*. =
0
v
'
U
i ~ o
. 1
W
| <
e |

L" V‘

- { Figure 6.
|

[

:

]

9 OBSERVER HEIGHT = 2,16 M
TARGET HEIGHT = 1,52 M
8
V4
GRID SIZE {METERS)
b
S
A
50
20
3r 10
2
RN
0 | | | ] { |
0 1 2 3
RANGE (KM)

LOS Probability vs. Range. ( Random
Location, No Vegetation)

59



>, st . - AL &
o hS i -\ °s N [y 4
s, s 7 e p C/y = 2 >,
2 AV A T o 3. )
NI Y A NGV AN s 2 2
(0 s s \ » % z
A S NI % 7
’ Sy s "y
P s s . . [ o Iy
P 2 e, Py % “=
(
4 0 2
[z 2 7 s
~ oy fora
[
A, 5 \ 7
s = o
8o/ s
3 k 12 {] %
Y " V4 <A 77 .
e 4 Y
O »
\}
Z ) -
(s ) »
5 Ry (17
ZAE &7 AA ;
S
ok \% g 4 Z
\ xt

NN
=
SN
R
2
b
Figure 7 Maop of Aberdeen Region, Showing
Situation

- 9,
v
\\“\ 4 + 18 (X3 #| 3 'y o
4 * h ~
7 % D A % ’ o
/s v 0 ( N [Co]
A A O AN i, v (&
“ U ﬂ £ b —
o = 3 ,
\““H\\ G N o
%% 1 (v}
. (e « o—
< \ >~
Ve 5 Z ﬂ
Z 7 - U
{ * a
o N o —
7 i o '’ e \V.An ) a Wr\
57 s g D =)
. o 2% % 4 P Q P ]
S % - (22 '
O oy s Y LR 2 .
=2 v ) J J
iy &, =,
A A % 1 RO NS S
e 7 7% 0 % % 3 b
o 5 e .
\“\ﬂ\\ s 55 7 " .\Nn\“ e \ﬁ\\//v\.
77 5 H "
Z : 2 i 1
s Z3m I Au.w
e (o, » 2
L, e s, o o i
77 o o0 22 -
e EEAIF NF L HP . % )
s K L L PV S
7. L, % = .
LoV e
- e hadit. hild - repeT T - o ————— - - _
T B vy
1
R - 4 & et he - »

N PRy O




b( : SAMPLE SIZE = 850
8 SAMPLE MEAN = 217 KM
, STANDARD DEVIATION = 1.04 KM

PERCENT FREQUENCY
S
]

(@] n
\ESE

NN

Z
5% %

40 6.0
OBSERVER — TARGET RANGE (KM)

o

Figure 8. Distribution of Observer - Target Opening Ranges,
Averaged Over Fritzlar “A” “B” Melsungen, and
Aberdeen.

SAMPLE SIZE= 850 -
SAMPLE MEAN= 361 METERS
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Figure 9. Distribution of Visible Segment Lengths, Averaged
Over Fritzlar “A" “B” Melsungen and Aberdeen.
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REGION y RANGSE (KM) . SEI:‘SMENT L:NGTH (::\)
FRITZLAR “A” 2.89 1.33 132 486 670 132
FRITZLAR “M* 212 1.07 270 366 338 270
ABERDEEN 202 0.84 318 350 275 318
FRITZLAR “B" 1.94 .09 130 253 227 130
AVERAGE 2.17* 1.04%* 850 361* 377%* 850 ﬂT

M= SAMPLE MEAN

S = STANDARD DEVIATION

N = SAMPLE SIZE

« WEIGHTED MEAN

*+ DERIVED FROM POOLED VARIANCE

e aBena iabdihe A

Table 1. Statistics: Fririlor “A" “B" Melsungen and Aberdeen.
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TABLE 2: NATICK LANDFORM CLASSIFICATION CODE

e e Ceiet .

IT.

III.

Maximum Local Relief

1.
2.

N W W

0-10 meters
> 10-30
> 30-50
> 50-100
>100-300

over 300

Modal Local Relief

M

B‘

0-10 meters
> 10-20

C. > 20-30

D.
E.

Fo'

G,
H.
I.
J.
K.

> 30-50
> 50=T5
> 75-100
>100-125
>125-150
>150-175
>175-200

over 200

Positive Features per Mile

a.
b.
c.
d.
e.
f.

0.5
>0.5-1.0
>1.0-1,5
>1,.5-2.0
>2,0-2.5

>over 2.5
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ON GROUND TO GROUND INTERVISIBILITY

Dr. Marion R. Bryson
Scientific Advisor
US Army Combat Developments
Experimentation Command, Ft Ord, CA.

ABSTRACT

As a part of the Army's Tactical Effectiveness Testing of Antitank
Missiles (TETAM) program, extensive field work was conducted in 1972
on determination of existence of line of sight. This work was conducted
on twelve sites in Germany, two at Hunter Liggett Military Reservation
and two at Ft Lewis, Washington. The objective was to determine
that portion of each of several realistic armor attack routes which was
intervisible with given defensive positions. A somewhat surprising
result was the variability from site to site within a seemingly homo-
geneous area. Analysis of the tremendous volume of data generated
continues.

I. Introduction

In the Spring of 1972 the Combat Developments Experimentation
Command conducted an intervisibility experiment in Germany, This
European based experiment:, designated Phase IE: TETAM, was a
part of the Army's Tactical Effectiveness Testing of Antitank
Missiles program. The data collected in Phase IE provided a raeans:

To quantitatively ascertain the existent intervisibility
patterns of the selected sites.

To determine if a functional similarity existed between FRG terrain
and terrain in CONUS where further e: perimentation would be conducted.

To obtain data affecting target acquisition by ATM systems and
tank crews for use as input to high resolution computer models.
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To verify the credibility of the intervisibility data generated
by the Waterways Experiment Station (WES) Terrain Factor Analysis.

The specific objective of the phase was to obtain line of sight, i.e.,
intervisibility, data between a number of simulated, defensively
employed SHILLELAGH, TOW, and DRAGON missile systems and a
simulated, advancing tank force in an assumed mid-intensity European
conflict setting. Similar data were collected on the sites at Hunter
Liggett Military Reservation (Phase IA) and two sites at Ft Lewis,
Washington (Phase IL).

II., Conduct of the Experiment

Each Phase IE site utilized was a 2 km x 5 km rectangle, ordinarily
with defensible terrain near one end of the site's long axis. Since
most sites were in civilian areas, no alterations of the physical features
of any of the sites were made, other than addition of equipment required
for experimentation.

On the first day of experimentation .n each site, a mechanized infantry
officer was given the mission of selecting either 30 or 36 (depending

on the amount ol suitable terrain available) ATM positions; the large
number of positions was necessary to attain the required data confidence
level. A set of three tri-colored wooden panels (ATM panels) was
erected on each position selected. Blue, red and yellow color bands on
the ATM panel represented the height above ground of the SHILLELAGH,
M113-mounted TOW and the DRAGON, respectively,

Simultaneously with the selection and marking of the ATM positions, 10
tank trails were marked £rom the opposite end of the site, running
toward the defended area; again, the number of tank trails used was

to attain the required data confidence level. On one site, these tank
vrails were laid using tracked vehicles; on the remaining 11 they were

laid by qualified tank commanders operating on foot., The trails were
developed using the "rapid approach" tactic of advance, j.e., moving in

a deployed manner, over the fastest and most direct route, on the widest
frouat possible, By actual measurement, a "viewing point" was then
established every 25 meters along each trail,

Following site erection, data collectors made intervisibility measure-
ments of. @ach ATM panel marker from each of the viewing points along
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each trail. Measurements were made from two viewing heights, correspond~
ing to the viewing heights of a tank commander (turret) and tank driver
(hull) of a threat tank. From each of these heights data recorders were
required to indicate what portion of each ATM panel could be seen. If
the entire panel was not visible, they were required to indicate that
portion that was visible plus the reason the remainder of the panel was_
not visible. The collected data were subjected to quality control tests
and, where necessary, remeasured., The intervisibility portion of
Phase IA was executed the same as Phase IE with these exceptions:
actual tanks were used to lay the tank paths and two tactics of advance
were used. The type data produced were the same as Phase [E, The
design for Phase IL was the same as that for Phase IE.

III. Summary of Results

Two specific measures computed for each ATM position~tank path
combination were:

a. Number of intervisibility segments (IVS) as a function of range
from the defensive line to the fartherest point on the intervisibility
segment, and

b. Length of the IVS as a function of range.

For example, as a tank approached the detensive line, if it became inter-
visible with defensive position 17 when it was 2200 meters from the
defensive line (not riecessarily 2200 meters from position 17) and went
out of sight of position 17 when it was 1400 meters from the defensive
line, this would be counted as one IVS at a range of 2200 meters and

was 800 meters long,

The mean number of IVS (N) represents the number of opportunities
an ATM system would have to detect an advancing armor element.
Table 1 illustrates typical values of N. The intervisibility data were
evaluated for six range intervals, two tank heights (low was 4 feet
and high was 7 feet), and three ATM system heights (blue was 116";
red 72"; and yellow 44"). Examination of the data from all sites
indicates that:

The mean number of IVS is highly dependent on range, however,
this dependency relationship was unique for each site.
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- : : Long range ATM weapons (3000 meters) would have little
_] : opportunity to detect advancing armor in the NORTH GERMAN PLAIN

1 In the FULDA GAP area many detection opportunities exist for
the longer ranges (>3000 meters).

JUURITR

N varies appreciably from site to site, The range of values was
less among the FULDA and HOHENF ELS sites (N = 3 to 4) than the
NORTH GERMAN PLAIN sites (N = 1 to 6).

In a general sense, N is independent of the viewing condition.
For example, on one site there was only a three percent difference in
N between the two viewing condition extremes, low-yellow" and
"high-blue."

[P

~atililin
-

However, R is not sufficient to determine whether an advancing threat
vehicle could be engaged by an ATM system, To make such a deter- |
mination, it is necessary to know if the vehicle was intervisible with
the ATM system for a sufficient length of time to permit engagement.
This information is presented on the following pages.
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Table 1 - MEAN NUMBER OF IVS PER AT/PATH (N)
FOR ONE FULDA SITE

1.‘ Conditicn Range Interval (Meters)
L Tane | AR o | 1000| 1500 | 2000{ 2500 3000 | Tota:
{ Hetght Height 1000 | 1500 [ 2000 | 2500 | 3000 :
(Inches) ,
; Blue (116) | .4773 | .2159 | .6591 | .5227 | .7955 } 1.3352 | 4.0057
Y (';°}‘t) Red (72) .4886 | .1932 | .6591 | .5000 | .7670 § 1.3295 | 3.8375
i Yellow (44) | .4943 | .1932 | .6591 | .4886 | .7557 | 1.3295 | 3.9205
Blue (116) | .2841 | .2216 | .6136 | .5909 | .8239 { 1.3352 : 3.8693
'(‘;92” Red (72) | .2841 | .2045 | .6136 | .5739 | .8182 | 1.3295 | 3.8239
: gr-'L Yellow (44) | .2955 | .1932 | .6080 | .5568 | .7955 | 1.3239 | 3.7727
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The IVS length distribution along with an analysis of it is
presented in the next section.

IV. Vulnerability as a Function of IVS

In Phase IB at Hunter Liggett in addition to the IVS data gathered
on the two sites, detection rates were also examined. This experiment
consisted of requiring 6 vehicles to simultaneously traverse 6 of the 10
preselected trails, while some of the 36 defensive positions were manned
with players attempting to detect the advancing vehicles. Each time an
advancing vehicle became intervisible (that is, was traversing a new
intervisibility segment) the player manning the defensive position was
to attempt to detect and if successful to immediately transmit his
detection to the central computer through a controller.

On Site A there were a total of 4326 opportunities for a defensive
player to detect an advancing vehicle. In 854 of these detection oppor-
tunities did detection actually occcur producing an overall probability of
detection (given an opportunity) of .197, The probability of detection
is essentially independent of range from the observer to the vehicle.
For five range bands between 0 and 3000 meters the overall probability :
of detection, disregarding segment length, was between .2 and .25, For .
those oppor*unities where the range was greater than 3000 meters the
probability of detection was .13,

On Site B there were 4193 detection opportunities, 1211 resulting in
detections, yielding a probability of detection, given an opportunity,
of .289. On Site B the probability of detection did appear to be range
dependent, varying from a probability of .33 at ranges less than 1000
meters to a probability of .08 at ranges between 2500 and 3000 meters.

The data analysis which follows combines all range bands. Althcugh, as
pointed out above, this is not entirely appropriate on Site B, careful
examination of the raw data reveals that it is reasonably accurate
because of small sample sizes at the longer ranges. Charts 1 and 2
present the observed percentage of detections as a function of the
length of the intervisibility segment which represented the opportunity
to detect, (Circled points) On both sites the empirical values are
quite well behaved up to segment lengths of 600 meters. For segment
lengths greater than 600 meters because of decreasing sample size,

as well as lack of independence of observations, the empirical values
are more erratic,
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Let us define a "section" as a 100 meter portion of a trail which is
entirely intervisible from a given defensive position. If one assumes
that the probability of detection for any given section is a constant,
say P, then the theoretical detection curve is in the form of an
exponential. A P = 0.1 produces the theoretical curve shown on
Chart 1. For Site B the curve shown is for P = 0,2. Surprisingly

| on each of these charts for the short intervisibility segment lengths
the curves over estimate the probability of detection and for longer

! segment lengths the curve tends to under estimate the probability
‘ of detection.

LR R PO S

In order to further study this phenomenon the empirical data were
examined to determine the length of the intervisibility segment remain-
ing following an actual detection. Charts 3 and 4 show the distribution
of segment lengths remaining after detection. Also shown are the
distributions of total intervisibility segment lengths. Paradoxically,
the expected length of a segment remaining after detection is con~
siderably greater than the expected length of an entire intervisibility
segment! A plausible explanation for this apparent contradiction is
that for short intervisibility segments the probability of detection is
quite low since the vehicle is more likely to be in clutter during the
entire segment. For the longer intervisibility segments, the vehicle

Tt Aty

. / is more likely to come clearly into the open.

} Charts 5 and 6 show the probability that the vehicle will remain con-

) tinuously exposed after a detection for a given time if he proceeds -
] down the predesignated trail. Since this is a function of the speed v

S of the vehicle, three selected speeds are presented on the chart.

A glance at these charts convinces one that there is a reasonably high
probability that if he detects a tank, it will remain visible long enough
for him to get a shot at it. If, for example, it takes a gunner 15
seconds to fire after detection and it takes the missile 15 seconds to
fly to tie target, his probability of being there in time varies from
alow of .35 on Site B with a 20 MPH target to a high of .71 on Site A
with a 5 MPH target,

R

V. Summary

The primary purpose of this paper is to discuss the existence of
a large volume of ground-to-ground intervisibility data. Also discussed
are the method of collection of the data and a sample of the kinds of
analvses which are ongoing. Comparisons of these data with other

. W"‘" s n S
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sets similarly gathered are in process. Personnel at the Waterways
Experiment Station are also analyzing the data,

Two major results which have emerged are:

a. It is very difficult to classify terrain as a function of inter-
visibility characteristics and

b. On a tactically realistic rapid attack route, a tank is highly
vulnerable to a defensively deployed ATM force,




“-:;;> HELICOPTER MASKING ANALYSIS

m MR. GERALD &, COOPER & MR, BRUCE DUNN
<::> \/ ENGINEER STRATEGIC STUDIES GROUP
QO The successful employment of a helicopter-borne TOW missile system
1s partially dependent on the availability of masks to conceal the ap-
<::> proach to, and withdrawal from, firing positions. In this regard the
Engineer Strategic Studies Group (ESSG) has evaluated terrain in the
<::> USAREUR/Seventh Army area to determine the availability of masks for
attack helicopters using "pop-up" Cacticfj

B

ADPo

/" The ESSG effort was accomplished in two separate actions. The
Ffirst was a study titled Incidence of Terrain Masking Opportunities in
the USAREUR/Seventh Army Area, and has since been published as Appendix I
to the Combat Developments Command, Advanced Attack Helicopter Task Force

; Report, dated June 1972, ACN 20268, This particular study estimated the
! X percentage of target points along three probable enemy approach routes
that could be observed from topographic masks. The approach routes
examined extended from the East German border to the Rhine River.

The second ESSG action was a study titled Helicopter Masking Analy-
sis which was accomplished at the request of the Deputy Under Secretary
of the Army (Operations Research). This study evaluated the availabilir;
of macks by application of two different procedures, one of which was
; simply an extension of the previous ESSG effort. The other procedur~
was directed at estimating the percentage of total area which could .¢
{ - - observed from topographic masks. Unlike ESSG's first effort, the seccad
! . involved a study of the area contained in initial battalion defengive

i positions. This action, as well as the first, considered the effect of
} vegetation on topographic masks.

_? Since the procedure used in the first ESSG action was essentially
duplicated in the second, this paper will discuss in detail only the
two procedures used in the second action. The following discussion is
devoted to an explanation of the two procedures used and results obtained,
a comparison of the two procedures and, finally, the effect of using
forests and built-up areas as masks, For convenlence the two procedures
have been identified as a point-by-point analysis and a continuous fron-
tal analysisk;

Point-by-point procedure. The point-by-point procedure generally
consisted of determining the fraction of sample target points that could
be observed from a helicopter using a topographic feature for a mask.
The analysis was conducted on 1:25,000 scale map.

”; The relative location of each sample target point, helicopter, and

I ' mask 1s shown at Figure 1. Throughout the analysis the helicopter was

* fixed at 3,100 meters from the target point. This represents the maximum
! effective range of a TOW missile and a point where the TOW expectation of
? kill is much greater than the air defense weapons of its probable targets.
' The distance "R," the main eiement of the data collection effort, repre-

sents the range of the most distant mask from the target within the range
| l limitation, 3,100 meters, of the TOW, Distance '"R'" is a measure of mask

33
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quality since the relative distance between mask and target fixes heli-
copter "H" at 3,100 meters. As "R" decreases, "H" increases as well as
the helicopcer vulnerability to weapons other than the target weapon.

"H'" is not only a function of the slant angle but also the missile firing
error which increases with distance from the helicopter. Thus, due to
the firing error, the probability of the missile hitting the mask in-
creases with distance between helicopter and mask or, similarly, with
decreasing "R."

Topographic features and vegetation were allowed to restrict the
number of available masks. The former had to provide at least 15 meters
projected vertical cover at 3,100 meters to insure that the helicopter
could £ly 'nap-of-the-earth" into firing position. ' In the latter case,
if vegetation existed in the vicinity of the target, topographic features

were discounted as providing a mask because of the disruption to line-
of-sight,.

Sample target points were located by first establishing 30 type
battalion positions on the maps. Each position was 3 km wide by 10 km
deep. The 30 delimit 11, 8, and 11 battalion positions, respectively
across the Bad Hersfeld, Fulda, and Meiningen approaches, Four battalion
positions were selected at random from each of the three groups. Three
parallel, eaquidistant penetration lines were passed through each battal-
ion positiom. Six target points were marked at 2-km intervals alon
each line of penetration, with the first target point established at
a 3,100-meter range forward of the FEBA. The sixth target point on
each line could be fired upon from masks within the depth limitation
established for the type battalion position. This sampling procedure
provided a total of 216 target points,

The type target postulated for the analysis and positioned at each
target point was a Soviet armored company. It consisted of three tanks
followed by a total of 10 tanks and APCs, and one air defense unit,

A 100-meter interval was assumed between all vehicles which resulted in
a company front of 1,000 meters. Extraction of the data from the topo-~
graphic maps was facilitated by the template shown at Figure 2. Any
vehicle within the target array was assumed capable of firing at a
visible helicopter. Consequently, the center of the target array on the
template was positioned over each sample target point with the template
centerline coincident to the line of target penetration. The frontal
rectangle (1,000 x 3,000 meters), left octant and right octant on the
template were searched independently to find the range to the most
distant control mask within 3,100 meters. All intermediate masks were
ignored. A profile was drawn for each control mask to establish its
validity and the required helicopter height at the 3,100-meter range.
The 3,100-5,700 meter interval on the template was checked to ensure
concealed helicopter access to its firing position. Finally, the area
in the vicinity of the target point was checked for vegetation that
would obstruct visual observation of the target and, thus, discount a
topographic feature as a mask.

Figures 3 and 4 show the distribution of ranges to the wosi distanc
mask resulting from application of the procedure described above. In
each figure the horizontal axis expresses the distance between the target

85




ﬁ‘ OUTLINE LIMITS (TEMPLATE) OF POSSIBLE HELICOPTER FIRING POSITIONS
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and the most distant mask., The vertical axis shows the fraction of
target points with masks at plotted or greater ranges (but no more than
3,100 meters). The intercept of each distribution is the total proba-
bility of finding a usable mask in the area from which the sample target
points were taken. The distributions shown represent a single mask for
each target point whether it was found in the frontal rectangle or
elither of the octants,

Figure 3 shows two distributions., The dashed distribution represents
the results of the initial ESSG action. It should be recalled that the
first action analyzed mask availability along approach routes while the
second action dealt with battalion defensive positions. Both distributions
reflect only terrain effects and do not include adjustment for covering
vegetation.

The plotted distribution for targets within battalion defensive
positions lies mostly below the approach route distribution. With allow-
ance for sample sizes, sampling variation, and the possibilities of error,
any differences between the distributions of 0.05 or less should be
regarded as insignificant; differences between 0.05 and 0.10 as marginal;
and differences of 0.10 or more ag significant. The terrain within the
battalion positions and along approach routes is equally likely to pro-
vide at least one helicopter mask within 3,100 meters of the target; the
difference between the distributions at zero range is ingignificant.
Differences between the distributions at greater ranges vary. For
example, the difference at 2,400 meters is about 0,17 and is significant.
Without allowance for vegetation, it can be concluded that suitable masks
are about as likely to occur within defensive positions as along major
approach routes where they are distributed somewhat more favorably toward
higher ranges and, therefore, are of superior quality.

The two distributions in Figure 4 reflect terrain effects with and
without adjustment for covering vegetation. Both correspond to target
points within battalion defensive positions. Adjustments for vegetation
provide a reduction for target obscuration but do not allow for addi-
tional helicopter firing positions. The distribution with adjustment for
vegetation is as much as 0.07 lower than the unadjusted distribution.
Although point-by-point vegetation~adjusted data are not available for
the approach route targets portrayed in Figure 3, vegetation there should
yield a similar reduction. Other adjusted data (not shown) that include
but do not isolate the approach route targets of Figure 3, produce reduc-
tions similar to those for defensive positions. It is probably safe to
conclude that adjustment for vegetation reduces both Figure 3 distribu-
tions but preserves the relation between targets within defensive positions
and targets along major approach routes.

Distributions of helicopter altitudes required to observe targets
from 3 km are shown in Figure 3. These data represent frontal masks
only. The upper curve was generated from data collected along the major
approach routes, and the lower curve represents the distribution of
altitudes within battalion defensive positions. TFor hoth distributions,
approximately 94 percent of all altitudes fall below 200 meters. The
results also indicate that somewhat lower altitudes were required along
the approach routes; 88 percent of all altitudes fell below 200 meters
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for those target points within the defensive positions. Sixty percent
of all altitudes fell below 50 meters for the approach route targets,
compared to 40 percent within the defensive positiomns.

Continuous frontal analysis. The continuous frontal analysis as-
sessed the fraction of the total battalion area observable from heli-
copters using "pop-up' tactics. The results were adjusted for vegeta-
tion to the extent that observable area was reduced for target obscura-
tion. The battalion positions used were the same as in the pcint-by-
point analysis, but inatead of analyzing four positions for each of the
three approach routes, only three positions were randomly selected.

Each position was analyzed by developing profiles along straight
lines through the position from front to rear. Thirteen such profiles
were established evenly across the position width; they extended from a
3,100-meter range forward of the FEBA to the position rear boundary.

The analysis considered frontal sampling of masks on a continuous basis
along each profile, but did not include the identification of side masks.
Adjacent observable profile segments and the map area between profiles
were considered when computing the obs.rvable area for the position.

To obtain the distribution of observable area within each position,
successive 600-meter bands across the position width were established.
Results from the masking analysis along each profile were segmented so
that the observable fraction of the total band area could be identified
separately. The analysis was limited to 17 600-meter bands, which

allowed firing from within the established rear boundary for the battal-
ion position.

To be considered a8 suitable firing position, a mask was required to
provide at least 15 meters projected vertical cover for the helicopter
at a range between 2,500 and 3,100 meters trom potential target points
along the profile. A maximum helicopter altitude of 200 meters above
ground was also required to preclude unrecalistic '"pop-up' altitudes
resulting from steep reverse slopes. Members of the Advanced Attack
Helicopter Task Force were asked their opinions regarding this limita-

tion; it was agreed that a 200-meter altitude would be reasonable for
this purpose,

In analyzing the position, the effects of forests on the observable
areas were considered. When forests overlaid the target point or
profile segment under amalysis, this reach was not included as observable
area. Also, when intermedlate forecis obscured the target point or
profile segment on the target side of the forest limits, the area subjected
to this shadow effect was not considered observable area disregarding
the forest effects (i.e., based on topographic masking only).

Distributions of observable areas were developed for each battalion
defensive line apprvach; this was done by averaging the results generated
for the three battalion positions analyzed in detail. Bad Hersfeld,
Fulda, and Meiningen positions are reported in Figures 6, 7, and 8
respectively. The vertical axis of each figure indicates the observable
area as percent of the total band area, and the horizontal axis indicates
the successive bands through the positions. The distributions considering
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the effects of forests (the lower line in each figur.) are by far the
more important of the two distributions shown, siuce they represent a
truer assessment of the approaches from the standpoint of air-to-ground
observability. Distributions disregarding the effects of forests are
presented for comparison purposes to indicate the incremental values
between the two sets of data. Figure 9 shows the average conditions for
the first defensive line; the results from the nine battalion positions
were averaged to develop the distributions shown. These distributions
show that the positions in the vicinity of the FEBA contain a relatively
higher percent of observable area. The percent of observable area
generally decreases toward the rear of the defensive line.

Average observable areas for individual positions, approaches, and
the first defensive line are shown in Figure 10, Observable areas are
indicated as a percent of the total area for all 17 bands. One set of
results was rased on topographic masks only (without consiceriag forest
effects), and another considered the effects of forests.

Comparison of results. A check of the point-by point analysis sought
to correlate the 18-point sampling results with those generated using the
continuous frontal analysis. Figure 1l depicts the results of this com-
parison. Results from the two independent analyses are compared for each
of nine battalion defensive positions. The fraction of target points or
area observable from masks were developed; one set of points considered
topographic masks only (without forest effects) and ancther included
forest effects. Results shown for the point-by-point analysis were gen-
erated using only frontal masks and limiting the sample to points which
required helicopter altitudes of 200 meters or less. Changing these
criteria causud the two methods of analysis (point-by-point and contin-
uous) to admit masks on the same basis and, therefore, made their results
comparable. Most of the paired estimates shown are remarkably close.

The poorest correspondence occurred for Bad Hersfeld position number 8§,
where the differences are 0.318 and 0.202 respectively for estimates
witheut and with consideration for forest effects. Bad Hersfeld posi-
tion aumber 8 was reexamined using a more closely spaced point-by-point
analysis (intervels of 200 meters instead of 2 km ), 153 rather thao 18
points were analyzed. Of the 153 target points, 100 possessed masks for
the analysis without consideration for forest effects; the result (0.654)
is consistent with that (0.626) estimated using the continucus analysis.
The results considering forest effects were also comsistent; the point-
by-point analysis estimated 0,386 compared to 0.354 for the continuous
analysis.

Effects of Forests and Built-up Areas as Masks. Up to this point
only topographic masks have been discussed, Vegetation has been con-
sidared only to the extent that it obscured targets. Vegetation, however,
as weil as built-up areas, can also be used as masks. In this regard
the masking potential of forests and built-up areas in the USAREUR/
Seveuth Army area was quantified in the second study conducted by ESSG.

Four categories of masks were identified and addressed. In descend-
ing order as to quality, thev were the rear edge of forests, interior
forest clearings, the front edge of forests, and built-up areas.
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As with the topographic area analysis, suitable helicopter firing
) - positions were considered to be located between 2,500 and 3,100 meters
: from potential target areas. An altitude limitation was imposed that
( ' restricted the helicopter from presenting a silhouette against the sky
that could be observed from the target. The observable area from each
control firing position was estimated by swinging two arcs--one at
3,100 meters and the other at 2,500 meters. Side limits were fixed at
the battalion position width extremities. When intermediate forests or
hill masses obscured the line—of-gight from a firing position, generated
results reflected these reductions.

N 3

Tal

Successive 600-meter bands were assessed similar to the continuous
frontal analysis. Observable areas were determined for each band from_
i each mask category. First, the area observable from firing positions
| ‘;i located at the rear edge of forests was determined; then, the additional
‘ S area increments for each of the remaining mask categories were estimated.
Yoo T Mechanically this was accomplished by placing successively, in descending
order of mask quality, map overlays on a mosaic delineating the observable
areas generated by the continuous frontal analysis. When a lesser quality
mask produced observable area coverage overlapping areas ascribed to
higher quality masks, the overlapped areas were disregarded. This
\ procedure resulted in a net increaseg of 4.7 percent of the total area
- that could be observed from forests and built-up areas in the Meinengen
approach. The Bad Hersfeid and Fulda approaches were not analyzed for
forest and built-up area masks; however, a general perusal of these
; approaches indicated that increases could he expected approximating that
h i - estimated for Meiningen.

Summary. The procedures used to extract masking data from topo-
graphic maps are straightforward but tedious. Despite this apparent
simplicity, data extraction, analysis, and interpretation involve a
number of subtletieg not the least of which are map constraints, search
constraints, and sampling procedures. It was asgssumed but net confirmed
within the ESSG study that topographic maps adequately represent real
terrain. The maps searched for masks provide only a two-dimensional
representation of real terrain. It was not known how well the maps
portrayed the terrain existing at the time the maps were made. Nor was
it imown how well the maps portrayed terrain as it exists now. No
terrain and masking analysis was done "on the ground." The maps provide
limited information about covering vegetation; gerial photo-maps were
used as an aid in adjusting other data for vegetation effects. Seasonal
3 effects of covering vegetation could not be directly assessed from
‘ available maps and other information. Map analysts necessarily worked
within all these prior cozstraints.

<A
il The visual search of maps for masks is liable to occasional error
! or differences ln interpretation. At the expenditure of much effort,

both errers and differences were very nearly eliminated. However, even
carefully prepared data are subject to limitations resulting from analysis

} using slightly different definitions of admissible masks. For example-—

- the upper and lower limits of permissible helicopter altitude, the
dimensgions of the search template, and the analyst's notion of facing
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forward relative to a target point. Fortunately, it was determined
through repeated trials that the study results were not critically sensi-~
tive to the possible variance in search technique.

Sampling of areas in the point-by-point method was done within the
standard template's "field of view." Many of the same areas (but only
battalion defensive positions) were also sampled along continuous poten-
tial target lines. The first technique is limited to the usual exteant
that a small sample can repregsent an infinite population. The second
is potentially in error by limiting its view to the front. The lateral - §
ridges within battalion defensive positions are such however that neither ‘-
of these sampling errors is as large as they might have been in more i
general or peculiar terrain. The study has not developed a general
figure of helicopter/terrain merit. Almost all the reported results are
expregssed in the form "fraction of targets lying within range of usable
masks." When the results are given for different ranges or different
areas, the unavoidable implication is that a higher fraction is a better
fraction. The measure is relevant but hardly a sufficient measure of
tactical merit. Reverse slopes too steep to be seen reduce the meagure
but may be so steep that tamks cannot travel them. Mask-like features
that are not usable for "pop-up" may, nevertheless, provide valuable
helicopter cover. Consequently, the more mask-like features that exist,
whether usable or not, the less likelihood of helicopter detection as it
executes an awmbush.
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\INTRODUCTION

> The modeling of ground-to-ground engegements and the air-ground en-
gagement in close ailr support is heavily dependent, if any meaningful
representaticn is to be made, on the determination of when line of sight
between the adversaries occurs, the detection time and other time compon-
enfs comprising the total exposure time of the adversarigg, The importance
{ /of ‘detection time has been recently acknéwléddgéd by thée Conduct of several
/ major tests in which the measurement of detection time and, in the case of
P* !/ the helicopter, the other time components of total exposure time was the
,ZT} ; principal data taking objective. The lists of tests is & long one cover-
P ing ground-to-ground detection under conditions of good* ? 2 and night® 5 @
i visibility, and air-to-ground’ ® under conditions of good visibility.
' Curiously enough, the reports of these tests cited have with one exception®
i (a modeling analysis) not been concerned in either their design or analysis
{  with the fundamental idees of search theory developed meny years ago.?
! - - Much of the theoretical modeling has bteen directed toward the concept of
- detection thresholds and thus has been concerned with target size, range,
contrast ratic and lighting levels to the exclusion of the major concern
of how long does it take to detect a target when it is fully visible. The
net result has been an empericism on the determination of detection times
from testing and ecclecticism in its application to war gaming models.
The requirement of current GRC simulations to make estimates of the engage-
ment outcomes of the helicopter ground engagement under conditions of day
and night, good and bad weather, posed the problem of anelyzing the avail-
&gble data under a systematic set of hypotheses in order that inference
could be drawn from tests of ground-to~ground target detection concerning
air-to-ground detection of targets of a different size and a different
level of activity. For example, test results® had shown in the ground-to-
ground case that moving targets could be detected faster than static tar-
. gets, yet when moving targets were detected from popping up helicopters
\  various outcomes were observed, either longer times if target coordinates
had been glven, the came time if they had not® or less time every once
in a while,” ?It is the purpose of this paper to show how the detection
_ e times used in the recent GRC simulations were derived from available data,
'f,';.f : how they were used, and the evidence of their efficacy in predicting tbe
A ocutcomes of the tests from which they were derived. The fundamental hy-
' ; pothegis of the analysis is that the detection time of ground targets by
ST the air or ground can be predicted from the area to be searched and the
o rate of search for a target, provided the target is within the threshold
i of wvision.
o
~

i , TEST DATA ANALYZED

~

A laborious, but certainly not exhaustive, analysis of the recently
101
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available experimental literature has been undertaken. Because of the
need for the record of the actual detection time measurements and a suf-
ficient test description for an estimate of the area of uncertainty of the
target's location with respect to the observer to be made, only a few of
the tests were ammenable to direct analysis. By far the largest and most
complete body of data on air-to-ground detections was from two of the ex-
tensive USACDEC 43.67 series of experiments.* Next in order were the
Warren Grove' tests, and others by BESRI® ® of night optics, the HumRRO
test® and finally tests from which certain selective inferences could be
drawn such as the Seventh Army Air Cavalry Troop Tests.®

The VASE tests consisted of a total of 204 trials in which a COBRA
or UH-1B helicopter equipped with one of three different types of stabilized
cptical sights was tested in the time required to por-up, detect, and sim-
ulate a TOW attack on a target array consisting of a VULCAN and 4 APCs,
whose target coordinates had been given to the nearest 1000 meters or the
nearest 100 meters in the UMT grid. The helicopter knew its position pre-
cisely and the targets were: at either 1, 2 or 3 kilometers; moving or
stationary; and in an open or cluttered background. Three helicopter
crews were used for each experimental treatment.

The Phase IV trials compared the COBRA (61 trials) and the CHEYENNE
(64 trials) in their ability to detect a target consisting of seven ve-
hicles at 4-5 km, (the long range detection), then move to a first engage-
ment at either 2 or 3 km, detect the same target, and finally move to a
second engagement position at the same range and repeat the operation.
Targets were moving or stationary in either an cpen or cluttered back-
ground. Three different crews were used on each helicopter.

The Seventh Army USAREUR Air Cavalry Troop Tests.®? These much less
well instrumented and nearer free play tests provided estimates of the
range at which a varlety of distributed ground targets were detected by
helicopters using NOE pop-up techniques to search for these targets. The
helicopters knew only the general position of the forward edge of the bat-
tle area as they engaged in thelr search for targets. The median range
of detection (based on 277 observations) was 285 meters and the mean
570 meters.

The Warren Grove Tests. These extensive tests of the detection time
by individuals using the unaided eye, binoculars, and night optics under
moonlight, starlight, and part-moon illuminstion provided information
fairly suitable for the inference of the search rates of a single man for
a moving and static truck, jeep, and man in the open. The data record is
incomplete, however it carefully defined the search area (a 62° fan), the
field of view of the optics and the test procedures for the static targets
and provided detection probability as a function of range for 30-second
search periods, Static targets were always within the field of view of

* USACDEC Experiment 43.6. This experiment consisted of & large number
of experiments or tests., Only two, the Visual Acquisition Systems Ex-
periment (VASE) and the Phase IV comparative tests of the COBRA and
CHEYENNE made direct measurement of both air-to-ground and ground-to-air
detection times of a single helicopter vs a VULCAN AD weapon, several
APCs, and lanks.
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tripod mounted optical devices, although the range and target type were
unknown to the observers. Moving targets (speed not reported) were only
indicated to the observer to be within the 62° fan.

Qther Sources

Other data resources are referred to to draw certain inferences.

Plots of data drawn by Ref 1 from USACDEC Experiment 31.1 of the detecticn
time for a static tank and a static APC and for two moving armored vehicles
are the basis for exploring ground-to-ground detection of moving and static
vehicles. In this test the area of gearch must be inferred. Correlative
inference (without detailed re-analysis, not possible from the reports) is
drawn from work of J, H. Banks, et al, at BESRI® ® and J. A, Caviness, et
al, at HumRRO.2

Data Reduction Hypotheses

Given that a target of area A is visible under lighting condition 1,
in a search area (called the area of uncertainty) a,, the probability of
detecting that target within time t, Pd(t) is defined as

TApn1

2d(t) =1-e 2u

is defined as the rate of search for the target.

t
where: rAbl
The freguency of detections is then

T

Abl
r - —— 1
£d(t) =-4§El e By
u

However, in the real world of human beings no such response is likely on
the instant the target area is presented, and there is an appreciable lag

r
in response, particularly for large values of 2?1 . In prior related

b
formulations of this problem such as by Bishop and Stollmack® the term tq
has been omitted. Tests of the exponentiality of the distribution, such
as by Caviness, et al®, have shown that it was not exponential, but was

r
characterized by a clear cut rgﬁe time, For the values of —%Ei that are

u
very small, the effect is probably of very little importance and can be

r
neglected. Thus for large _%?i the expression is modified to
!

!

(t-t,)
Pd(t) = 1l-e 2 (1)

where t_ is an empirical constant that, like r , must be determined
) o] Abl
trom test data.
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For an exponential distribution
“Abl _ 1 _ .69k (2)
a ———
u (%= to)  (tg=to)
where t = mean of the distribution
ty = median of the distribution

The scaling rule for r when there is a single element target is

= rAEbl2 (Al/Az) (3)

r
8,01y
No scaling rule on r is attempted for multiple element targets, be-
cause, for modeling purposes, the experimental targets for daylight good
weather had approximately the same numbers of elements as were being
modeled. Scaling of r for the number of observers s=earching the area of
uncertainty is based on an approximation of uncorrelated search,*

n _Pylemn) P ()
r_ ~ Pd_(tmm) ~ T0.50 (4)
where r, = rate of uncorrelated search of n observers
of an area of uncertainty
Pdl(tmn) = detection probability of one obéerver at the
median time, tm, of n observers
Pdn(tmn) = detection probability of n observers at the

median time = 0,50

Since all data available are for one or two observers, the result of this
assumption amounts to rl/r2 = ,586.

ay, Air-to-Ground and Ground-to-Ground Search

The area of uncertainty is the area that prior knowledge by the ob-
server bounds the area of search. An observer on the ground usually has
a search sector that is bounded in range by line-of-sight considerations.
The observers in a popping=-up helicopter have a similar problem if there
is no prior knowledge of target location., If there is target location
information then ay 1s defined by sum of the errors of target location,
helicopter knowledge of own location at pop-up (navigation error), and

the ability of the observers to utilize this information in directing their

search, For a stationary target, the aresa of uncertainty is defined in
terms of the CEP of the errors as follows:

B = T OE HF HP) mxlet), e 2 R e ()

*0f course if the observers have different assigned areas of search then
the problem reduces to the ratc of scarch by the cbserver over his as-
signed ares.
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where 8y = The area of uncertainty at Pd (t) = 0.50
X = CEP of navigation
y = CEP of target location
z = CEP of the combined range and angular estimation error
of the observers
R = range from observer to the target coordinates

If 2 median range estimation error c¢f 12% (corresponding to a 17%
mean range estimation error) is used then z can be expressed as follows:

ze_R"e° 6
N T's) (6)
Q

where ee = the median bearing estimation error in degrees

If Re (2 + 2 + 22 )2 then a condition of search over a sector obtains,

end a1 = S'rr(Rm)a/360 (7

where S = the search sector in degrees
Rm = median range of target detection
If the target is moving, a,; has another term dependent upon how much
knowledge the observer has of the speed and direction of motion of the
target and how "o0ld" the information on target location is at the beginning
of search., The general expression is then

a4 = (B +P +2 +B),Ro (R +yf +2 +&)

1
2

(8)

where & =[Ve(tu1 + tnila +[R¢e}3
Ve = error in the knowledge of target speed
¢, = error in the knowledge of target direction of motion-
radians
tn = time between the receipt of the target location infor-

mation and the initiation of search
Estimation of P4d(t)

Following the rationale of Ref 1, N observations of detection (for
constant a and r) are rank ordered as follows:

i

Pa(ty) = (9)

where Pd(ti) is a best estimate of Pd(t)

i is the rank order of the ith observation

Substituting expression (9) in expression (1)
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Abl _ N+L
a, (t-t)) = n (g5

If the measured detection time, t, is plotted vs 1n (ﬁgféi') and a straight

line is fitted to the data, t_ 1is the value t at 1n (N+1 ) =0 and t
N-i+l

. N+l | _ - N+L

is the value of t at 1n (N-i+l) = ,694. t is the value at 1n (N-i+l) =1,

} Tests of the Air-to-Ground and Ground-to-Ground Search Hypothesis .

USACDEC 43.6 Phase IV and VASE Tests. Table 1 is a test of the ade-
quacy of the foregoing hypothesis as applied to the Phase IV tests. In
22 of 2Lk cases the mean of the absolute value of the differences between
the predicted and the experimentally observed values of tg=to is 1.1
seconds, In two cases the result is not explicable in any set of terms
and the differences are quite large indeed (29.7 and 7.9 seconds). The
fitting was done by sequentially analyzing elements of the 22 cases. To
make this data reduction, several characteristics peculiar to this test
were used to determine a, and r, which space does not permit detailing.

[OOSR

e

The following 1s a comparison of the VASE Pt 3 test data with the pre-
dicted times using the same assumptions for ry, To, 8¢°, and V and t,
that were derived from the Phase IV analysis. In all the VASE tests x = 0
and z was estimated for 2000 meters, the mean of the 1, 2, and 3 km over
: which the data were pooled.

! Test| Statistic Target in open Target in clutter
Stationary Moving Stationary Moving
i q VASE
Pt 3 N 27.0 9.0 9.0 27.0 9.0 27.0} 27.0 9.0
y meters 19.6 196.0| 19.6 196.0| 19.6 196.0| 19.6 196.0
{ z meters | 117.0 117.0| 117.0 117.0] 117.0 117.0| 117.0 117.0
N t -t (meas)| 3.0 6.3 L5 561 8.9 134} LT 7.3
i t -t (cale)| 2.6 9.4| 5.1 16.9f 3.2 1L9| 6.5 =232
|
i
SRS The degree of agreement of the VASE tests with the predictive equations is
s much poorer than that of the Phase IV tests. The reasons probably lie in
the pooling of the data that was necessary, Those of the VASE tests were
1

pooled (for N=27) over 3 ranges x 3 fire control systems x 3 crews. For
: N=0 the data were for the same fire control system as was used in the
i Thase IV tests but pooled over 3 ranges x 3 crews. That of the Phase IV
tests was pooled over 3 crews x 2 ranges for one fire control system.
There is the possibility that dust affected the outcome of the VASE tests
] (run in November and December at HIMR) whereas it did not affect the
Phase IV tests run in April at HIMR. Reasonably good agreement (within
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1.5 seconds) occurred in only 3 of 8 cases. Substantive and unsystematic
departures of the observed from the predicted values occu.rred in five of
the eight cases.

Seventh Army Air Cavalry Troop Tests.® Most of the targets detected
were armored vehicles or groups of armored vehicles. The area in Germany
has evergreen forests and the tests were run in March. Thus when a detec-
tion occurred, the background could he considered as open. The helicop-
ters were using a NOE doctrine with approximately a 30-second pop-up.
Assuming, rg = 17,500 sq meters per second, the median detection time
using expression (7) is

% - nmx 28
m 2 x 17,500

For this value of tp, 944 of all detections would have occurred within 30
seconds or less. This inference suggests that the search rate for the
Air Cavalry Troop tests in Germany was ccmpa.ra.ble to that of the USACDEC
Phase IV tests at HIMR.

= 7.29 sec

Warren Grove Tests.* Table 2 provides a comparison of the detection
ranges measured in the Warren Grove tests and the search rate for a 220ft3
tank, ry, inferred from their data using the relation

rt(Ax/At)t
Pd(t) = l-e” ""E;'— (109

Presented areas gf the target were estimated as man 10 £, jeep 4O 3,
and truck 160 ft*. The increased ranges of detection with binoculars

over the unaided eye are primarily attributable to the experimental pro-
cedure, which placed the targets in the field of view of the tripod mount-
ed binoculars. The observer with unaided eye had only the krowledge of
the 62° layout of the target field. In fact it appears, on the basis of
the rather rough data, that the search rate with binoculars is less than
with the unaided eye. Data on moving targets is reported only for 7 x SO
binoculars for a 30 second sea.rch under starlight conditions. In this
case the field of view was 62°, Unfortunately the tester's hypothesis
seemed L0 be that detections would be made at greater rather than shorter
ranges. As a result very few detections were recorded. However, if it is
assumed that the search rate for moving targets was the same as for static
targets, the result achieved was to be expected. For exsmple, two detec-
tions in 16 attempts were mede on & moving truck at 770 meters and one
detection is predicted. One detection in 17 attempts was achieved at

500 meters and 3 are predicted.

Other Tests. The hypotheses used in reducing the Warren Grove* test
data are generally confirmed by Banks et al in Refs 5 and 6 where they
found that range of detection was increased as the area of search was de-
creased and that moving targets were detected "equally'™® in large search
areas, but in smaller search areas more moving than stationary targets
were detected. It would be of interest to rereduce these data of these
two references according to the hypotheses of this paper, however, it
would require access to the timing data.

In The Tank Weapon System*, Fig. 41 provides the detection time data
of single ground observers to detect a tank and an AFC in daylight at
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Table 2

COMPARISON OF DETECTION RANGES AND SEARCH RATES
OF UNAIDED EYE AND BINOCULARS
IN WARREN GROVE TESTS OF STATIONARY TARGETS

Moonlight Part Moon Starlight

Truck |Jeep { Man |{Truck | Jeep| Man | Truck | Jeep| Man

Estimate pres.
area tgtI-)ft? 160 | Lo 10| 160 ] w0 | 10 160 | 4 | 10

Unaided eye - field of view 62°

Lite level -

Ft. Cdls. 1.45 x 107 2,16 x 10~ 1.65 x 107
Pd(50)(m) i s1c | 225 | 130 | 430 | 205 | 105 | 320 | 110 | 55

7 X 50 binoculars - field of view 7.23° |

“r cae. | 6.2x 107 2.41 x 107 1.73 X 10™
Pd(50)(m) 950 | 570 }310 900 | 500 | 235 | 700 370 | 165

Rate of sear::i for 220 ft* tank (rt)-m’/seca'

Unaided eye W1 | 3480 {4648 | 3178 | 2889 3032 1760 832 | 832
Binoculars 1805 2606 {3085 | 1620 | 2005 1773 980 (1098 | 87k

a _ rt(Ax/At)t
Pd(t) = l-e &

for PA(30) = 0.5




v

based on this formulation as an aid in detvermining what data should be
taken and under what conditions it should be measured., Major immediate
problems of the authors knowledge are related to air-to-ground tests of
targe* detection time by fixed and rotary wing aireraft under varying
conditions of visibility. We at GRC have made estimates of the performance
of helicopters using the abnve formulation, but there is little data on
which to base poor wvisibility estimates., It is strongly believed that a
primary, if not the controlling, factor of the choice between fixed and
rotary wing aircraft for close air support is that of the range dependency
of air-to-ground engagements resulting from target detection time con~
siderations.
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I, INTRODUCTION

The implementation of advances in missile guidance technology are
reflected in the HELLFIRE missile program--~ a program designed to de-
velop a missile to replace the TOW as the helicopter's main anti-armor
weapon. As conceived and demonstrated by the U.S. Army Missile Command
(MICOM) Research and Development Laboratories, HELLFIRE may have several
modes of operation. Data required for an evaluation of the operational
utility of HELLFIRE and for comparing it with the TOW have been obtained
in various laboratory and field test, and from z series of on-going
experiments in the Laser Guided Missile Systum (LAGUMS) Military
Potential Test. Data from these and other sources provide an increasing
empirical data base for use in analytical evaluations.

|
i
|
'&'

-

Approximately two years ago, the U,S. Army Materiel Systems
. ( : Analysis Agency (AMSAA) envisioned the need for a model designed to
provide a procedure for combining these data to compare the effective-
ness and survivebility of the participants invelved in a team-on-team
engagement. In developing this model special emphasis was to be placed
on detailing the unique characteristics of TOW and four modes of oper-
ation of HELLFIRE., These four modes are:

."‘—\'-"““* -

. :z.a.ser)homing uged with a ground laser locator designator
GLLD),
¢ laser homing used with an airborme laser locator designator
(ALLD) housed in a scout helicopter,
® laser homing with the ALLD housed in the attack helicopter
(AH) from which the HELLFIRE is launched (the autonomous mode),
e optical contrast seeker (OCS) homing.

As envisioned, the model would simulate only the duel phase of an
engagement in a mid-intensity environment since it was believed that if
any one of the several modes was more (or less) effective than any of
the others, this information would be most easily discernible in this
. 3{ phase. The model which was subsequently developed has been named
! HELMATES .

!

To date the HELMATES model has been used in two efforts. The
first, an in-house effort, was a parametric investigation in which
simplistic engagement conditions were devised to allow a clear agsess-
ment of model sensitivity to input variation.
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The second, performed in response to a request from Headquarters,
U.S. Army Materiel Command (AMC), was made to provide team-on-team
level comparative effectiveness/survivability data in support of the
Combat Development Command (CDC) HELLFIRE Cost and Operational effective-
ness Analysis (COEA) which in turn was required for the HELLFIRI. Army
Systems Acquisition Review Council (ASARC).

A description of the HELMATES simulation development to date is
the objective of this paper.

II. HELLFIRE MODES OF OPERATION

The modes of operation of TOW and the four HELLFIRE concepts are
shown in Iigure 1. Digram A illustrates the scout helicopter detecting
the target and handing off the target location and activity information
to a TOW equipped attack helicopter (AH). The AH must acquire the
target, launch the missile and maintain the crosshair of his stabilized
sight (all systems have stabilized sights) on the target until missile
impact. He then drops behind mask. Tracking equipment on board the
AH messures the angle between the line of sight to the target and to
the missile position, then generates electrical signals which are trans
mitted by wire to the control system on board the missile which will
direct the missile back to the line of sight.

In the autonomous mode the AH is equipped with HELLFIRE missiles
and a laser designator. As with the TOW, the scout detects and hands-
off to the AH. The AH must acquire, lase, lsunch and then track the
target till missile impact as shown in diagram B. The missile homes
on laser energy reflected from the target. The TOW and autonomous mode
HELLFIRE both require the AH to remain exposed until missile impact.

In the remote designation modes shown in diagram C, the scout
with ALLD or the forward observer with a GLLD detect, call for the AH,
lase and track the target while the AH launches and leaves. The ground
designator may be tripod mounted or vehicular mounted. In this mode
the exposure time of the AH is reduced considerably, but the designator
operator must still remain exposed until impact. The merit of this
mode is that the AH need not visually detect the target before launching
the missile. This provides for intimate air-to-ground fire support.

A true fire-and-forget capability is provided by the 0OCS mode
depicted in diagram D. In this completely passive mode the missile
carries a TV camera and self-contained guidance controls. It homes in
on the visual contrast which the target makes with its background.
This form of terminal guidance has been employed in the “smart bomb"
series in Viet Nam. When the system is activated a TV picture is
presented to the pilo% and copilot on TV monitors. Also seen on the
monitor is a crosshair, The copilot, using a joystick control, uncages
the stabilized TV camera and places the target under the crosshair,
then engages a '"lock-on" switch. The missile control system will
identify the center of target contrast as its aim point and, upon
launch, generate guidance signals accordingly. Becausce CCS depends on

visual contrast, it is a dasytime only system.
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Since the aerial platform, the target and the znemy threat are
commonality factors with regard tc TOW or HELLFIRE employment, it
appears guite evident that in a mid-intensity environment where an
assault consists of three pheses: () nap of the earth approach to the
well-defined attack area; (2) unmask for the attack, then remask; and
(3) nap of the esarth return; the second phase, generally referred to as
the duel phase, should yield the most revealing information regarding
the performance of the alternative concepts. Accordingly, this phase
was selected for consideration in the HELMATES development.

III. SIMULATION DESCRIPTION

The essential elements of the duel phase provide the basis for
the simulation as shown in the model flow in Figure 2. A scenario whose
relevant characteristics could be modified by changing terrain and
weather related input data as well as by changing the AH employment con-
cept (the most essential variable) and whose enemy threat and target
description are realistic was deemed adequate. The generalized scenario
used in the HELLFIRE CCEA applicetion, for example, depicted a mid-
intensity conflict near Fritzlar, Germany. The attack took place during
the daylight hours with good weather prevailing. The selection of a
Fritzlar area offered two distinct advantages. First, a digitized
terrain model was available from which line-of-sight data had been
generated for previous studies. Second, the terrain features of one of
the Fritzlar areas were similar to those of an aree in the U.S. at which
helicopter air~to-ground detection times had been measured.

A tank target defended by an air defense gun, a shoulder fired
surface-to-air missile (SAM), and indirect fired artillery represent
the maximum threat which can be handled by HELMATES. The threat used
in the HELLFIRE CCEA spplication, for example, consisted of the T-62
tank (which was also the target), the ZSU~23-4 with the S-60 as an
alternate, and the SAM, :

As shown in Figure 2, time pleys an important role in the simu-
lation. One time-related essential element is exposure; i.e., inter-
visibility duration. During the time interval in which a moving tank
is exposed to s GLLD operator, for instance, the target must be detected,
the AH called in, thenm as the AH pops up the GLLD operator must designate
the target until missile impacts or until the tank enters mask. The AH,
after popping up, must detect the reflected laser energy, align the air-
craft, lauach the missile, then withdraw. If airborne designation is
employed, exposure time of the target msy be expected to be somewhat
longer because of the elevated position of the cbserver. Helicopter

. exposure time also varies from one HELLFIRE concept to another. The

AH exposure time is expected to be longer, for instsnce, for the autono-
mous mode in which designation till impact is required than for the 0CS
mode in which the AH can withdraw immediately after launch.

The second time-related essential element is responsiveness.
Responsiveness is simulasted in HELMATES in the form of time intervals
separating evenls. OOk exampies are:
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break mask to detect,

detect to lock-on (acquire),
lock-on to launch (fire),
station-to-station communication.

Both human hardware responses, measured or estimated, are pre-requisites
to carrying out a comparative evaluation and therefore must be contained
in the simulation process. The HELMATES simulation provides for handling
response time distributions as well as expected values. Relevant
response time distributions for the TOW system were obtained for the
HELLFIRE COEA application from CDCEC Attack Helicopter Experiment 43.6
conducted at Hunter-Liggett Military Reservation, Fort Ord, CA.

Response time distributions for the laser concepts were based on data
obtained from 43.6 and from the lLaser Guided Missile System (LAGUMS)
Military Potential Test (MPT) which was conducted at Hunter-Liggett.
Response times distributions for the optical contrast seeker concept were
based on data obtained from earlier flight tests of OCS concepts. Like-
wise, tank time distributions are based on numerous field experiments.
Enemy threat capabilities are obtained from the intelligence community.
For the COEA application, log normal distributions -were fitted to the
empirical data by CDC, Ft. Leavenworth for use in the investigation.

The HELMATES model has, however, bteen designed to accept any distribution
form.

A third time-~related essential element is motion of the partici-
pants., The effect of movement on exposure (intervisibility duration)
was discussed earlier. Just as important, however, is the ability of
the attack helicopter to take evasive maneuvers while exposed; particu-
larly when TOW or the autonomous mode HELLFIRE is employed. Provision
is made in the HELMATES simuwlation for the attack helicopter to perform
empirically validated post-launch maneuvers. The evasive maneuvers
employed in the COEA aprlication, for instance, were based on information
obtained in a lateral maneuver flight test conducted at the Edwerds Air
Force Flight Test Facility.

Distance represents a fourth essential element which is often
time-related. Of great importance is the range-dependent flight time
of the missile. Flight time affects the exposure time of the attack
helicopter when either TOW or autonomous HELLFIRE is employed, Missile
flight time also affects the exposure time of the scout or ground bhased
forward observer wnen one of the remote designation modes is employed.
It is noted that not all distance parameters are time-related. Examples
of such parameters are: offset distances between elements of an enemy
threat and the maxdmum lsunch range of the TOW or the OCS HELLFIRE.
(The maximum launch range for TOW is determined by the length of the
umbilical wire wheresas the maximum leunch range of the OCS is a function
of the resolution capability of the TV system).

The HELMATES simulation is a Monte Carlo simulation which creates
on each replication an event-time history for a specific alternative
system. This event-time history is created by sampling frow time
distributions examples of which are mentioned above.
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The two boxes labeled "Time" and "Duel" have been used in the
model flow in Figure 2 to represent the simulation steps involved in
each HELMATES replication. The last box on this chart, the one labeled
"Results," deals with the determination of the relative frequency of
occurrence of critical events determined over a fixed number of repli-
cations. A more detailed description of the results is given in Section
V1 "Measures of Effectiveness."

——— e m

3

i IV. EVENT TIME HISTORY

; As stated previously, the HELMATES simulation creates for . each

; specific alternative system an event-time history on each replication

{ by sampling from time-interval distributions. Figure 3 depicts, in

. terms of the variables, the event-time history for the HELLFIRE laser

| system when it is used with a ground laser locator designator (GLLD).

3 Similar time charts for the other HELLFIRE options as considered in the
SRR HELLFIRE CCEA application appear in AMSAA Air Warfare Division Interim

Note No. L2, "Application of the HELMATES Model to the HELLFIRE Cost

B and Operational Effectiveness Analysis, Volume I: HELMATES Engagement

\ Analysis." Only the HELLFIRE (GLLD) time chart is discussed in this

1 section.
}

As shown in Figure 3, the simulation clock begins at the instant
of intervisibility between the ground designator operstor (G/D) and the

) tank target (TK) and is tentatively scheduled to stop at time top ¥hen
y the tank will enter mask relative to G/D. (As the simulation advances,
R however, this "stop" time msy be changed.)

The first critical event occurs when G/D detects TK ‘at time t ..

Next, G/D calls for a HELLFIRE leser attack. (HELMATES has been provided
with a maximum capability of five links in its communication net.) At

time to + tPO the communication link up is completed and the AH begins

to break mask. At some time prior to the time the AH reaches altitude
the GLLD should be activated. In Figure 3 this time is represented by

the time interval AtIL measured relative to when G/D detects TK. At

time to + tPO + t3 the AH will have detected the reflected laser energy

(at the end of the first link in t3) ir

o AH is yet swrviving,

e G/D is yet surviving,

¢ TK is yet unmasked,

e neither of two abort rules have been satigfied.¥®

S
Y
P R Ly L

As soon as the launch tekes place AH can seek cover (time interval

Meximum exposure time for AH is therefore to + tPO + t3 + tll'

A
~
- s A

tll).

*The abort rules are discussed in Section V "Options."
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Particularly important event times occurring during the duel phase
of an assault are the times at which a missile is launched, bullets are
fired, and a target is hit. That portion of a simulation which deals
with exchange of fire is represented in Figure 2 by the box labeled
"Duel." The essential elements of the duel requiring simulation are
participant effectiveness potential and vulnerability.

Effectiveness potential, as used here, refers to the weapon-
related data involved in determining hit probability. Generally, hit
probabilities for gulded missiles are generated outside effectiveness
models. Accordingly, the HELMATES simulation was designed to accept
hit probability numbers, for both friendly and enemy guided missiles,
which were generated from other sources. Hit probabilities for the
guided missiles used in the HELLFIRE COEA were generated at AMSAA.

An air defense gun submodel for generating hit probabilities is
included within the HELMATES simulation.* The reagson for this is that
hit probability is a function of the degree to which the helicopter is
maneuvering which in turn is a function of assault time. (The greatest
opportunity for an attack helicopter employing TCW to perform evasive
maneuvers is during the missile in-flight phase of the attack). The
essential sir defense gun characteristics employed in the submodel are:

caliber and type of charge,

rate of fire,

bullet velocity, .

tracking errors (bias and random),

range estimation error,

ballistic error (round-to-round dispersion),
slewing and tracking rates,

fire control time constant.

A more complete description of this submodel is beyond the intended
scope of this paper. :

Vulnerability, as used here, refers to either vulnersble aresa data,
if the lethal mechanism is a bullet, or probability of kill given a
hit data, if the lethal mechanism is a missile. Generally, this informa-~
tion is provided to AMSAA by the Ballistic Research Laboratories (BRL).
Accordingly, the HELMATES simulation was designed to accept vulnerability
data (in tabular form) from cutside sources. The vulnerability data used
in the HELLFIRE COEA application was furnished by BRL.

Fo.lowing the establishement of an event-time history in a HELMATES
replication, the probability of success of each event taken in sequence
is determined within the HELMATES simulation process. Then, by means
of Monte Carlo techniques, each event is declared to be either a success
or failure (an attack helicopter, for example, is defeated at some
specified instant before launching a HELLFIRE laser missile) and appro-
priate adjustment, available as options, are made (the remote airborne
designator operator, having observed that the attack helicopter could not
launch the HELLFIRE laser missile, seeks mask for the scout helicopter).

%also included in AMSAA's EVADE and TRIAD models
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Flight time for HELLFIRE is represented in Figure 3 by the symbol
tog Once the missile has impacted, G/D can take cover (time interval

t..). Maximum exposure time for G/D is therefore t. + t_ . + t. +t_ +

o] PO 3 ™

From Figure 3 it is clear that when to + tPO + t3 + tFM is greater

than tTD the missile cannot reach the tank in time to defeat it, Also
as soon as G/D and AH ahve rétwmed to positions behind cover (or are
defeated) the HELMATES clock stops even though this may occur at some

time before tTD'

In HELMATES, detection of G/D is expected to occur as & result of
the designation beam being detected. The TK and possibly the rapid fire
weapon (RFW)* are expected to be equipped with laser de*zaction devices.
In Figure 3 tl is the detection time of G/D by TK relative to the time

the designator is activated and ts is the time interval elapsing between

when TK detects G/D and begins firing. Thereafter TK fires in HELMATES
at its average rate.

Two options are available in HELMATES for RFW to begin firing.
The first is a result of detection information supplied by TK (time
interval t6) whereas the second follows a separate detection (time

interval tGA) and acquisition (time'interval_tsB) route. Again average
rates of fire are employed.

Indirect fire can be initiated by artillery (ARTY) at any time in
HELMATES as indicated by the open end of time interval t7 in Figure 3.

A SAM missile and one air defense gun (AAA) are threats to the AH
once it breaks mask. Relative detection time of AH by TK is dencted by
t,; relative acquisition time by t),. The symbols tg and té are used to

denote, respectively, relative detection and acquisition times of AH
by Sm’

V. OPTIONS

In an attempt to cover some of the "soft data" inadequacies
inevitably associated with models at the team-on-team level and sbove,
several options** have Deen provided within the HELMATES structure.
The first group of c¢ptions deals with planned aborts. Examples sare:

o The AH will abort if it does not detect its target within a
given time interval, such as 20 seconds.

e The AH will abort if it detects AAA fire before launching its
missile.

*Currently, the rapid fire weapon is being simulated as a ZSU-23-k,

%% Game rules which may be suspended when desired.
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® The AH will abort if the remote designator operator is
defeated before missile launch.

e The remote designstor operator will abort if the AH is
defeated before launch.

The intervals of time for sborts are represented by t and tlh (showm

in Figure 3) for the attack and scout helicopters and GLLD operator,
respectively.

The second group of options deals with evasive maneuvers.
Examples sare:

e The AH will perform evasive maneuvers while guiding TOW or
HELLFIRE (employed autonomously) to impact.

© The TK will continue on its prescribed path throughout the
engagement and will not seek mask as soon as it detects that
it is being lased (the time interval t__ in Figure 3 is

employed when this option is suspended).

The final group of options deals with targets for the enemy threat.
Examples are:

e TX fires on either the attack or the scout helicopter, which-
ever is closer, '
e If only one automatic firing gun is available, it will provide
" air defense (and, specifically, will not attack the GLLD
operator).

VI. MEASURES OF EFFECTIVENESS

As previously mentioned, the final step in the HELMATES simulation
is the determination of the effectiveness of the HELMATES participants.
Primary* measures of effectiveness are:

® probability AH is defeated by each threat,

o probability the scout helicopter (or the GLLD operator) is
defeated by each threat.

e probability the missile is launched,

e Tprobability TK is defeated.

These probabilities are obtained, of course, as relative frequencies
by the HEIMATES Monte Carlo process, An analysis of the sensitivity
of these relative frequencies to the number of replications used has
been made.

¥Expected times of occurrence of critical events and other probabilistic
information are also obtained in.the HELMATES output.
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VII. COMPUTERIZATION

The HELMATES model was designed for the CDC 6600 computer.* Its
. language is FORTRAN IV. Its core requirement is 110 K words (60 bit
words). Execution time, based on the runs made for the HELLFIRE COEA
application, varies from 15 to 200 seconds for 800 replications per run.

.. VIII. GSUMMARY

~

S~

™~
““—xConsideration has been given to the duel phase at the team-on-team

level of an AH mission. The HELMATES model has been introduced es an

example of the type of simulation which is required for survivability/

effectiveness comparison of TOW and HELLFIRE systems at this level.

The features of this model are::

® éit is designed to accept, as input, data as it is retrieved
from field tests such as U43.6 and the LAGUMS Military Potential
Test.

e It is gensitive to this input in comparing the survivability/
effectiveness across the alternatives,

e It provides an indicator for measuring the limitations of the
regpective systems in their tactical employment.

N
)

#It also has been adapted to the BRLESC computer located at AMSAA,
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ANALYTIC MODELS OF AIR CAVALRY COMBAT OPERATIONS

David E. Thempson
Vector Research, In;orporated,

N

AN 1.0 INTRODUCTION

This paper describes two analytical models of air cavalry combat
operations developed by Yector Research, Incorporated, for the Systems
Anmalysis Group, U.S. Army Combat Developments Command (VRI, 1973). These
models were developed to describe the dynamics of combat between attack
helicopters and ground elements in two types of engagements: one involving
attack helicopters in support of an armored battalion task force engag-
ing an appropriate opponent; and the other, an independent attack of
ground elements by attack helicopters. Section 2.0 discusses the inde-
pendent helicopter attack {IHA) model .. and section 3.0 treats the
battalion task force models.

=
2.0 THE MATHEMATICAL MODEL OF INDEPENDENT HELICOPTER ATTACKS

This section describes mathematical models of an independent attack
on ground targets by attack helicopters. The models are analytic, rather
than simulatory in nature, producing the probabilities of survival of
weapons on both sides.

This sectien is organized into four sections. Sect1on 2.1 describes the
mili{tary situations, section 2.2 outlines the mathematical model, section
2.3 states the data requirements of the model, and section 2.4 describes
the IHA computer program that implements the model.

2.1 The Military Situation: The independent helicopter attack (IHA)
model depicts an attack by a Blue attack helicopter unit, acting inde-
pendently of Blue ground elements, on a Red armored or mechanized
formation; a situation which might arise, for instance, in the performance
of a screening mission. The scenarfio treated in this model begins with
the attack helicopters at an assault position -~ a position where the
helicopters deploy before engaging the target forces -- and after the
forormation and command/control elements have made their reconnaissance
of the target area and selected firing positions and targets.

Although the model was principally designed for the case.in which
the helicopters attack in mass, employing mask cresting and standoff
techniques, 1t can be used for cases in which the helicopters employ
running fire. In the mask cresting situation for which the model was
originally designed, the helicopters emerge from covered positions simul-
taneously (or as nearly simultaneously as possible) and acquire (or fail
to acquire) their targets. They then fire their missiles and remask
or fire their cannon for a 1imited time and then remask. The intelligence .
and command/control elements then coordinate the continuation of the attack
using the same basic tactics. In the running fire situation, the helicop-
ters use cannon only and maneuver while firing. The engagement of firing

periods are typically somewhat longer.
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There is no basic model limitation on the types of weapon systems
which participate, although the model data may be generated by different
techniques for different kinds of weapons. The helicopters are assumed
to fire at and be fired at by up to nine different groups of weapons,
and also to fire at weapons which are not effective against them, and
are treated only as targets. The total numbers of weapons is 1imi ted
only by available computer storage.?!

2 2 The Mathematical Model: Because of the possible small numbers of
attack helicopters (AH's) in operating units, a probabilistic (stochastic)
description of the AH combat activity was selected. Accordingly, the
model describes the history of the combat activity in terms of the joint
probability distribution of all surviving forces (AH and all active
ground types) and the fire delivered to other targets. That 1s, the
model is designed to answer the questions: "At time t, what is the
probability that there are xj AH survivors and x? Red sqrv1vor§ from
group two, x3 from group 3, ..., and xqg from group 10?" and "Given
that at tirme t there are xj AH survivors and x2 through xjo Red sur-
vivors fre groups 2 through 10, what is the conditional expected amount
of AH fire which has been directed at Red targets other than the active
weaponc in groups 2 through 10?"

The remainder of this section presents the structure of the basic
process model.

An aralysis of the mask-cresting tactic lead to the model structure,
whose features are:

(1) That combat occurs in distinct periods during each of which
the behavior of the engaged forces, conditioned upsn their
surviving strengths, is governed by an identical process, and

(2) That each AH can kill more than one target in a period only
with negligible probability.

The first of these features suggested a Markov chain model of the
process, and the second was used in determining the form of the transition
probabilities. The model structure requires that we generate the single-
step transition probability matrix for the Markov chain on the states
{x ?. Then, 1f one can determine the transition matrix, one can generate
thé survival probabilities at the beginning of each unmasked period
from the initial strengths X1sever X1 Complete, detailed mathematical

methods to generate the exact form of the transition prebabilities exist,
but are not computationally feasible. In this project, approximations
to the transition matrix were developed to make computer programming
possible, Descriptions of these approximations are given in VRI (1973).

Two items of data were used in developing the transition probabilities:

-

1
Engagements with numbers of weapons significant orders of magnitude

greater than 15 might be better treated with the deterministic models
described in section 3.0.




(1) the rule for allocating AH's to targets,! and

(2) the expected number of opposing weapons which a weapon system
can destroy in an exposure period, given they follow the
tactics which they would follow in combat, but accomplish no

attrition of the firing weapons (this is th 1
of achieving a kill for AH'S).2 ( s the total probability

2.3 Data Requirements: The models as programmed in the IHA program re-
quire data wE?cE Ts a significant level of abstraction above the basic
hardware detail of the weapons. In addition to the initia) weapon strengths,
the program requires
Ay @ the total expected kills of AH's by a Red weapon of
group 1 in a single exposure period, and

Py = the total probability of ki1l for an AH firing at a
: target in group 1.
The A{'s and py's might be estimated from experimental or historical data
if it becomes available, but must currently be generated from more basic
data which are either measurable or capable of estimation or prediction.

The p{'s may be predicted as a function of simpler probabilities in

accordance with the following formula (or any analogy appropriate to 2
slightiy different set of weapon system parameters)

Py ™ PaPLPFPx
where _

Py is the probability that an AH actually acquires its target in
group 1 within appropriate tactical 1imits on time and including
the effects of range, target visibility, and possible operational
failures,

PL is the probability that an AH can and does launch its ordnance
against its target after it acquires it, including all effects
of reliability, weather, and operational failures, o

pp 1s the probability of successful flight (given a launch), of the
AH's ordnance, taking all range and other effects into account,

and
is the probability that ordnance which flies successfully will

P
K ki1l the target, taking range and other effects into account

1pond for programming purposes, we have assumed that the rule is a priority
rule, identifying target groups in priority order, such that AHH's will be
assigned on a one AH per target basis in priority order.

2This is directly parallel to the attrition rate concept of the differential
models in section 3.0.and can be developed in a similar manner.




(this parameter may sometimes be treated as the product of a
hitting probability and a kiil-given-a-hit probability).
The Ai{'s, the expected numbers of passive AH's which a Red weapon
can ki1l in an exposure period, can be determined from any detailed
model of weapon performance. Possible methods include the use of the
' attrition rate models usuaily associated with the differential combat
| ‘ , models or the use of the attrition rate from the air defense gun analytic
I i model presented in Bonder and Farrell (1971). The attrition
! rate formulae are presented briefly in VRI (1973), and in great depth in
: Bonder and Farrell (1970). , -

: 2.4 The IHA Program: The mathematical models presented in section 2 are

1 o impTemented by tﬂe THA program. The program accepts an initial force
C strength vector in terms of the number of AH's and of each Red weapon

group from 2 to 10. The Red weapons may be grouped in any way in which
each group has a reasonable degree of homogeneity in its performance
o data and the performance data of the AH's against it. It also reads the
T Pi's, the Ai's, a target priority for selection of targets by AH's, and
i E tke number of periods for which it is to compute and display results.

: The output from the model is a trace of the survival state proba-
bility, the expected lethality to passive ground targets, and the mean
survivors for each period, up to the maximum the program is to run.

3.0 THE AIRCAV DIFFERENTIAL MODELS

. : ) Section 3.0 provides a general description of the AIRCAV differential
' f model programs (VRI, 1973). There are two differential model programs in-
corporating AH and ADW activities, differing principally in the detailed
assumptions and logic of their ground scenarios and the format of their
data bases. Both models treat a battalion-level engagement between Red
l , and Blue forces, with Blue forces including attack helicopters in direct
R support and Red forces including air defense weapons (ADW's). These pro-
o grams were constructed as modifications of the existing Bonder/IUA dif-
ferential model programs (Spaulding, 1971) treating ground combat without
3 AH support. The scenarios were therefore constructed as modifications of
basic ground combat scenarios. .

3.1 Ground Scenario: The ground combat scenarios reprasent a Blue
armored battalion task force, which can be either attacker or defender,
in combat with an appropriate Red force. The defending force is deployed
in fixed, defilade positions while the opponent conducts the attack along
three major axes with up to four predetermined routes-of advance per axis.
i o Maneuver weapons on each route consist of tanks amd armored personnel
S carriers, which are supported by long-range and medium-range antitank
: weapons employed 1n fixed positions as overwatch weapons. Medium-range
antitank weapons are allowed to dismount from maneuvering APC's at point
along the attack routes. Defending weapons also consist of tanks, APC's
and antitank weapons. Indirect fire from artiliery is played for both
sides.
A complete description of all movement, terrain 1ine-of-sight, and
concealment is taken as input by the programs. The maneuver weapons
follow the pre-planned routes in accordance with this description, and may
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fire when they are not moving and are ins!de a range chosen for allowing
fire, or if they are moving, have a moving-fire capability, and are
within a range chosen for allowing moving fire.

Fire is directed only at targets which have been acquired, with
acquisitions occurring as a result of either pinpoint or non-firing
detection. Targets are chosen from those which have been acquired in
the order of a priority which 1s fixed throughout the battle and 1s
based on target type and location. For a given round-target combination
the accuracy, lethality, and timing of the fire are dependent on such
firer-target statuses as velocity, cover, range, etc. The AIRCAVS
model treats two processes not treated in AIRCAV1 - direct-fire sup-
pression and area-effects kills of weapons with exposed crews.

These underlying ground combat scenarios and their detailed
assumptions are based on situations developed for use in various studies
using the Independent Unit Action (IUA) Monte-Carlo simulation model.
The two programs use scenarios and assumptions from different studies
which have used the IUA, Specifically, the two programs are

(a) AIRCAV1 which plays the IUA scenarios used in the TATAWS III
study (USACDC,; 1968), but also uses data from the MBT-70
Producibflity/Cost Reductfon Study (Battelle, 1969).

(b) AIRCAV5, which plays the scenarfos and weapons mixes of the
Antitank Weapons Systems Requirements (ATMIX) Study
(USACDC, 1970).

The models developed in this program are not Monte-Carlc simulations,
but are deterministic analytic models. Although many probabilistic
arguments are contained fn this formulation, the output of the model is
a deterministic trajectory of the surviving numbers of forces.

3.2 Differential Methodology: This section describes the mathematical
methodology of the 31??erent¥a1 models of combat. A detafled discussion
of the mathematics of the different{al models of combat 1s given in
(Bonder and Farrell, 1970). :

For convenience, names are assigned to the numbers of different groups
of systems in each force. Let
mj(t) = the number of surviving Blue units of the 1th'group at
time t (1 =1,2,...,I), and’
nj(t) = the number of surviving Red units of the jth group at
t1me t (j "1,2...0,\]),

where different groups are determined by their differing abilities to
attrit or be-attritted by wespon systems of an opposing group. Mathema-
tically, these assumptions take the form of théifollowing coupled sets of
differential equations. '
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dn.(t)

[’ | - - Z Agy(timy(t) for § = 1,2,...,d

i=1
i . dn, (t) J .
E | Z Byq(tny(t) for 1 = 1,2,...,1

where

Aij(t) = the utilized per system effectiveness of systems in the

1th Blue group against the jth Red group at time t. This

is called the Blue attrition coefficient,

o A eam sehiee aaammn e s s

Bji(t) = the utilized per system effectiveness of systems in the
jth Red group against the 1th Blue group at time t. This
is called the Red attrition coefficient.

The attrition coefficients (A1j and Bj1) are, as one would expect,

- complex functions of the weapon capabilities, target characteristics, dis-
Ef ‘ tribution of the targets, allocation procedures for assigning weapons to

i targets, etc. The model attempts to reflect these complexities by
partitioning the total attrition process into three distinct ones:

(1) The effectiveness of weapons systems while firing on 1ive

i j targets,
S -fi
|
|
y

(2) The allocation procedure of assigning weapons to targets, and

(3) The effect of terrain on limiting the firing activity and
on mobility of the systems.

These effects are included in the attrition coefficient as
A1j(t) = aij(t)e1j(t) [3]
. *' Byj(t) = 8y(t)hy (t) . [4]
W where
' “1j(t) = the attrition rate, the rate at which an individual
" system 1n tha 1™ B1ya aroup destroys 3 qroup Red

targets at time t when it is firing at them.
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eij(t) = the allocation facter, the proportion of the 1th Blue
group systems assigned to fire on the jth group Red
targets at time t.

Similar definitions exist for the components of the Red attrition co-
efficient, 331'

The methodological basis for calculating the allocation factor, eij(t),

is situation-dependent, since it depends on what assumptions are made con-
cerning target selection doctrines in a given application. The factor
not merely reflects target availability, as Timited by 1ine-of-sight

~and acquisition, but also reflects any attempts made by a firer or group

of firers to allocate their fire to targets which are in some sense
valuable and against which their weapons are effective.

If the stochastic sequence of times between successive kills hy a
weapon system (against a passive target array) 1s a renewal process, it
has been shown that the appropriate attrition rate for use in the dif-
ferential models is the reciprocal of the mean time between kills.

See Bonder and Farrell (1970) and Barfoot (1969). B8y definition,

ey & -TT—-,—T" ‘ (5]
[¢2 2 »

where E(T1j|t) is the expected time for a single Blue system of the ith

group to destroy a passive jth group Red target, given the battle con-
ditions of time t. Formulae for the determination of attrition rates
from more elementary weapon system data have been published elsewhere

 (Bonder and Farrell, 1970) for systems using several firing doctrines.

Sections 3.3 and 3.4 below briefly indicate the nature of the :
research performed to derive attrition coefficieats for attack helicopters

and air defense weapons in AIRCAV. Formulae for attrition rates for other
systems are given in Bonder and Farrell (1970).

3.3 AH Attrition Coefficients: Earlier, the Blue attritfon coefficient,
l1jlt). was shown to be the product of an attrition rate and an a11ocat1?n
factor. The purpose of this section is to derive attrition rates for AH's
behaving according to the assumptions 1isted below. '

A full 1ist of assumptions concerning the incorporation of AH's and
ADW's into the IUA scenarios is given in VRI (1973). The AH attrition rate
can be derived from the following three of those assumptions:

(a) Maneuver. AH's will operate independently of each other in their
masking and unmasking maneuvers. Coordinated, simultaneous mask-
ings and unmaskings are ruled out.
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(b) Target §e1ection. AH's will independently attempt to acquire
targets® and will fire at the highest priority target found in
a fixed period of time (with the priority 1ist and time period
as {inputs, and the input time period representing the time from
mask-cresting to readiness for weapon launch), or if no target
has been acquired the AH remasks.

(¢) Firing doctrine. AH's will fire only one missle per exposure.
Secondary armament is used in burst mode, and a single target
is chosen for all rounds until it is killed or the AH remasks.

In the Bonder/1UA (ground weapon-oriented) models the attrition rates
of ground weapons are taken to be a function of the weapon systems' sta-
tuses and are varied as the cover, velocity, etc. vary. In modeling the
AH's attrition of ground targets another approach is taken. In the old
approach the various status conditions varied in a complex deterministic
manner which could not reasonably be evaluated by any technique but direct
computation. In the AH case, the AH statuses vary in a random, but much
more foreseeable way, and their variation may be reaso.ably analyzed be-
fore combat computations. For this analysis it is necessary to use AH
tactical rules, AH performance data, and terrain mups to generate a de-
scription of assault position-to-firing position flight times and times
between exposure periods. Accordingly, the AH attrition rates are average
attrition rates over the complete AH maneuver pattern.

A detailed mathematical derivation is given in VRI (1973), but the
basic approach is to treat AH unmaskings and maskings as an alternating
renewal process. The mean time between ki11s of ground targets follows
immediately from this assumption, assumptions (b) and (c), above, and
appropriate performance data.

3.4 Attrition of Attack Helicopters: Earlier, the Red attrition coeffi-
cient, Bj1(t), was defined as tEe product of an attrition rate and an
allocation factor. Whether a Red ground weapon is engaging a Blue heli-
copter or another ground weapon, the attrition rates and the methodology
for allocating firers to targets described previously are also applicable
when targets included helicopters. The aliocation factor, however, is a
function of the probabilities of acquisition against all a firer's target
groups, and the algorithm previously used in the differential models for
acquisitions between ground weapons is not applicable to calculating the
probability of acquiring helicopters that behave according to the modeling
assumptions of the AIRCAV models.,

1

Observation helicopters do not participate in the combat dynamics,.but
their presence is reflected in acquisition data input for attack heli-
copters.
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Between ground weapons the AIRCAV models treat line-of-sight (LOS)
deterministically -- given the coordinates of observor and target the cover
status of the target is determined uniquely from an analysis of the terrain,
The AH exposure status must be treated probabilistically, however, since
the durations of the masked and unmasked intervals are random variables.

Treating AH exposures as an alternating renewal process, the pro-
bability a ground observer has a particular AH in an acquired state can be
determined ?the acquisition process is considered Poisson), and the pro-
bability at least one AH in an aggregate is acquired follows directly from

%?e i?dependence assumption, (a). A detailed derivation is given in VRI
973).
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7052 SIMULATION MODEL

Dr. Joseph Budelis Ir, David Eyestone 1x, Sanuel CGuile

.‘ ‘ US Army zlectronics Command

\

I. 3rief Deseription of the TOS2

NI

The TOS2/is the Operable Segment >f the TOS (Tactical Operations
System)., The TOS is a Management Information System for Tactical
Operations of the Army in the field. Its purpose is to assist
commanders in the making of tactical decisions in a timely manner,
It is expected to provide a secure capability for receiving, processing,
storing, retrieving, displaying and disseminating tactical information.

The T0S2 differs from the TOS in that: (ﬁf‘the division level is
the highest level at which it operates; (#4) it performs functions only
in the two areag =~ FRENSIT (Friendly Unit Situation) and ENSIT (Enemy
Situation).

Figure 1 shows the TOSC configuration. At the company level,
cormunication to the computer centers is accomplished via DMDs (Digital
Message Devices). DMDs are contemplated for use in the T0S2 as input
only devices. At and asbove battalion level, MIODs (Message Imput/Output
Devices) are used. Each MIOD includes a keyboard, a CRT displs;’ and a
printer, At Brigade and Division levels are located GDDs (Group Display
Devices), which include an Electronic Tactical Display and a Digital
Plotter Map. Each Division has a CCC (Central Computer Center), a DRCC
(Division Remote Computer Center) and a BRCC (Brigade RCC). The RCCs link
the user I/O Devices with the TOS2 data base located at the CCC. To model
the T0S2, SAM, a simulation package develcped by Applied Data Research, has
been used, The next section dizscusaes SAM,

II. Introduction to SAM (System Analysis Machine)

"SAM" refers tc the complete similatlon package as w:1ll as the
language uged in the package. SAM is a discrete avent zimmlator. This
mesns it is:

8. A next event vs fixed increment type of simmlator, This relates
to the time-keeping mechanism, SAM uses a future events chain rather
than advancing the clock by a fixed increment and checking for event
occurence. '

b. ' A discrete vs a statistical (or Monte Carlo) type of simulator.
A discrete type steps through tasks in a sequential manner as they would
be performed in a "real gystem!'. A statistical type aggregates individual
events, e.g., it may use mean Job time rather than finding the amount
of time required for & specific Job or Job type. The distinction is
often one of the level of detail =~ in the discrete event simulator you
may define mean computation times or mean processing times,
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Use of a discrete event simulator is desirable for study of the OS
(Operating System) in a multiprogramming emvironment (which is what we
bave in TOS?).

What characteristics of SAM make its use deairable for the modeling
of computer systems? It contains:

a. ‘Ingstructions -~ which model the logic of computer programs or
software,

b. Declarators -~ which are used with instructions to model
prograns and to describe hardware, I/O files and Job processing
philosophy of the computer system being studied.

c. A third type of statement contained in SAM is the Directive.
Directives control phases in the SAM simulation process. Examples are
START-TIME and STOP-TIME,

SAM modularity gives us flexibility; e.g., separate modules are used for
hardware, for programs, and for files, Revisions can be made to individual
modules without altering the rest of the model,

There are 18 SAM reports available which provide performance
statistics appropriate to computer systems.

What can SAM do for us?

a. It can be used to evaluate alternative hardware/software (H/S)
configurations =- its modularity is certainly an advantage duxring such
an exercige.

b. System performance under varicus user loads can be modeled., In
many cases, the variation might be examined through changes in parameter
gettings.

. ¢, It can aid software/hardware design. As in other types of
modeling, the design must be thought through in sufficient detall that
the system concept is internally consistent, before the whole system'
can be modeled successfully. A modeling effort can surface inadequate
intermeshing to components that may otherwise go undetected until final
design stages. In addition, SAM can be used to evaluate the realism of
specification requirements.

d. It can be used to study the effects of alternative sygtem policies,

SAM 13 not the only similation package available which would be
suitable for the effort discussed here, Others which were congidered
include IBM's CSS and Rand Corporation's ECSS. The SAM package was
gelected because it appeared to meet the requirements of the task and
the US Army Computer Systems Commend hed already built a SAM medel of
7052 which could be gtilized as a baseline, The USACSC version (called
Version I of the TO3< model) i3 disonased in the next section. CSS was
not chogen hecause no significant advantages were found and because of
cost, ECSS was not chosen becsuse it has only recently been developed
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and at the time our effort began, aa exporta.ble version was not yet
&nﬂ‘bleo

III. Version I of the Model

Version I of the T0S2 model was developed by the US Army Computer
Systems Command as part of the T0s2 system engineering study. A
description of the model is presented in reference 1. The primary
intent and result of the USACSC TOS2 simalation effort was to demon-
strate the capability of modeling TOS2 in a manner which could prvve
beneficial to the design and development of the system, :

A, Assumtions

‘In order to develop the Version I model while the system speci-
fications were still in a state of flux, the USACSC simulation team mede
assumptions and simplifications necessary for implementation of a model.
Consequently, the model and the finalized system specifications do not
agree, The assumptions fall into three broad categories - user (system
load), hardware and software.

The user interface and system load was postulated based on the
results of previous studies and bread board systems, The system usmér
input rates were taken from demonstrated results of the TACFIRE system.
The system load was extracted in part from the DEVTOS program. The
charactertstics of the TOS® hardware were derived from currently
available items and in some instances, simplified to speped uppthe
modeling effort. For example, core size was not constrained im order
to evaluate the maximm amount of core required to keep the system
functioning, However, this does prevent the evaluation of through
put time due to core contention by programs. The Random Access
Memory (drum storage) was postulated as one large unit as opposed to
the actual number of units. This was done for ease of modeling as the
model of a multi-drum system would be very detailed, The TOS software .
was also extrapolated from the previous T0S efforts and other systems,
Instruction sizes for programs were derived from DEVIOS and TACFIRE
systems., A very simple processing scheme was initiated without any
associated job priority scheme,

A number of other assumptions and simplifications were made to
facilitate rapid model development. However, an exhaustive discussion
of these would serve little useful purpose Lere,

B, Resgults..

The initial model provided insight into aress requiring

_ further definition in the TOSZ system and eontributed to redirection of

the modeling effort, The model has been used in the evaluation of an
initial estimate of the system message load in the normsl and pesk message
traffic enviromments. It has helped to quantify the supposition that the
slow operator input rate due to input devices will handicap the system.

I v on Y ~ AL TR %D . PR S W - . R S
The SAM Model of the Fleld TOS Coumputer System - Versiom I," USACSC,
Fort Belvoir, VA, 27 Feb T2.
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The model has indicated that the CPUs will not be utilized optimally as a
rasult of the "I/0 Bound" characteristic of the system. Although the
model contains a greatly simplified version of the evolving software
design, it has been beneficial in that it pinpoints areas which require
more study.

a result of the initial modeling effort, an updated model of
the TOS< gystem is being developed., On the initial update, most emphasis
is being placed on the manemachine interface, Operator interaction with
the system is being investigated and incorporated. The updated wversion 1is
described in the next section.
IV. Summer of Version
A, Summary of Model Changes

In this version of the model we have updated Version I by:

. Incorporating equipment changes -~ it is a much more realistic
zepresentation of MIODs and DMDs,

. Implementing shared commw:ication channels,

. Changing the message loads ~- it contains the loads resulting
Trom ECP 1002.

. Implementing message priority processing.
« Reviging the 0S to accomodate the above ﬁpd.a.tes.
. Optimizing the SAM doding.
Some detailé; of . these changes are given in Section C, Seetion B

specifies the uses to which the model will be put which require the above

updates. Section D gives assumptions and simplifications which apply to
this version of tae model.

Figure 2 shows the portion of the model which is being updated.
B, Purpose of the Model

The updates deseribed in this paper are designed so that the new
version can be usec. for:

. Analyzing message loading to answer - :stions like ~- How much
of a Yottleneck iz the MICD keying rate? Where 13 the system capability
greater than is necegsary? How doea the priority handling scheme affect
message processing times? How sensitiwvé are nmessage waiting times to the
message loadiag?

. Studying hardware chaages.

,» Studying the baseline communications channel configuration -«
Traffic anelyses have been performed on the TOSS communication channe™ ~ hut
they have not taken expiicit account of interactions, What waltin 3
will be assgociated with ccmaunications?
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. Studying the ¢."":ct3 of output interrupts on imput message
composition.

. Determining the impact of channel acquisition priorities. How
does system response time vary as channel acquisition priority 1s varied
between input and output?

Since this version of the model was built utilizing various
assumptions and simplifications, it cannot be used to answer any and
all questions that one might expect a hardware/software model to
answer, In fact, onee the model is running, it may be found that some
of the items listed in the paragraph above cannot be satisfactorily
analyzed until additional details are put into the model. That comment
leads us to another use of the model ~« the identification of refinements
needed in the model in order that specific problems can be addressed.
The next saction glves detalls of modifications in this version of the model.

C. Details of the Modifications

1, Communication. Channels

T0S2 Communication Channels between DRCCs and the input/output devices,
and between BERCCs and devices are represented in Figures 3 and 4, respectively.
All channels to inmput/output devices are half-duplex, and as many as five
devices may share the same channel., Transmission overhead varies by device
location and delays due to voice competition may be included. The channel
representation in the model is shown in Figure 5. Input mesgsages waiting
are stored in INP-CHAN=Qs while output messages waiting are maintained in a
separate set of queaes, OTP~3UFF=-Qas,

2. Megsage Generation

Figure 6 shows the logic used in message generation. There is
& different mean message load used for each input device., A Poisson arrival
time is assumed. Using the message loading data, a selection of message
type 12 made by choosing a random number which i1s transformed into a megsage
type through a loading percentage table, Characteristics for each message
type are read in at simulation time,

3, Message Imut/Output Logiec

The DMDs, MIODs and the communication channels are modeled in
SAM with activities under the control of a dummy CPU.(CPU4)., This is
necesgsary for modeling activities external to the computer system. Each
time an:"event" occurs, CPU4 is interrupted. An "event" represents the
start or end point of modeled message handling activities. The events
of interesat are given below:

Events

a, Imput Message Arrival

b, End of Operator Activity
(1) Tnput Message (First ntry)
(2) Review Message (Hierarchical Review)
(3) Error Message (Edit/Validation)
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(4) Message Request to RCCs (Accept Output )
. {5} Output ‘lessage (Read Only)
.( ¢. Znd of Transmission

(1) 2CC Acknowledgmen: (Input llessage Receipt)

~~r
-~

1

(2) RCC Output essage
; : () RCC 3ense Message (Notification of Output Message)
(k) RCC lotification that Device Channel is Free (Artificial
Transmission)
h! . CPuUk logic flow charts and further details of the modificatlons are
N ST given in reference 2, ’

T D. Assumptions and Simplifications

1. The llessage Taput/Output DJevice Logic

b “
! e MICD capabilities have been simplified. Significant features of the
oo YIO0D equipment are represented in the model as follows:

‘ N a, MICD operators are notified of output messesges routed to the
b ,u-'“_4 1splay Zditor (DE) screen. This output notification consists of a Sense

3 Sl Yessage from the RCC. The cperator accepts output for the DE by returning
ki . a Message Request,

i b. Output messages routed to the Electronic Line Printer (ELP) are
N transmitted without operator intervention,

- ¢. Since output may be lost or degraded if the cursor is not reset,
the vperator must decide on the disposition of messages in progress when he

]
b( o is notified of output for the DE. It is assumed that the operator will not
- interrupt review, reading or correction ¢f messages to accept output, How-
) ever, the model allows input messages of lower prisrity than the waiting
- output to be interrupted to accept output. This interruption will cause

) . any partial composition to be lost and the message will have to be keyed
again. Precedence categories allowed to interrupt input composition mzy be
varied so that input composition is never interrupted to accept output or

is always interrupted., Input message composition is never interrupted for
other input messages,

The only message traffic represented on the communications channels
is operational messages and the sense and message requests for messages
routed to the DI,

2, Communications

It is assuuned that a llessage Hequest (REQ) is followed by the output
requested. The channel is not subject to seizure prior to output trans-
missgion,

The sense message to a MICD may not be immediately followed by a vREQ.
_ Even when the message at a MIOD is disposed of and output is waiting,
; there is a lag (due to human reaction “ime) which may allow a MIND input
: nessage to intervene, IFor example, human reaction time %o press a button
for 'REQ traansmission may be on the order of 2,5 seconds, while net acqui=
sition dropouts are likely to bpe .5 seconds and up in steps of 1 second-

272052 GAM Simulation lodel: Summer of 73 Version,' UGAECCHM, Fort lMonmouth, NJ
To te Published

159




V., Closing Comments

The designer of a complex system could determine an optimal design

£ he could examine the performance of all possible designs for the

system, This, of course, is never possible. In practice, the other
extreme is often attained - the performance of alternative system designs is
not examined., Estimates may be made for the relationships bhetween known
subsystem characteristics and performance of the overall system but until
all subsystems are tled together, system performance is usually very much
unknovm.

Sirmlazion cen be used to give better estimates of system performance,
Yowvever, meny large systems have been designed without the use of simulation.

. Others have used simulation, but not very successfully, Successful uses of

simulation in design are claimed for the AF Advanced Airborne Command Fost
and for the FAA 920 Systen.,

Jesign decisions in the TOS2 program (especially in software develop-
ment) are being made without the help of simulation. We expect that an impor=-
tant contribution of our simulatjon effort will be for the future versions of
TOS, Design of the TOS will benefit greatly from use of a simulation model
which will be based on experience gained with T052,

e 7052 model will also be utilized as a basis for systems effectiveness
evaluations during 705 Concept Tevelopment., lHardware and software tyradeoffs
may be evaluated for their effects on message processing times. Different
haravare/software configurations may be modeled as an extension of the
present model, The resulting vrocessing times may then be evaluated for
erfectiveness considerations.

Towrstream it 1s expected that the GAl package will prove to be of great
value in modeling other computer systems., After TOSQ, TCS I is the next
step, These two systems are basically file systems., TCS IV is expected
to have more sophisticated capabilities; e.g., it will recommend preferred
ecourses of action to the decision maker. Hot only cen 3AM be used to model
the TC5 throughout this development from TCSZ to TOS IV but it also might be used
to model an expanded environment where the TC3 is interconnected with other
tactical ADP systems; e.g., RIMBAGS, ATMAC and TACFIRE,
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Detection in the Presence of Nonuniform, Mixed Suppressive Fires

Timothy J. Horrigan-
Horrigan Analytics

Suppression, as a concept, is given a simple operational explication
through a 'single-round period of suppressive effect' which is associatad
with each projectile impacting in the vicinity of a combatant. Ouring
each such single-round period of suppressive effect, which commences at
an qindicator instant, the affected combatant is suppressed; at all other
times the combatant is wnsuppressed. A period of suppressiom for a com-
i batant that is unsuppressed begins with an impact that produces a nonzero,
single-round period of suppressive effect; and it ends when the affected
combatant first thereafter becomes unsuppressed Artibrarily long random
periods of suppression for the affected combatant may thus arise from
overlap between consecutive single-round pericds of suppressive effect.

S . By proceeding from this definition, expected durations of periods of sup-
. pression are deduced under very general conditions for situations in which
the impact times of the associated projectiles are adequately represented
by independent Poisson processes with constant intensities. The resulting
model is mathematically exact, and it includes:

. + Arbitrary, random durations for individual single-round
periods of suppressive effect that stochastically depend
on the miss-distance of the associated projectile

« An arbitrary number of different, nonuniform impact
distributions for each type of projectile

i . Different distributional characteristics for the single-
: round period of suppressive effect assc.iated with each
distinct pair of projectile~target types

The formulas which result are remarkably simple; they depend only on the
average durations of the random singie-round periods of suppressive effect
and the average arrival rates for the associated rounds. Expected detection
times for search processes in which the search activity is suspended during
periods of suppression retain the same simplicity.

In those situations the expected durations of a period of suppression and

A of a period to a detection grow axponentially both with the rates at which

F projectiles impact and with the average durations of the probabilistically
different, single-round periods of suppressive effect. When the detection
rate during suppression is small but not identically zero, the corresponding
expected detection times can be much smaller than what they are when that
rate is identically zero. Indeed, they can become sufficiently small to make
all-or-nothing representations of suppressive effect unsatisfactory for many
typical applications. Fractional suppression, a more satisfactory concept,
is introduced to accommodate nonzero activity rates during suppression.
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SUPPRESSION AT ITS SIMPLEST

Suppression is initially idealized herein as a hiatus introduced into a
combatant's activity by the nearby impact of a round. Such a hiatus, when
associated with a single round, is defined to start at the time of the
impact or other indicator and to continue for a positive duration there-
after. It is termed a single-round period of suppressive effect; 'volley'
or 'burst' may, of course, be substituted for ‘round' when appropriate.

The duration of a single-round period of suppressive effect is inherently
voluntary and accordingly may vary widely from combatant to combatant and
even from one combatant at a given time to that same combatant at another
time. Miss-distance, environment, and round type are additional important
sources of variations. However, because the duration is voluntary, speaking
of a constant duration is meaningful notwithstanding what may be its actual,
probably great variation from instance to instance.

So long as all inter-round impact times exceed the duration of a single-
round period of suppressive effect, the total time during which a combatant
is suppressed is defined to be the sum of the individual durations. When
additional rounds impact during an existing period of suppressive effect,
that period will be prolonged, at Teast until cessation of the single-round
period of suppressive effect associated with the last of the additional
rounds. A period of suppression for a combatant is consequently defined

to terminate when an inter-impact time first exceeds the duration of a
single-round period of suppressive effect. " The discipline thus prescribed
for the idealized combatant is that its combat activities are to be resumed
at the expiration of the single-round period of suppressive effect associated
with the last impact in its proximity.

Together these concepts determine a nearly irreducibly simple mathematical
model of suppression. It requires only

+ a region of suppressive affect associated with
each combatant

« a constant duration t for the single-round
period of suppressive effect caused by an
impact in the affect region

*
+ a Poisson process N (t) with constant intensity
A for the impact stream within the affect region

*
so that A and t, two parameters, alone need quantification. N (t) is of
course the impact point prycess, the number of impacts in the affect region
in a durqtion t. Define S” to be the random duration of a period of
suppression,

Without loss of generality the combatant may be assumed initially to be
suppressed by an impact in its region of suppressive affect at time zero.
It will *hus remain suppressed at least until t ; whether it continues to
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be suppressed at some time t depends on whether an appropriate number of
timely additional impacts occur. On the hypothesis that N (t) = n , the
impact times of the n rounds in the affect reqion are uniformly and inde-
psndently distributed on the interval [0,t] because N*(t) {s Poisson. If
Ti fori=1,2, .c.y respectixe]y desfgnate the random inter-impact
times for those rounds, and if Tn+1 is the duration between the last impact
and t , it follows from a theorem! of De Finetti that

n+] n+l .
Pr( Ay Tt = (1- & Zi t,);
1

when (x), designates the positive part of x : (x), = 0 for x<0, and (x),
otherwise. By virtue of an identity? for the realization of none out of m
+*
events (with m = n+1) , the probability that all the T1 are equal to or less
than t is:
n+1 n+}
+
Pri iy Tyst} = Zk<"k‘)(-1)"(1-kr/t)2
0 :

Since the duration S* of the period of suppression exceeds t if and only if
all the T are equal to or less than <« , it follows that the right member
of the preceeding equation is 1n fact Pr{S >t|N (t) = n} . Therefore, the
unconditional probability that S >t is

Pr(s >t} = :if: (1) *[A(t-ke) Jk-][A(t-kt)++k]e-k[t'(t'kr)+]
L Lk * 13

after the resultant order of 5mnmations is exchanged and the inner extended
summation is put into closed form.

The right member of this equation is not convenient for the determination

of the expected value of S* or its variance. Its Laplace transform, however,
is both convenient and intrinsically useful, as later considerations will
illustrate. Let £ be the Laplace transformation operator, and let s be the
transform variable. Termwise application of the fundamental transformation




for powers of t , which may be written

(tm'1/|m-l) =
for positive, integral m , together with the shift theorem yields
* - -
£ [Pris™>t1] = [1-a-(A*8)Ty rsare-(A¥S)Ty

* *
Since the moments of S can be ohtained from Pr{S >t} in the following
manner

o0
E(s™) = n}[t"']Pr{S*>t}dt ,
0

it follows directly that E(S*) is merely the value of ii[Pr{S*>t}] at
s = 0 ; therefore,

E(ST) = (*T-1)/x .

R *
The second moment similarly follows from the derivative of £ [Pr{S >t}]
with respect to s as evaluated at s = 0 ; and the variance clearly follows
therefrom as

Var(S ) = (eZAT 2a1erT-1)/22

after the appropriate algebra is performed.

*
The exponential dependency of E(S ) on A and t implies that small increases
in the impact rate in the course of an engagement can induce large, sudden
increases in the average duration of suppression per1ods once a moderate
impact rate has been achieved. The similar growth in the variance suggests
very substantial f1uctuat1ons in those durations. In fact the coefficient
of variation for S* is asymptotically one.

Just how rapidly E(S ) can change is shown by Exhibit I, following this
page. For selected durations t of the single-round period of suppress1ve
effect, E(S*) is graphed as a function of the impact rate A in the region
of suppressive affect. When t is as small as two seconds, slight changes
in the impact rate can produce great changes in E(S*), the average duration
of a period of suppression. As Exhibit II shows, those great changes in
the average duration of suppression in response to slight variations in
the impact rate are matched by the correspondingly great changes caused by
slight variations in the duration of a single-round period of suppressive
effect. Consequently small discrepancies between assumed durations of
suppressive effect and actual durat1ons can introduce great variations in
any durations of suppression periods extrapolated therefron.
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Although these formulas appear new in the context of suppression, they are
well-known in other applications; in fact they have a surprising propensity
for being rediscovered in new contexts3. They may also be derived by more
general means than those hereain employed, notably by the methods of renewal
theory. The derivation Jjust outlined is, however, direct and is the one
that led to the formulas in the context of suppression.

DETECTION IMPEDED BY SIMPLE SUPPRESSION

Many search activities in the combat environment are characterized by an
exponentially distributed detection time. Any such activity consequently
possesses the Markov property for the exponential distribution* and is
therefore easily adjusted  to account for being suspended during periods of
suppression. Indeed, a detection may occur only between periods of suppres-
sion because the hiatuses they create block all such events while they last;
in other respects the search and bombardment activities are presumed inde-
pendent. The Markov property then insures that the random detection time
retains the same exponential distribution regardless of the number and
duration of preceding periods of suppression and fruitless search. Since
N*(t) is Poisson, it similarly insures that the duration between the end

of one period of suppression and the start of the next defines a family of
independent, identically distributed random variables.

Accordingly a basic suppression-search cycle exists. It begins with the
onset of a period of suppression and ends either with the onset of another
period of suppression or a detection, whichever first follows the initial
period of suppression. A1l cycles are identically and independently dis-
tributed in duration. The first part of a cycle of course has the duration
S* , that of a simple period of suppression. The last part is the period
between the cessation of suppression and eitier a detection or an impact,
whichever occurs first. Since the search activity and the bombardment
activity are independent aside from periods of suppression, the probability
distribution for the duration from the end of the period of suppression to
the end of the cycle follows directly.

Designate that duration by T* . Since T* is the minimum of the time to
the first detection and the time to the next impact, which are independent,
exponentially distributed random variables, it follows that

Pr{T*>t} = e'(x+7)t, t20

when y is the detection rate in the ahsence of suppression. A cycle thus
has the duration S* + T* ; and the probability that it ends with a detec-
tion, an event which is independent of both S* and T* , is easily shown

to be yv/{y+)

A combatant that is initially suppressed at the time zero may or may not
end its first cycle with a detection. The random number of cycles up to
and including that on which its first detection occurs has a geometric
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*
distribution. Desigrate that random number by N ; it then has the
geometric probability density

* REER et
Pr{N =n} = Y"‘\[Y"'l] .

Further, designate the random duration of the i-th cycle by C* . Then
the time D* to the first detection is simply

1

a sum of indepengent. identically distributed random variables. The
average time E(D™) to the first detection following the onset of a
period of suppression 1is

E(D") = (1/a+1/y)e* - 12,

*
which is an immediate consequence of the preceding expression for D .

Suppression, when taken as a hiatus, is thus seen to have a great effect
on detection times. They grow at a rate even greater than the simple
suppression periods previously examined. Exhibit III, following this
page, illustrates that rapid growth when the average detection time in
the absence of suppression is 20 seconds. The average detection time

in the presence of suppressio” is displayed as a function of the impact
rate for a single-round period of suppressive effect of unit duration in
comparison with the average duration of a single period of suppression
under the same circumstances. The strong effect that all-or-nothing
periods of suppressive effect have on detection times is manifest.

L

Because the random duration of a suppression-search cycle is S* + T* ’
a sum of two independent random variables, the Laplace transformation
C(+) of its frquency function is the pﬁoduct of thosz for S* and T* .
Since that for S follows directly from that of its tail, which is al-.
ready established, and that for T* 1s'imﬁéd1ate, their respective
product

C(S) = A+S Aty

® )
atse AT s

with s as the transform variable, gives the Laplace transform of the
frequency function for the duration af a suppression-search cycle. As
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D* is the sum of N* such variabies, which are identically distributed
and are independent both of each other and of N* , the Laplace trans-
formation of the tail of D* is

£Pr(D'>t} = X1-C(s) 1/ [iy-2C(s)]

in which s remains the transform variable. The expected value of D* ’

already derived, as well as the higher moments can of course be easily

and directly obtained from this equation. Later a more significant use
will emerge.

MISS-DISTANCES, WEAPON MIXES, AND GENERALIZED SUPPRESSION

No doubt the most apparent unsatisfactory assumption underlying these
formulas is the idealized constant duration of the single-round period
of suppressive effect. Further, that duration is required to be inde-
pendent of miss-distance, and it must be the same for each type of
round. Ignoring casualties is of course a shortcoming, but the suppres-
sion process itself is not thereby grocsly restricted, as it is by the
aforementioned assumptions. :

Several avenues of generalization for the simple model are thus suggested;
and they lead to broadly applicable formulas of remarkable simplicity.
The generalized suppression model established therefrom permits:

» Random durations for single-round periods of
suppressive effect

» Durations for single-round periods of suppres-
sive effect that depend on miss-distance

» Distinct characteristics for the periods of
suppressive effect associated with each ordi-
nance or projectile type

- Segregated, nonuniform delivery of any mixture
of projectile types

The general model thus encompasses a substantial number of factors that
affect suppression. Durations of suppression for each round type are not
only permitted to be distinct, but also they may be random variables with
different probability distributions, which may be functions of miss-distance.

Random durations for single-round periods of suppressive effect allow
differences in judgment of an individual combatant to be reflected as
variations in the single-round suppressive effect of even identical
rounds impacting at the same distance. Durations of single-round periods
of suppressive effect that deterministically depend on miss-distance

are thereby randomized regardless and thus illustrate another variation
in the suppraessive effect of identical rounds. Permitting singile~round
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reriods of suppressive effect to depend on miss-distance also allows local
nonuniformities in projectile delivery to be faithfully represented.

In the simple model all impacts in the area of suppressive affect produce
a, single~-round period of suppressive effect of fixed duration t ; in the
general model a projectile of the i-th type firaed from the j~th source
produces a*sing1e-round p2=iod of suppressive effect with the random
duration T,lj » al1 of which are independently distributed, In' the simple
model there is only one rate for impact in the area of suppressive affect;
in the general model there is one such rate Aii for each projectile type
from each source. The respective impact times of projectiles of each

type from each source are assumed to follow independent Poisson‘processes
with the respective intensities Aij .

Presumably the duration of a single-round period of suppressive effect
depends on miss-distance., Given a particular combatant and situation, a
particular projectile type, and a fixed miss-distance x , there is a
random variable T*(x) which is the duration of the single-round period

of suppressive effect that results from an impact a distance x from the
combatant. Of course, the duration of such a suppression period may be

- taken as function of the miss-distance. In either event, because the

miss-distance itself is a random variable, the resulting single-round
period of suppressive effect has a random duration.

As indicated above the random duration of this suppreision period tor a
projectile of the i-th type from the j-th source is T1j in which depen-
dency on miss-distance is implicit, If the function si(t,x) is the
probability density for a single~-round period of duration t arising from
the impact of the i-th projectile type a distance x from the combatant,
and if fij(x) is the probability density governing impacts at x by a
projectile of the i-th type from the j-th source, then the expected
(average) duration of a single-round period of suppressive effect is

N . R r®
E(T'IJ) b /ftsi(t’x)fij(x)dth .
0“0

The remarkable aspect of the generalized model is that these expected
values together with the average impact rates Aij determine the expected
duration of a suppression period and expected detection times as well.

143




r‘v.rﬂfv

—rY

PR
RPN
Tl e

PRS-

As in the simple model, for an entity to be suppressed for a duration t ,
there must be an unbroken chain of overlapped, single-round suppression
periods which together, from the beginning of the first to begin, to the
end of the last to cease, constitute a duration t . Unlike the simple
model, the durations of the single-round periods of suppressive effect
are no longer the same in duration; short ones and long ones are haphaz-
ardly mixed, and many gaps between short ones may be filled by a single
long one. Despite this great increase in physical complexity and a
comparable increase in mathematical difficulty, there is 1ittle change

in the formula for the expected duration of a suppression period.

For R round types and N fire sources define A , the combined impact rate
of projectiles in the region of suppressive affect, as follows:

R N
THISNIE

As in the simple model, designate the random duration of an overall
suppression period by S* ., Then the expected duration of an overall
suppression period in the generalized model is

R N
E(S*) = {-3exp [Zl:i 1 jJt”-E(T;.*j)] —lz R

a remarkably simple formula, which involves only the expected durations
of single-round periods of suppressive effect.

When each round type {is represented by a distinct single-round pericd of
suppressive effect which 1s a constant independent of miss-distance, the
formula simplifies further. In that case there are no random variations
in the duration of a single-round period of suppressive effect. For a
fixed round type al! such periods are of identical duration. For the
i-th round type designate the duration of a single-round period of sup-
pressive effect by LI Because the T are functionally independent of
miss-distance, they are consequently independent of the source of fire.
Hence, the segrcgation of impact rates by the source of fire is not nec-
essary in this case. Accordingly, if Ay is defined by

N
T ij” '

then it designates the impact rate of the {-th type of projectile in the
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region of suppressive affect. The expected duration of an overall period
of suppression is accordingly given by

R

E(S") = ]T’ exp [2ix1r1]-1§

in which_s* again designates the random duration of an overall suppression
period and A the combined impact rate.

EXPECTED DETECTION TIMES IN THE GENERALIZED MODEL

Detection in the generalized model is conceptualized just as it is in the
simple model. A combatant cycles between suppression and search until

it first makes a detection before the onset of the next suppression per-
iod. Despite the greatly increased physical complexity encompassed by the
general model there is no proportionate 1ncrea in the complexity of the
formula for expected detection times. With D* again designating the ran-
dzm time to a detection by an initially suppressed combatant, it can be
shown that

. . RN
") « (/v + e[ 20 D7
1

E(T ] =1/x
14

A‘J

when y remains the parameter in the exponential distribution of detection
time in the absence of suppressive fires. Thus a simple, general, and
convenient formula is available for connecting the effect of suppressive
f.res with the ability to return fires.

When the durations of single-round periods of suppressive effect are

assumed constant for a given projectile type a somewhat simpler formula
governs:

R

E(D*) = (1/y + 1/2)exp [Zixiri]-l/x

in which Ty again represents the single-round suppression duration assigned
to the i-th projectile type, and A designates the correSpondfng impact rate,
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DURATIONS OF SUPPRESSION FOR UNDAMAGED COMBATANTS

These formulas neglect causalties. While that is a minor omission
relative to the simple model, it is still a flaw. It tends to lengthen
expected detection times because it implicitly ignores the fact that an
entity must survive in order to detect. The condition that a combatant
survives the rounds impacting in its area of suppressive affect during
the suppression periods preceding its making a detection reduces the
expected number of such impacts.

How the duration of a period of suppression is affected is easily seen
in terms of the simple model. With & designating the singie-round
damage probability and U(t) designating the event that the combatant is

undamaged during the time t , the formula

ELS|u(s™)] = [(1+6rt)/ (6 + T=ge™2T)-11/2

gives the expected duration of those periods of suppression during which
the combatant is undamaged. In situations in which no damage is possi-
ble & is zero, and E[S*Iu(S*)] then equals E(S*). For positive § it is
always less than E(S*) ; and it strictly decreases with increasing §
until finally, when & is one, it becomes t , the smallest possible period
of suppression in the simple model.

. * * *
Whether the quantitative consequences of using E(S ) vice E[S |u(S )]

.are major or minor obviously depends strongly on the single-round

casualty probabijity 6 . When it is small and the impact rate is small
to moderate, the consequences appear to be negligible. However, when-
ever it is not small or the.impact rate is high, the consequen:zes are
major. In such cases the consequences are greater for damaged com-
batants; for instance, if § is small a2d A moderate; fheg E[S*]U(S*)]
can be about ten percent less than E(S ), while E[S |U(S )] can be
twice E(S*). On the other hand, when & is moderate and A high, the
reverse can easily obtain; E[S*]U(S*)J can be about half E(S*), while
E[S*Ia(s*)] exceeds it by no more than ten percent or so. In either
case, those periods of suppression during which casuaities occur are
much longer than those during which there are none. Combatants, in
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‘effect, are pinned down by suppressive fires for much longer times when

damage occurs -- a possibly surprising fact considering the assumed total
randomness of the fires.

FRACTIONAL SUPPRESSION AND EXPECTED DETECTION TIMES

Neglect of casualties is not the only flaw in the generalized suppression
model. A more fundamental one is the idealization of suppression as a
hiatus in the activity of the suppressed combatant. Although that handy
idealization is commonly used in modeling suppression, it is none the
less counterfactual. Suppressive fires slow down activities; they do not
necessarily stop them. Idealizing suppression as a hiatus is adequate
only insofar as periods of suppression are considered in abstraction --
without any interaction with combat activities.

Search activities are a case in point. Expected detection times in the
presence of suppressive fires can very easily become very long, as Exhibit
IIT illustrates. Simply because those times can be so long, the difterence
between suppression as a stopping of all activity and suppression as a
slowing of it is important. If suppression is truly a hiatus in combat
activities, then detections cannot be made during periods of suppression,
regardless of their durations. If suppression is anything less total,
however, detections will then frequently be made during periods of sup-
pression, particularly when their expected durations are long.

Suppression that is less than total is herein termed fractional suppreseion;
during periods of fractional suppression combat activities proceed at a
fraction of their unsuppressed rates. Search activities of the type pre-
viously defined, that proceed with a search rate y in the absence of sup-
pression, proceed with the reduced, fractional rate ny (for an appropriate

n in the unit interval) during periods of suppression. Expected detection
times therefore can never exceed 1/(ny) regardless of the duration of periods
of suppression. Fractional suppression and casualty production thus both
operate to decrease the duration of detection times.

Idealizing a single-round period of suppressive effect not as a hiatus

in a search activity but as reduction in some major factor, for example

the solid angle available to the combatant for search, captures a vital
characteristic of the interaction of search and suppression. A limit on
the efficacy of suppressive fires tc inhibit detection is imposed; a point
of diminishing return is established. Increasing rates of fire no longer
produces progressively greater increases in expected detection times. In-
stead, successive increases reach a maximum and then become progressively
smaller; and the expected detection time can never be forced beyond 1/(ny) .
A necessary logical boundary is thus incorporated without which the suppres-
sion process itself is compromised.

What fractional suppression means is easily visualized in terms of the
example. An upright combatant, for example, typically has a field of
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view that is much greater than that available from a crouching or

a prone position. Nearby impacts which result in that combatant's
taking temporarily a crouching or a prone position theraby introduce
fractional suppression by reducing the solid angle available for
search activity from that available in an upright position to some
smalier portion. As a result the search rate is decreased, and the
expected detection time is increased. Impacts in the vicinity of a
crouching combatant similarly can cause the solid angle available
for search activities to be reduced to that portion available from
a prone position. Thus conceived, fractional suppression makes the
counterfactuality of suppression as a niatus obvious.

Quantifying fractional suppressicn is straightforward. The fraction n
itself, in terms of the example, is merely the ratio of the steradian
of the solid angle available to the search activity in the presence of
suppression to that available in the absence of suppression. The
search activity can accordingly be represented by two independent |
processes, one characterized by the search rate (1-n)y and the other
by the search rate ny . The first process arises from search in the
solid angle that is unavailable during periods of suppression; the
second process arises from search in the solid angle that is always
available. Suppression always suspends the first process, but it
never affects the second.
Consequently, the random detection time D: associated with the first
process behaves exactly the same as the random detection time in the
presence of simple suppression previcusly examined. That random

*
detection time D, associated with the second process of course follows

®*

the exponential distribution. The random time D (n) at which the com-
batant, cycling between fractional suppression and search, makes its
next detection is clearly just the minimum of those two random tjimes.

The tail of the distribution of D*(n) is thus
Pr{D*(n)>t} = Pr(Di>t,Dp>t} = Pr(Di>tie™ Mt

in which the right-most member follows from the ingependence of the
underlying search processes. The n-th moment of D (n) is thus given by

®
E[D*(n)]" 2 nj[tn']Pr{D:>t}e'”Ytdt . .
0 _

which is essentially nothing other than the (n-1)-th derivative of the
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previously established Laplace transform £Pr(D*,t} of the tail of D* s
after ny is substituted for the transform variable and (1-n)y is substi-

tuted for the original search rate. Consequently, if the variable z is
defined by

(A+ny) [A + (Y-n)y]
() [ +nye'ATMY)T]

z=

then the expected detection time E[D*(n)] in the presence of fractional
suppression is

* = LA+ (1~ 1-2) .
£10"()] = TR

Reg:ettably, the algebraic simplicity of the expected detection time
E(D ) in simple suppression is lost, but a vital recognition of dimin-
ishing returns, which is much more than compensatory, is acquired.

How fractional suppression affects expected detection times is shown in
Exhibits IV and V, which follow this page. In both those exhibits the
suppression fraction n takes the values: 0.0, 0.05, 0.1, 0.25, and 0.5 .
The first value, of course, corresponds to the usual idealization of
suppression as a hiatus; the values from 0.05 to 0.25 are perhaps more
representative. In each exhibit the expected detection time. in the
absence of suppression is 20 seconds.

In Exhibit IV the single-round period of suppressive effect is 5 seconds,
and the rates of impact A are small to moderate, yet variations in the
expected detection times are great. When A {s about 0.1 the range is
already significant, and it increases substantially with increases in A .
When A equals 0.5 the slight difference in the suppression fraction n
betwren total suppression {n = 0) and nearly total suppression (n = 0.05)
results in an almost 40 percent reduction in the expected detection time.
The difference in detection times arising from total suppression and the
next Tevel of reduced activity (n = 0.1) exceeds 50 percent. If n is.
about 0,1 instead of 0, then the expected detection time is overestimated
by 120 percent. The percentage differences increase slightly with smaller
expected detection times for detection in the absence of suppression and
decrease slightly with larger ones.

A single, high impact rate (A = 1) is used in Exhibit V, and the expected
detection times for the selected suppression fractions are graphed as

functions of the single-round period of suppressive affect v+ . The effect
of the high impact rate 1s plain, When t is about 2.5 seconds, the range
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of detection time variations matches the maximum encountered in Exhibit IV,
For values of t larger than 2.5 seconds, that range, which is already more
than substantial, becomes gross. When r is-about 5 seconds, the expected
detection time for all-or-nothing suppression (n = Q) is nearly ten times
greater than that with a suppression fraction n of only 0.05 .

For moderate and higher impact rates and moderate single-round periods of
suppressive effect, small variations in the suppression fraction thus pro-
duce large to gross changes in the expected detection times. .As the ex-
hibits show, particularly Exhibit V, fractioral suppression strongly limits
the increases in expected detection times that can be obtained by increases
in the single-round period of suppressive effect; diminished returns from
the longer periods are most apparent. Fractional suppression similarly
limits the increases in detection times that can be obtained from increases
in the rate of impact, and the diminished returns it imposes are equally
impressive. Casualty production further limits such increases in expected
detection times. The greatest changes occur relative to departures from
all-or-nothing suppression; hence, for all but the lowest impact rates,
idealizing suppression as a hiatus is ill-advised.
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A DIFFERENTIAL MODELS OF COMBAT IN CITIES

-Henry Kahn, Consultant
and

Paul J. Bracken

Ketron, Inc.

The use of models to study combat has an appeal for everyone
endowed with natural curiosity. Broadly speaking, a model is that
which is analyzed; it comprises the assumptions éf the study. Com-
bat models are usually designed to pwdict battle outcomes and the
optimum mix of weapens, and have been developed anc_i used exten~
sively In recent year..

> Analytic combat models are absiract models that have received
interest in the operations research community, These models are
distinguished by the integration of basic combat events into an over-
all mathematical.structure. Analyses of these models are performed
by logically conslistent mathematical transformations and deductions,
Although analytic combat models may be either stochastic or deter-
ministic, they are almost invariably driven by systems of ordinary’
differential equations, Thus, there has been little or no use made
of the other classlcai differential theories (such as geometry and
partial equations) to describe the structure of a battle. In fact,

,ﬂlmost all analytic combat models to date are bhased on Lanchester

P




ST type equations or small modifications thereof, such as the intro-

/ " duction of time (or range) dependent kill ra‘t; coefficients. An

,!"‘ interesting feature of this type of formulation is the lack of any

| space variable in the equation system. The inclusion of space
variables could allow the natural use of transformations to de-
‘scribe dispersion, concentration and the non-uniform distribu-
tion of targets.,

Another feature related to this approach is the treatment

Q -. i of mobility. Generzlly, straight line segments are used to

: model advance paths with a record kept of the track of each

homogeneous unit. This implies that a Lagrangian, rather

'-. .o © than an Eulerlan, coordinate system is being employed.* A

property of Eulerian systems is that they facilitate the treat-

ment of dispersion, bunching and other geometric aspects.
> In order to embrace considerations of spatial distribu-

C v tion of forces the notion of combat unit densities is employed.
(hereafter referred to as c.u. density), This consideration,

. while still taking advantage -c:>f the\;r;cedures of averaging
and estimating of the attrition coefficients, affords a more
fundamental approach through the explicit use of personnel
densities in both space and time.

'7A derivation of the mathematical model will demonstrate

a natural method for handling c.u. densities, The modelis . ,

* Fulerian coordinates are fleid coordinates that apply to
e : , locations in time and space and do not denote the loca-
tions of individual units, Lagrargian coordinates, which
are used in rigid body dynamics, denote the position of
an individual unit as it moves about.




s '>developed in Eulerian coordinates with each model component being

b A

P R
R "t.'-'.>?
SN T

Lo

in general a function of space and time, <

The first model component represents the flow of units due to
random motion. This is a motion in which the center of the density
has no velocity -- a diffusion effect encountered in general area
‘combat. Such a flow is described as

I e =
fj &, t)" Dj an (xv t)l

2
D . = a constant of proportionality (meters / sec)

nj = ¢.u. density of side "n" (c'u}éetersz)
. I C.u.
. fj = flcw / sec
i denotes a rarticular homogeneous group of the "n" force .,

In this derivation a two dimensional space serves as the bat-~
tlefteld terrain., The derivation is readﬂy extended to a +hree
dimensional space; hence area and nneax; dimension are completely
analagous to the more general notions of volume and area.

The next contribution to the model accounts for a directed

flow of c.u, that i3 non random. This flow is represented as
n R—

f =n,V

J pIRS
. where Vj = _V-j (;,' t) is the velocity of flow at the position
B x at time t, The net flow from the random and directed com-

ponents is taken as

(1) £, &, t) = -D, Vn, G, t) + n, fx, t) v, &)

The action for a particular area in the absence of attiition
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and other sink terms can be expressed as the net rate of unit flow

out of this area, This must be

@ N = f‘fj &, t) o dl
2t |
where Nj 1s the net number of units and dI is an element of the
boundry of the area being considered. For a three dimensional prob-
lem an element of the boundary surface would correspond to the
differential length dl . '
A useful representation for equation (2 c&n be written with

Gauss' theorem,

(3)ff b‘l l-) fV‘fj (ilt) ds

where ds is a patch of the area under consideration. The net out~

flow can now be expressed as

@ - 2N &1 f [chv_n;(i, t) +n 1) vj 3 t)] ds 7
a

The expression for the rate of change of the c.u.s in terms of the

c.u. densities is simply

(5) - aNj x,t) = -‘I‘amj ®, t) ds
a3t

3
Direct substitution of equation (5) into {4) ylelds

(6) f{a. [—DJ 7R @ 0+n & 07T ﬁtzl +_3;,J}ds=o .
o



-

I T T ST L T

L ——————————————————

- (9) AU(SE,. t) = K’ (Si, t) 'nj_ x, t) .

This equation holds over the entire area, therefore it follows that

Tfi___

which holds in the absence of attrition terms.

(7) an (x: t) = 6 ¢ [Dj (il t) ‘V_;‘j (J-C, tﬂ-a' E’ (ilt) Vj (}E:tﬂ s

The remaining model considerations aesount for the sink terms

associated with attrition, Generally, attrition terms are expressed as

@ 5 G0 =-2n GF.0 AR .

In the case of aimed fire

Ay x, t)= K (51. t)

]
where _ .
51 = the range between unit "j" atX and attacker "i"
at (x+§ ) -
K, =K

b J (31' t) = the rate at which a single "§" unit
destroys "1i" units

For area type fire

J

Both "Kj" and "X j " are referred to as attrition coefficients and are
themselves functions of space and time, The,are, as one would
expect, complex functions of Weapon capabilities, target charac-
teristics, allocation proqedures for assigning weapons to targets,
intelligence, etc. '

The atirition terms, when combined with the random motion
and the directed flow term, give the general structure of the mathe-

matjical model. The total expression {s
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(10) l (xl t) = V' [D 6.‘1 t) Vn (x t)] -ﬁ‘ &1 (i't) .V- (i:tﬂ "S (}El t)
Whereas the solutions to most analytic models are determined

by an initial condition for each equation describing the force (the

number of units as the battle begins) the solution to the above par-

tial differential equation requires an injtial condition in addition

to two boundary conditions (BC) in one dimension and four boundary
;Q o conditions in the two dimensional model. In consonance with other
‘ analytic models that describe heterogeneous forces in combat, out-

comes are determined from the solution of sets of partial differential

FOROU SOV

equations, Thus, each hetercgeneous force is considered to be com-
g posed of homogeneous units each of which is described by its own
differential equation,
7 The system of partial differential equations allows an analyst
.fq to specify a highly detailed battle in terms of man{r combat functions. ' )
: : By the judicious use of proper formulations and the greater number of
bbundary conditions a flexible model of combat is possible, In par-
o ticular the boundary conditions can be employed to ﬁzodel some -ini~
F- : S tial placement of personnel at a location on the battlefield, i.e.,

; : n (x; t)= g(®9 BC
e ; with the function g (x’) representing this initial force at location x’ .
P '

Co If an obstacle or barrier were a significant terrain feature then

gn X, t)= f & BC

would represent the flow or "leakage" of c.u.s across this obstacle.’

A perfectly effective minefield could be expressed as
f %) =
implying that no “n" forces are able to penetrate this region of space.

In short, the boundary conditions for these models give increased
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ability to represent tactical situations. Naturally, many other repre-

sentations for the BCs are possible than the examples cited above.
The net losses in battle are capable of being represented in
terms of specific areas for chosen durations. The cost (in c.u. losses)

in attacking or defending a specific portion of the battlefield with
area g’ in the time interval At= (t2~t1) is

t
f f S (x, t) dsdt

t1 o’
Such expressions are useful for formulating and comparing various

defensive deployment strategies for ground forces. The trajectory
results of the entire action over the complete battlefield are com-
puted by extending the limits of integration,

fJ‘ S (%,t) dsdt
0 o

The model described here has been used to examine several

engagements that are typical of combat in built-up areas, Among

_these are building aésault situations by, infantry units and armored

attacks from open areas to lines of fortified buildings, 7The use of
variables that describe spatial distribution of forces is particularly
a;ipropriate for examining city combat because of the natural canal-

ization of troop movements in urban areas. Specific examples of

these engagement models will be discussed at the symposium,
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AN OVERVIEW OF THE BATTLE®! MODEL

Dr. Seth Bonder
Vector Research, Incorporated

1.0 INTRODUCTION

The purpose of this paper is to present an overview description of
the BATTLE model bteing developed by Vector Research, Incorporated, for
the Weapons Systems Evaluation Group (WSEG). The model is intended to
describe the joint activities of US Army units and Air Force Tactical
Aircraft engaging advancing Soviet forces who are also supported by tac-
tical aircraft. The model is to be used in estimating net assessments
and in generating data to make trade-offs among the various forces and
systems involved in such an engagement.

Current models such as ATLAS and GACAM which have been used to

~describe large-scale, joint services, theater-level warfare have been

aggregated macroscopic models in that they aggregate individual weapon
system effects at the theater level by using a single strength factor
(known .as the "firepower score") to describe the theater-sized units.
Although the existing aggregated “firepower score” models are relatively
easy to use, they are known to contain a large number of technical and
data problems. In brief, some of the deficiencies are associated with

s

(a) the use of the "firepower score" force ratio concept as the
principal means of driving the attrition process, and

(b) the use of the "firepower score" force ratio concept to de-
termine the rate of FEBA movement.

Two of the most serious problems in the "firepower score" models are

(a) the inability of the models to reflect changes in detailed
tactical phenomena (e.g., calls for air support by units
engaged at the FEBA), and . .

(b) the inability of the models to reasonably reflect the signi-
ficantly different attrition of different weapon systems (which
leads to deficiencies in the dynamic modeling of campaigns of
any dgration. and to problems in producing useful output mea-
sures).

The objective of the BATTLE model development is to demonstrate the
feasibility of constructing a campaign model which: '

(a) does not use the "firepower score" force ratio concept of
attrition, but rather models attrition in a way that reflects
the internal dynamics of the combat activity and relates to
specific weapon system parameters and tactics considered
important in small unit engagements,

1BAttalion Through Iheater Level Engagement
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< (b) disaggregates the Army by explicitly considering five weapon

( system types that can individually be attrited in maneuver

: battalions, as well as artillery, air defense, and helicopter
systems, and

(c) drives the FEBA movement activity by other than the "firepower
score" force ratio concept.

A first version of the BATTLE model was delivered to the WSEG in
May and some initial development tests performed during June and July.
Although the BATTLE model will eliminate some of the deficiencies in
existing models, it is important to recognize that the model delivered
to the WSEG this past summer is a prototype which contains some purpose-
. ; ful simplifications to complete its initial development by that time.
ﬂ ) It has, however, been structured so that some of the recognized simpli-
: fied assumptions can be removed and replaced by more realistic ones at
a later date. The next section of this overview describes what is con-
tained in the BATTLE model.

2,0 THEATER BATTLEFIELD REPRESENTED

e o A A .‘ -

r 2.1 Geometry: The FEBA in the BATTLE model is divided into parallel
' segments so that the FEBA is considered piecewise linear over the total
. theatar. Maneuver forces at the FEBA are associated with these segments.
Each segment is assumed to be of such a length that it will accommodate a
~ battalion-sized maneuver force (i.e., 2000-8000 meters) and accordingly,
' the area about each segment is referred to as a "battalion area." The
: total theater battlefield is divided into sectors to provide for better
’ representation of the spatial allocation of forces. The sectors are
parallel aread that run from the FEBA all the way back to the rear area.
) The model contains ten of these sectors; and accordingly, they may be
thought of as areas that might accommodate from Corps to Field Army sized
forces.! Reserves for maneuver forces at the FEBA (referred to as maneuver
forces in reserve) are associated with each of the sectors, as are all
rear)area forces (artiliery, air defense artillery, tactical aircraft,
etc.).

T

2.2 BATTLE Time: Model time is discrete (integer valued) measuring
mode] time periods. These may, but need not, corresponc to days (e.g.,
they may be considered six-hour time periods). Model data must be con-
sistent with the period definition used.

2.3 Forces Represented: The BATTLE model considers maneuver forces at
the FEBA (one Elue battalion task force in each battalion area and appro-
priate Red units allocated to face it), maneuver forces in reserve, ar-

tillery forces, attack helicopters, air defense artillery, tactical fixed-
wing air forces, and service support forces. Maneuver forces (both at

[ 3
.o X3
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'The initial development tests were conducted with a one-sector version,
i.e,, the theater was treated as one large sector.
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the FEBA and in reserve) can contain armor (tank) systems, antitank sys-
tems, infantry with rifles or infantry in armored personnel carriers,
infantry with automatic weapons, infantry with area fire weapons, and
personnel associated with the diffarent weapon systems. Artillery forces
can ccntain one weapon system class and personnel associated with that
system; attack helicopters can contain one weapon system class and per-
sonnel associated with it. Air defense artillery forces can contain
short-range air defense systems, long-range air defense systems, and
personnel associated with these. The tactical air forces are comprised
of a number of user selected (input) types of fixed wing aircraft and
i personnel associated with them. Service support forces are made up of
’ personnel. The model continually keeps track of the number of weapon
systems by type and personnel in each of the Red and Blue maneuver forces
at the FEBA and the maneuver forces in reserve in each sector. Addition-
ally, the numbers of weapon systems are separately retained for artillery
forces, attack helicopter forces, air defense artillery forces, tactical
air forces, and service support forces for each of the sectors.

2.4 _Supplies Represented: Suppiies of the following kinds are separately
represented in the model: ammunition for each army weapon system type,
ordnance (in user specified categories) for aircraft, aviation gasoline
and associated POL (for fixed wing aircraft and attack helicopters), POL
for ground systems, and other supplies. Ammunition is assigned to (and
separately kept track of by type at each place) individual battalion

area maneuver forces, individual artillery forces, individual attack
helicopter forces, individual air defense artillery forces, individual

. tactical air forces, sector stores,! and theater stores,® POL is assigned
! to individual battalion-area maneuver forces, sector air forces, sector
stores,! and theater stores.! Finally, the "other" supply category is
assigned to sector stores and theater stores.

P Ly S W E

2.5_Plans and Intentions: For each time period in BATTLE, each manauver
force at the FEBA has a plan which currently may take one of the following
values: move forward; hold; hold, delay if moved on; and hold, withdraw
if moved on. The 1ist of plans can be expanded to include additional in-
structions such as: "If successful when moving forward, do not move more
than 10 kilometers." Each side has an intention in each sector which
currently may be to attack or defend.

2.6 Activities Represented: The model separately represents activities

Tor each of the forces. Maneuver forces at the FEBA can be engaged in
either a Rlue 2ssault (Red hasty defense), a Blue advance (Red delay), a
Blue pursuit (Red withdrawal), relative inaction, Red assault (Blue hasty
defense), Red advance (Blue delay), and a Red pursuit (Blue withdrawal).

: Artillery forces can simultaneously be engaged in (by percent allocation)

i counter-battery fire, direct support of engaged forces (preparatory fire,

: counter-preparatory fire, calls for additional fire to battalion area units,
and final protective fire), and other fires for attrition® on other targets

IThese are intended to simulate physically remcved supplies which the
tactical decision rules may not make immediately available.

2Artillery systems do not fire smoke or other non-expiosive projectiles.
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such as reserves, etc. Attack helicopters engage 1n support of engaged
forces (either in delay, withdrawal, or assaults), and air defense ar-
tillery engage in air defense fires. The tactical air forces can simul-
taneously engage in the following activities: air base attack; combat
air support (against FEBA maneuver forces, reserve maneuver forces,
artillery, and air defense artillery); suppression of air defense artil-
lery; interdiction against convoys, depots, etc.; escort of the above
missions; and air defense. The service support forces perform the trans-
fer of supplies (and also serve as targets). :

In this section we have discussed what is represented in the model
in terms of time, forces (type, composition, and location), supply types
and levels, plans and intentions, and activities. Each of these are
variables in the model which may change from time period to time period.
At the end of each BATTLE time period we can look at values of these
variables and think of them as representing a complete description of
the battle at that point in time; i.e., a snapshot of the battle at that
time. Thus, the values of these variables describe the "state" of the
model battle at some point in time and are thus referred to as "state"
variables. The processes which cause changes in these state variables
are discussed in the following section of this overview.

3.0 PROCESSES FOR DYNAMIC CHANGES IN STATE VARIABLES

A number of processes are modeled in BATTLE which cause dynamic
changes in values of the state variables. These are firepower processes;
FEBA movement processes; supply consumption processes; weapon system,
personnel, and supply replacement processes; reserve utilization processes;
and tactical decision processes. A number of processes <an occur within
an activity. Descriptions of these processes are essentially a descrip-
tion of how an activity is performed. This section describes which
processes are contained in the model (with principal emphasis on the
fi::power processes) and lists their outputs.

3.1 Firepower Delivery Processes: The firepower processes describe
different mechanisms of delivering firepower and their effects which
cause changes in force composition values and supply levels. These
processes may be grouped into four categories: air-to-air, ground-to-
air, air-to-ground, and ground-to-ground. Descriptions of the processes
in each of these categories are contained in BATTLE as submodels based
on specific assumptions about the process being described. Inputs to
each of these models are either directly measurable quantities or can

be estimated from systems engineering models or more detailed combat
process models.

The air-to-air firepower processes separately describe the inter-
actions of the escort versus the interceptor duel and the interceptor
versus the attack aircraft duel. OQutputs of these submodels consist of
the escorts continuing Lheir mission, escorts killed, escorts who return
without engaging interceptors, interceptors killed by escorts, interceptors
killed by attackers, attackers killed by interceptors, attackers aborting
missions, and attackers who continue on to perform their mission. These
results are produced both by mission and aircraft type.

The ground-to-air firepower processes describe the interactions
of air defense artillery against aircraftt on missions to attack ground
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targets other than air defense sites,! air defense artille+y versus afr-
craft on missions to suppress long-range air defense artillery, and the
duel between attack helicopters and ground maneuver forces. The first
two firepower processes consider the effects on the aircraft during the
flignt to its target, while in its target's area, and the return flight;
and generate the fraction of aircraft surviving to perform their mission,
the fraction of aircraft that perform their mission which survive the
return flight, and the fraction of long-range air defense sites suppressed.
The model for the maneuver force-attack helicopter duels generates esti-
mates of the number of maneuver force weapons attritted, by type, and
attack helicopter attrition while supporting its ground forces,

The air-to-ground firepower processes separately describe the effect
of attack aircraft against maneuver units at the FEBA and attack aircraft
against other targets such as reserves, supplies,.aircraft at air bases,
etc. The model describing the firepower process against maneuver forces
at the FEBA generates estimates of surviving numbers of weapon systems
(by type) in the maneuver force while the model describing firepower effects
against other ground targets generates estimates for the remaining number
of elements in the target.

The ground-to-ground firepower processes include artillery against
maneuver forces at the FEBA, artillery against other targets (other
artillery, etc.), maneuver force delays and withdrawals, and maneuver
force assault activities. The model describing artillery effects against
maneyver forces at the FEBA generates estimates for the expected fraction
of surviving forces in a battalion-sized maneuver force (by weapon system
type and personnel in that unit), and the model describing artillery
effects against other targets generates estimates of the expected fraction
of the target and associated personnel surviving. Results of ground-to-
ground firepower processes in delay and withdrawal activities are deter-
mined outside the model and used as look-up tables for each activity in
the model.

The firepower (and other) processes in the assault activity between
maneuver forces at the FEBA are computed internally, using VRI's differ-y
ential models of combat. These models attempt to describe the dynamics of
small unit firefights at the FEBA. The models explicitly consider different
weapon system types on each side (tanks, anti-tank systems, mounted infantry,
etc.), characteristics of these weapon systems (their firing rates, accuracy
of .fire, projectile flight times, lethality of the projectile), vulner-
ability of the target by type, firing doctrine of the weapon system (single
rounds, burst fire, volley), probabilistic acquisition of targets in the
firefight, allocation priorities of weapon systems t¢ targets, maneuver
capability of the weapon systems, and the effects of terrain line of sight
on acquisition and fire capabilities. Four types of assault scenarios
(two for Blue and two for Red) are possible in the BATTLE model, one -
representing tank heavy assault with mounted infantry and the other a dis-
mounted, infantry heavy, battalion task force. The model computes attrition

*By aircraft type and mission.




of weapon systems by type and personnel for the opposing units at differ-
ent range steps as the assaulting unit closes to the objective. Based
E( on tactical decision rules, the assaulting force may break off the assault
' or may stop and call for fixed wing air, artillery, or attack helicopter
fire support. Output of this model is a complete description of the
surviving weapons systems by type and personnel at the end of the assault
activity.

we : '. 3.2 FEBA Movement Process: The FEBA movement process is considered in

K - " two parts: tin; decision for a maneuver force at the FEBA to move and the

movement rate, given a decision to move has been made. A decision to

J. : move is based on a tactical decision rule which can be dependent upon
g , many state variables. Given the decision to move, movement is computed

v : by looking up an appropriate movement rate from the twelve movement rates
' (5 ' accepted as input to the model. These movement rates are different, de-
. pending upon the activity being performed (advance, pursuit, successful
assault, etc.) for each of the maneuver forces at the FEBA.

3.3 Supply Consumption Process: Consumption of supplies occurs as a
, resuit of combat activity and as a result of the passage of time. Con-
9 3 sumption during combat is computed separately for the assault activity
: and other combat activities. Consumption during the assault activity
i of a maneuver force at the FEBA is computed at each range step in the
) differential models of combat based on the expected number of rounds
fired to achieve the expected attrition calcuiated in that model. In
3 i - other combat activities, expenditure of supplies is computed on the same
k. : ] basis as its associated firepower process model. For example, if the
(. : firepower model gives effects on a per sortie basis, parallel data items
; give ammunition and PCL expenditure per sortie., Consumption of supplies
based simply on the passage of time is intended to simulate combat activi-
ties that are not included in the model. This type of consumption for
units is in direct proportion to its personnel and weapons system strengths.

,  A : -3 3.4 Replacement of Weapon Systems, Personnel, and Supplies: Available
i »;: g weapons systems, personnel, and supplies are ﬁookEept with weapons systems
%

JRSRPEFTEEPINE S

and personnel in the sector reserve forces and they are used as replace-
ments for battalion maneuver forces at the FEBA. This is accomplished by
tactical decision rules in any of five ways. In each method, the rules
first determine directly the available raplacement weapons for each type
of battalion for the period. Then, the rules may call for (1) direct
replacements to individual battalion areas, (2) averaging the number of
weapons and parsonnel among all "battalions" of the same type in the same
sector, (3) assignment of the replacement in proportion to the difference
of the present level in a "battalion" from its TO&E level, (4) assignment
-of the replacement in proportion to another rule determined measure of the
"battalions" required replacements (e.g., 90% of TO&E level), and (5)
assignment of replacements which approximate the results of assigning
replacements to "battalions” so that no "battalion" loses weapons and all
"battalions" are brought as close to a constant number of weapons (of the
type concerned) as possible. Replacement of weapon systems, personnel,
and supplies to the sector stores from the theater storas are modelad by
\ similar tactical decision rules.
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3.5 Reserve Utilization Process: Tactical rules determine the retirement
of maneuver forces at the FEBA into the reserve and the commitment of re-
serves or new units to the FEBA. When as a result of retirement or com-
mitment of a maneuver force at the FEBA, the model finds a maneuvar

force at the FEBA temporarily without an opponent, the Red forces

are redistributed into one more or one fewer of its allocated units. A
force is distributed only into forces of the same type (there are up to

. ten types of Red and Blue units in a sector). In creating a new composite

force, every force of the same type in the same sectoi” loses a constant
fraction of its weapons and personnel in such a way that the new "battalion
has the mean strength of all forces in the sector. In redistributing an
excess Red "battalion" equal fractions of it are distributed to each other
Red force of the same type in the same sector.

3.6 Tactical Decision Processes: The model contains a number of tactical
decision rules which attempt to describe the behavioral tactical decision
processes which are an integral part of any military activity. Recognizing
that little is known regarding how military commanders actually make
tactical decisions, the model provides the user with a lot of flexibility
to specify realistic tactical decision rules for use in the model. A
tactical decision rule is a rule that associates a decision (a choice
among aiternative courses of action) with joint comparisons between ratios
of linear sums of the state variables to comparison thresholds. The user
has complete flexibility to specify which state variables are to be con-
sidered in the rile, the importance or weighting of each of the variables,
and the comparison thresholds' values. Essentially, the user can set the
value of any state variable as a function of tha values of any other state
variables contained in the model, Tactical decisfon rules in BATTLE are
used to allocate forces and supplies to sectors; datermine which maneuver
forces at the FEBA will retire to the reserves; determine how many maneuver
forces in reserve will go to the FEBA; govern the assignment of weapons

. and personnel to maneuver forces at the FEBA as replacements; assign

theater intentions and plans for maneuver forces at the FEBA; determine
activities of maneuver forces at the FEBA; determine fixed wing tactical
air, artillery, and attack helicopter assignments to missions; determine
whether forces engaged in an assault (fixed defense) will call for support
and when they will break off; and control the FEBA shape.

4.0 MODEL INPUT, OUTPUT, REVIEW PROCEDURE, AND STATUS

4.1 Model Input and Qutput: Categories of inputs to the BATTLE mndel
are weapon performance data, tactical rule data, and initial force in-
ventory and deployment data. Outputs provided in the current version
of the model include:

(1) Daily and cumulative weapon system losses by weapon type.
(2) Daily and cumulative casualties,

(3) Supply totals by type of supply.
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A METHOD FOR DETERMINING INDIVIDUAL AND CCOMBINED

(@) ____\_51555 WEAPONS EFFECTIVENESS MEASURES UTILIZING THE RESULTS

OF A HIGH-RFESOLUTION COMBAT SIMUIATICN MODEL

Mr. William H. Holter
Q‘:} General Research Corporation
McLean, Virginia

<::> INTRODUCTION
' "AThe Gaming and Simulations Department of General Research Corpora-
;<::D tion/Operations Analysis Division has recently campleted a study entitled
;:}ﬂ "NATC Cambat Capabilities Analysis II" (COMCAP II) under the sponsorship
of ODCSOPS. One of the principal objectives of the study was to develop
a . weapon effectiveness values (WEVs) and unit effectiveness values (UEVs)
< for representative U.S. and Soviet forces engaged in mid-intensity combat
in Western Europe, circa 1976. The cbjectives of the study were attained
by analyzing kilier/casualty data generated by an exercise of the Division
Battle Model (DBM) over some six days of simulated warfare in the Burcpean
theater. This paper presents a mathematical description and Jjustification
; of the methodology, which was employed in the study, for determining the
| effectiveness values] The paper appears as Appendix D of the COMCAP II
; final report. ﬁ\

DISCUSSION
Consider two opposing forces, Blue and Red, engaged in military

combat, Suppose Blue has b distinct types of weapons and Red has r
distinct types of weapons.

, Let:
gBi(t) = the number of Blue type i weapons remaining at
time t after start of the battle (i=1,2,¢:+,b).
; nRj<t) = the corresponding number of Red type j weapons
: j (J=l:29"‘3r)-
i V.. = the (time-independent) "value" of a Blue type i
X o ) weapon.
t o Ve = the (time independent) "value" of a Red type j
1 ! J weapon,
The gecal of COMCAP II is to assign numerical values to the parameters
(the WEVs),

gy and VRJ’ such that: (1) the magnitudes of the values

..44 indicate the relative worth (in terms of ccmbat effectiveness) of
| individual weapons; and (2) the resulting values of the linear cambina-

: ) b R r .
% tions (the UEVs), iZi oy Ray (0) and gil VRJ Dgs (0), are "good" measures
of the relative strengths of the opposing forces.




:(% (4) Total weapon system survivors by weapon type.

- (5) Total personnel survivors in maneuver units.

L ' ? (6) Total rear area personnel survivors.

Es ; (7) Nuﬁbers of task forces, weapons, and personnel in reserves.
C (8) Numbers of sorties flown on each mission by each aircraft type.

(9) For each battalion area maneuver unit (daily):

Number of weapon systems (by type}, personnel, and supplies
FEBA position :
Activity

(10) Casualties (by location) and weapon system (by type) losses

by system type which inflicts the attrition

4.2 Human Review Procedure: Recognizing that the tactical decision rules
may at times result in some anomalies during the course of a 180-day war,

} or that the user may wish to change a particular decision during the course
' of a large-scale battle, a human review procedure allows the user a capa-
j N bility to replay a campaign with modifications. The user can direct that

, j any state variable be set to a new value at a prespecified time during
) - a war, This might, for example, be used to change an originally specified
aliocation variable or an inappropriate theater intention.

4.3 Model Status: The prototype version of the BATTLE model has been
developed, programmed in ANSI FORTRAN, debugged, and is operating on
both VRI's computer (360/67) and WSEG's CDC 6400. A data base has been
formulated for the development testing which involves analysis of para-
metric variations in force inventory, tactical rules, and weapon per-
formance data. The purpose of the development tests is to determine if
(a) one can trace the cause-effect relationship between input variations
and output results, and (b) giver the input, the output results are con-
sistent with military intuition and/or serve as a basis for changing
that intuition. Some results of these development tests will be presented
at the symposium, '
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The methodology adopted for attaining this twofold goal is derived
from the following intuitively appealing

Majior Premise:

The total value of a number of weapons of a given type

is directly proportional to the total. value of the
opposing force destroyed by those weapons per unit time.

In what follows it is first shown that the methodology arising from this
premise has same interesting implications in connection with clas$ical

- Lanchester theory; a justification of certain basic model assumptions

is also presented; next, an iterative method for solving the resulting
equations is described; and, finally, the procedure is illustrated via
a numerical exauple,

Matrix notation is used throughout the discussion. In addition to
those given above the following definitions are employed:

B = Blue's (bxr) "kill rate matrix" = QBU]
anjy = the constant rate at which a single Blue type
i weapon kills Red type J weapons.
R = Red's (rxb) "kill rate matrix" = X ]
[ " RJi
aRji = the constant rate at which a single Red type

J weapon kills Blue type i weapons.
= the column vectorE’Bi]with b ccmponents.

= the column vector[VRj]with r components.

uF' xﬁl wGI

(t)= the column vector{qai(t)]with b ccmponents.

Eﬁ(t): the column vector[nRJ(t)]with r camponerts.

The elements of the matrices, B and R, are measures of the killing
power of individual firers against different types of targets. 1In
COMCAP II, estimates of these measures are obtained by grouping DBM
killer/casualty data into discrete sets of small unit cngagements
according to Blue posture--delay, defense, and counterattack. Speci-~
fically, for each such set of engagements,

. E
“Bii éil Kfijm / %;1 Dpim & By 800
« 3 E

Ro-. = T Kpgyin /T tpyy 8%

requiring the additional definitions:
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E = the total number of small unit engagements
in the set. .

KB'ﬁ = the total number of kills by Blue type 1
+on weapons of Red type J weapons in the mth
engagement,

an: = the initial number of Blue type i weapons
in the mth engagement,

st = the duration of the mth engagement ,

KRjim

0]

the total number of kills by Red type J
weapons of Blue type i weapons in the mth
engagement.

Moo = the initial number of Red type j weapons
J in the mth engagement. ’

Also: a "heterogeneous force" is defined as a force comprising weapons
with differing characteristics - tanks, TOWs, rifles, etc.; a "homo-
geneous force" is defined as a force camprising identical weapons; dots
are used to dencte time derivatives; and superscript T denotes matrix
transposition. Other definiticns are provided as needed.

Connection Between the Methodology and lanchester Theory

Using the notation just defined, Lanchester's square law {or the :>
attrition of hetercgeneous forces engaged in combat may be stated
mathematically as

n(6)= BT By (t) (1)
m(8)= BT R () 5 (2)

i.e., the rate at which targets of a given type are attrited is equal to
a weighted sum of the numbers of firers of a given type on the opposing
side, the weights being the rates at which the individual firers kill
the targets, Denote the total strength of the Blue force at time t by
Uﬁ(t), a weighted sum of the number of Blue weapons,

Uﬁ(t) VBT T, (t) (3)

and the corresponding strength of the Red force by UR(t), a similar sum,

I

VRT T (t) _ (L)

where Vé and'VR are the yet-to-be-determined vectors of the Blue and Red

WEVs. (Note that, if VB and TIR are selected "properly,” U,(0) and

U ()

UR(O> are the Blne and Red UEVs.) Further, as a direct consequence

of the major premise stated earlier, the relationships between the Red
and Blue WEVs may be written
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sB'VB =B Ty (5)
and B Vé = R Vg , (6)

where QB and BR are positive constants alsoc to be determined,

Using equations (1), (3), and (4), equation (5) transforms successively

to
V. = B VﬁT
7' (8 T(8)) = - gy (T, T (6))
Ty Tp(®) = - By Uy (8)

and

U L(8) = - By U (6). (7)

Similarly, using equations (2), (3), and (&), equation (6) transforms
to

GB(t) = - g U (t). - (8)

Equations (7) and (8) have the form of Lanchester's square law for
the attrition of hamogenecus forces, where SB is the rate at which an

"average" Blue weapon kills "average" Red weapons, and Y is the rate

at which an "average" Red weapon kills "average" Blue weapcns, Thus,
equations (3) - (6) (assuming that equatlons (5) and (6) can be solved

to yield unique values of QB’ BR’ and VR) imply that one can go fram

a heterogeneous Lanchester model represented by equations (1) and (2)

t0 an equivalent homogenecus lLanchester model represented by equations

(7) and (8). This interesting (and important) fact was first noted by
Dare and Jamesl and subsequently elaborated upon by Thrall? and Anderscn.3¥

lDare, D.P., and James, B.A.P., "The Derivation of Same Parameters

* for a Porp5/D1v1sion Model from a Battle Group Mcdel," Defense Operation

Analy