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INTRODUCTION

Electromagnetic Pulses (EP) coming from such diverse sources as
lightning, RADAR beams, or nuclear explosions, can induce transient electrical
effects in metallic or semiconductor materials. Damage to sensitive com-
ponents by strong EMP-induced transients is a serious problem in both military
and commercial electronic systems. While many circuits can be protected from
EMP by metal boxes, others require connections to wires that must pass out of
these boxes. These wires act as antennas and channel the destructive pulses
through the shield and into the electronics. Invariably, some of these pene-
trating wires connect directly to sensitive electronic components (e.g., the
signal diode in a communications system that must connect to an antenna wire).
If the system is to survive, these components must be able to withstand the
EMP induced transient with a minimum of damage or degradation.

Solid-state electronic circuits contain many physical components (i.e.,
resistors. capacitors, diodes, transistors, metal strips, etc.), all of which
can be destroyed or degraded by an EP. For example, a high voltage pulse can
cause two closely spaced metal strips to short, or induce a conduction path
through an insulator. Understanding the effects of EMP on the various circuit
components is essential to be able to answer questions concerning the operabil-
ity or survivability of a particular circuit or system in an EMP environment.

There are many different types of damage mechanisms that can occur in
electronic components. Semiconductors can experience thermal and current mode
second breakdown, surface breakdown, electromigration of impurity atoms, and
many other high-field effects. Insulators can experience bulk or surface
breakdown. Wires can be attracted towards each other to cause a short, or
simply be burned off.

This report discusses these damage mechanisms and their effects on the
performa,ce of semiconductor devices. The failure levels of sensitive
electronic devices such as semiconductors can vary over a wii., range of
amplitudes; and any hardening approach of a complex system with a very large
number of such devices must take this wide variability of failure levels into
consideration. If the hardening strategy places its emphasis on using harder
devices with minimum tolerances in variability, the question arises as to how
this can be accomplished. For example, for semiconductor devices, you may
want to increase mean failure levels and minimize the spread about these
levels. This may require establishing certain tolerance limits on the physics
parameters that affect the manufacturing of such devices. However, with the
present level of knowledge of failure mechanisms, this is not possible.
Almost all presently used analysis techniques are semi-empirical in nature,
and the relationships between the physics mechanisms and the failure levels is
not well known. , "

-The pStloseof this tnvestigation is, therefore, to assess the existing
models aed known mechanisms which can cause damage to a p-n junction device in
an 6N environment. After this, we will try to extend the existing models to
a form which will A capable of accurately predicting the failure power for
p-n junction devices.



SOME IMPORTANT EXISTING MODELS

The physical phenomenon which leads to internal damage in junction devices
is second breakdown. The onset of second breakdown appears to be associated
with an instability in which the current tends to concentrate in a small
filament, rather than spread uniformly over the whole junction area. This
phenomenon occurs whenever the input voltage reaches certain threshold values.
Experiments show that second breakdown does not always damage the device. It
only does so if the device operates in the second breakdown mode for a period
of time. For example, if a second breakdown occurs and the input power is
quickly reduced below the threshold levels, there is evidence that the device
will return to its normal operating condition.

Various theories and models proposed in the last 20 years try to explain
such phenomena. These theories are generally grouped into two categories--
thermal models and electrothermal models. The following subsections will
describe some of these models in detail.

WUNSCH-BELL MODEL

In this model (Ref. 1), joule heating is produced as current flows through
a potential difference at the junction. This heating raises the junction
temperature until melting occurs. The Wunsch-Bell Model can handle either
adiabatic (short time) quasi-adiabatic (intermediate times), or thermal
equilibrium (long time) systems. Many difficulties exist with this model. It
contains many parameters which are usually not accurately known. In applying
this model to predict failure power, you often assume that the critical
temperature is that temperature at which the doping concentration is equal to
the intrinsic carrier concentration. However, when second breakdown occurs,
temperature of the device is so high that the intrinsic carrier concentration
can be much higher than that of the doping concentration. When second break-
down occurs, the current tends to flow through one or more channels, which
occurs even in homogeneous junctions (Ref. 2). The Wunsch-Bell model does not
take this channeling phenomenon into consideration. It is based on the
assumption that the current flows uniformly throughout the junction (Ref. 3).
Therefore, we do not expect this model to very accurately predict the thres-
hold power.

In order to accurately predict the threshold power for any semiconductor
device, you must simultaneously solve the continuity equations for electrons
and holes, Poisson's equation, and the thermal energy transport equation.
Wunsch and Bell used only the thermal-energy transport equation and ignored
all the couplings between electrons, holes, and phonons in the crystal. All
of the detailed physics of the problem are lumped into the model's constants.
As a result, this model does not have the capability to be used for investi-
gating the sensitivity of the failure power to variations in the physical
parameters.

It has been known for some time that two second breakdown phenomena exist
in transistor devices (Ref. 4). One is thermal second breakdown, and the
other is current mode second breakdown. The latter is an electronic phenomenon

6



with a delay time to onset on the order of nanoseconds. Therefore, any attempt
to use the Wunsch-Bell model to predict breakdown phenomena when a transistor
is subjected to a pulse with a pulse width in the nanosecond range may be
entirely incorrect. Kalab (Ref. 5) and Kleiner (Ref. 6) have both observed
that the plots of critical power as a function of pulse width in the short
pulse width region (10 ns or less) were quite different from those predicted
by the Wunsch-Bell model.

ELECTROTHERMAL MODELS

A more sophisticated model is called the electrothermal model. It was
recently used by Ward (Ref. 7) to investigate second breakdown phenomena in
p-n junction devices. In this model, the transport equations of the electrons
and holes and the energy equation for the temperature are solved simultaneously
using a computer. Even tho4gh Ward had only considered the one-dimensional
case, he was able to obtain a power failure curve that agrees very well with

,,some of the experimental data of Tasca, et al. (Ref. 8). In principle, the
approach used by Ward should be able to more accurately describe second break-
down mechanisms than the Wunsch-Bell Model. However, in order to describe the
filament formation and other physical phenomena associated with second break-
down, you must extend the calculation to two or three dimensions. In addition,
the calculation must also be extended to higher temperatures than those con-
sidered by Ward.

At the present time, accurate avalanche coefficients for electrons and
holes are not known for temperatures greater than 400 K. Therefore, work also
should be done to theoretically and experimentally determine these coefficients
at higher temperatures.

Another electrothermal model was recently employed by Barush and
8udenstein (Ref. 9). In this model, the device is divided into small square
segments. Instead of solving the transport equations of the electrons and
holes for each segment, Barush and Budenstein used a set of equivalent circuit
equations to relate the current and the voltage in each segment to the total
voltage and curreftt. The thermal portion of the problem is solved by equating
the increase in the internal energy in each segment to the algebraic sum of
the heat added to each segment from the four surrounding square segments and
the substrate, plus joule heating from the current flowing through the segment.
In this calculation, the voltage as a function of the temperature is needed
from an experiment.

A two-step progression in conjunction with an iterative procedure was
employed to establish the current and temperature distributions. The important
result obtained from this calculation is that it shows that hot spot formation
does exist, even for a homogeneous junction. For the junction with inhomogene-
ites or damage, the hot spots form at a lower current density. Because the
theory does not take into consideration the exact doping density and other
things such as the convergence of the current lines, the theoretical results
do not agree quantitatively with the experimental ones. Since the transport
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properties of the electrons and holes are replaced by a set of circuit equa-
tions, this model again does not directly explain the physics of second
breakdown, but it does show that hot spot formation occurs even in homogeneous
devices.

Another model which combines the electrical and thermal properties of p-n
junctions has recently been investigated by Kusnezov and Smith (Ref. 10). In
this model, the physics of the junction model was converted to an equivalent
electrical and thermal circuit. The procedure for determining the electrical
characteristics is, first, to use the electrical model to calculate the
instantaneous power dissipation with the structure at a uniform temperature.
The power dissipation is then inserted into the thermal model and the tempera-
ture allowed to rise for a specified period of time. At this point, a new set
of node temperatures is developed. Using these new temperatures, the thermal
conductivity and the resistivity is calculated along with the new forward
voltage. By iterating between the two models, they obtain the power density
as a function of distance in the devices, and the failure power as a function
of the delay time. Up to now, the results obtained from this model are only
qualitative.

The agreement between the calculated results and experiments is very
poor. Again, because of the macroscopic nature of the theor the physics of
second breakdown is buried in the parameters used in the ca lation.

In addition to the various models described in the pre ,s sections,
Hower (Ref. 11) used a model based on ideas of Shockley and irlett (Ref. 12).
The model uses the concept of the stability factor S, defi! the following
equation:

aIs a RT.Vce -aT 1

where Vce, Ic and RTH are the collector-to-emitter voltage, collector
current, and the thermal resistance, respectively. The device is thermally
stable when

S_ 1 (2)

and thermally unstable when

S > 1 (3)

Using the conditions given in Equations 2 and 3, and the equations which
describe the current and voltage for a junction device, you can obtain a locus
of stability as shown in Figure 1. According to Hower (Ref. 13), in the
region below the locus of the stability curve, the current is uniform and
there is no hot spot formation. Above the stability curve, hot spots occur.
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Figure 1. The Scarlett and Shockley thermal instability mechanism
illustrating breakdown during forward bias in some transistors.
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If the current or voltage continues to increase, the device can be taken into

the region where second breakdown occurs. The theoretical results of Hower
have been verified experimentally for a number of transistor devices (Refs.
11,13) for the case of steady state input power. At this point, whether
Hower's results are applicable to EMP situations is not clear. Certainly
using the stability factor concept to define the areas of safe operation for a
device is a very appealing idea.

In the future, the applicability of this concept to the EMP problems will
be considered.

10



PHYSICS OF SECOND BREAKDOWN

THERMAL MODE SECOND BREAKDOWN

Although many models havF been used in the past to explain the mechanisms
of second breakdown, none describes the real physical processes responsible for
this phenomenon. Some of the theoretical calculations involve lengthy computer
calculations and others are based upon too many assumptions. As a result, the
physics of second breakdown are lost through computation procedures. The
following section will present, in the simplest way, how the second breakdown
phenomena may occur. Since second breakdown or any damage mechanism is a very
complicated phenomenon, assumptions and approximations are necessary to reduce
the complicated equations to a simple form so that a meaningful physical model
will result.

In theory, you can Investigate second breakdown phenomena by the
following set of differential equations.

The continuity equations for electron (n) and hole (p) densities:

et a Vjp + an + Bjp eR(n~p) (5)

where the current densities are expressed by,

p a pe1jpE - eD pVP (6)

in = nePnE + eDnVn (7)

Poisson's equation:

V • e(n-p+N)/c0  (8)

The heat flow equation:

A [K(1,t)VT] (9)

Pc 11



.... .. .......

where

= electron ionization coefficient

- hole ionization coefficient

l~n  - electron mobility

P~p a hole mobility

R = recombination rate

e - charge on an electron

J n electron current densityn

Jp a hole current density

n a electron concentration

p - hole concentration

E - electric field

N - net ionized impurities

K(i,t) - thermal conductivity

£ - dielectric constant

p - mass density

c - specific heat

Equations 4 through 9 are very complicated to solve analytically.
Therefore, in order to gain some insight into the physical processes involved
in breakdown phenomena, we consider some simple cases.

As a start, we will consider a one-dimensional steady state solution. In
this case, the electron, hole, and current densities are constants, and the
gradients reduce to derivatives of a single variable. Therefore:

Ia f80(10)I

j 3 n + J constant (11)

12
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v dn J (12)

dJ
* • p dx (13)

Inserting Equations 10 to 13 into Equations 4 and 5 gives

dJ
+ n - eR(n,p) (14)

dn
d- J " p - OJn + eR(np) (15)

Now, assuming a single trap at the center of the forbidden band, the
recombination-generation terms R(n,p) can be determined from (Ref. 14):

(pn - 2
R(n,p) (n + ni)T + (p + n)(16)

nt  a intrinsic carrier density

Tn, Tp a electron and hole effective lifetimes

For the case of a reverse biased p-n junction, where ni > n,p, this equa-
tion can be approximated with

R(np) Tn (17)T n

Solving Equation 11 for Jn, inserting it into Equation 14, and
multiplying by the area (A) to get the current, gives

d l + I (u-0) * aI - eAR(np) (18)

dx p (8

13



which can be solved by the standard form

, py Q (19)
dx

y X Q exp(ft Pdx) dx + c] /exp ftdx') (20)

The result is

(eAR(n, p)] exp (21)

expJ Sd Pdx

where P a (Q-B), the difference between the hole and electron avalanche
ionization coefficient d is the thickness of the depletion region, and ip(o)
is the saturation current of holes incident from the n-side of the p-n

junction.

Equation 21 cannot be integrated directly because the avalanche coeffi-

cients are very complicated functions of position within the depletion region.

The shape of the avalanche ionization coefficient curves, as a function

of position, can take on different forms, depending on the doping concentration
and the geometry of the device. One particular form obtained from the work of
Overstraeten and Deran (Ref. 15) is shown in Figure 2. To make the calcula-
tion as sitle as possible, use average .values for these coefficients; call

them 3 and . Making these approximations and ignoring the generation-
recombination term, we obtain the current for a p-n junction device operating
in the avalanche region by integrating Equation 21.

Ip(d) I p to) exp(-pd) + El - exp(-d))I (22)

where p (

Now if Sze's approximation is used (Ref. 14), (i.e., I * Ip(d) + In(d)

Mp (d)), the following form is obtained.

IF(o) (W.;)eg
'- d

I . , (23)

14
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Equation 23 has the exact same form as the current in a Townsend dis-
charge in gases in the avalanche region (Ref. 16). That is

1.0 O(ma)d(Q-)d (24)
Ial -

where a and y a 0/a are the electron and positive ion ionization
coefficients (Ref. 16) in a gas discharge device.

Note that Equation 23 is not exact, but an approximate solution to
Equations 4 through 9.

For the reverse-bias case in which the generation-recombination is not
neglected, we obtain, after integration of Equation 21, the current as follows:

1p(0) TeT exp(;pd) + nieA[l - exp(-pd)]
- i-(1- I - exp( -d)} (2)

The saturation current Ip(O) is (Ref. 17):

2
1p(o) - A (26)

where ?p is the diffusion coefficient for holes, and Nd is the donor doping
concentration in the n-side.

Starting with a one-dimensional form of Equation 9 where we have
approximated heat loss in the other two dimensions with a thermal conductance .,
we get (Ref. 17):

pc dT - wE+h (K(xt) n.) - A(T-TO) (27)

For the steady-state case t o) with no variation of T with x, this
equation becomes:

E x (T-To) (28)

16



Using Equations 25, 26, and 28, and the data in Figure 3, we obtain the
approximate I vs. V curve shown in Figure 3.

Figure 3 shows that Equation 25, together with Equation 26, does give
rise to a negative resistance region similar to that in a gas discharge device
when thermionic emission has set in.

Again, Equation 25 is only an approximate solution of Equations 4 through
9.

We can draw an analogy with the breakdown region In a gas discharge and
second breakdown in a p-n junction device. In a gas discharge, the physical
phenomenon which gives rise to breakdown is the thermionic emission of
electrons from the cathode. In a p-n junction device, the physical phenomenon
which gives rise to second breakdown is the thermal excitation of electrons
from the valence bands. Physically speaking, the two processes are very much
the same, as shown in Figure 4. In a gas discharge, it is the potential
barrier at the surface that governs the emission of the electrons; in a solid,
it is the band-gap of the semiconductor which governs thermal emission of the
electrons from the valence bands.

Another simple model which can be used to explain the physical mechanisms
of second breakdown is based upon the fact that, when a device is operating in
the second breakdown mode, the free carriers generated are primarily due to
thermal excitation of the electrons from the valence bands. llere~ore, for
high temperature and low doping concentration (e.g., below lO/cm )

(Ref. 18), the current density can be approximately written as follows:

J uavnqn, + vpqn1

where v and v are drift velocities of the electrons and holes, and the
intrins'lc carrier concentration ni is (Ref. 14):

121m K 3 /2 /e 3/4 (3/2 (16)

where
E9 a forbidden gap energyg1
K - Boltzmann's constant

h - Planck's constant

17
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Figure 3. I-V characteristics in the second breakdown region of
a p-n junction based on thermal excitation models.
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The electron and hole effective masses me and mh which appear in
Equation 30 are, in general, a function of the temperature and the electric
field. This is because the band structure of a material changes with the
application of high temperatures and high electric fields. However, for a
simple analysis, assume that the effective masses are constant.

In the avalanching region, the drift velocities Vn and vp will be
scattering limited. For an electric field above 3.5 x 105 V/cm, the velocity
can be approximated by (Ref. 19):

vn (cm/s) a 1.45 x l06 E0. 1 52 5  (31)

v p(cm/s) a 4.68 x lO4 E0.4445  (32)

where E (V/cm) is the electric field in the semiconductor. In a real situation,
the velocity is not just a function of the electrical field but also a function
of temperature (Ref. 20). Assume a simple one-dimensional model with an
n+-Intrtnsic-n configuration in series with a fixed resistor and voltage
source. If we assume that the thermal conductivity (K) is independent of
position and that steady state conditions prevail, then Equation 27 reduces to:

K -3 X(T-T°) - JE (33)

This geometry and equation are similar to those used by Shousha (Ref. 21)
in his investigation of second breakdown in insulated thin films.

Using Equations 29 to 32, and solving Equation 33 numerically, we obtain
the I versus V curve and the spatial distribution of the temperature. Note
that the results shown in Figure 5 are quite similar to those obtained by
Shousha (Ref. 21) for thin films. The fact that a simple system like that
given above exhibits negative resistance also supports the experimental fact
that second breakdown phenomena can occur, not only in junction devices, but
also in homogeneous materials. From Figure 5, you can see that, as the current
increases, a hot spot forms at the center of the device.

Another experimental fact which seems to support the model proposed here
is the relatively good agreement between the measured resistivity curve and
the theoretical resistivity from Equation 29 (Fig. 6).

Up to now, only steady-state operation of a device has been considered.

The next step in the complexity of the model is to consider the time-dependent
form of the transport equation. This is because, once a device gets into the
second breakdown region, the physics is very nonstationary. As a first attempt
to more accurately characterize the effects of second breakdown, we have

20
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created a cylindrical, two-dimensional, time-dependent model for a junction
device operating in a high field situation. The device configuration is a
thin silicon disk imbedded in a silicon substrate, with noninjecting contacts
on the top and bottom (Fig. 7). The device is in a series circuit with a
voltage source and a load resistor. Second-breakdown phenomena in this
device are investigated by solving the nonlinear transport equations for
electrons and holes, together with the time dependent thermal energy transport
equation.

To solve the thermal and electronic transport equations, we first assume
that the device is thin enough to allow us to ignore variations of parameters
along the axis of the cylinder. These parameters include the electric field,
temperature, avalanche coefficients, and thermal conductivites. The tempera-
ture at any point in the radial direction is determined by solving the thermal
diffusion equation

PC @ (KV T) + JE - (34)

where Vr is the radial component of the gradient, K is the thermal con-
ductivity, X is a thermal conductance, d is the thickness of the device, p
is the density, and C is the heat capacity. Radial heat flow is determined by
the first term on the right-hand side. The second term on the right-hand side
is just the ohmic heating in the device, and the third term is the heat flow
along the axis of the device. This equation is solved using a finite differ-
ence method.

The current density is calculated from the charge carrier density and the
drift velocity.

J = nevn + pev (35)

where e is the magnitude of an elementary charge. The drift velocity as a
function of the field uses Equations 31 and 32 for high fields and standard
mobility equations for low fields, and the charge carrier density is deter-
mined by solving the continuity equation (ignoring electronic diffusion)

(a) * G(E,T) - U(T) (36)

where G is the avalanche generation rate and U is the intrinsic thermal recom-
bination (generation) rate. All of these equations are solved simultaneously
with the circuit equation,

V - IR + V°  (37)
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where V and R are the applied voltage and load resistance, I is the total
current, and Vo is the voltage across the device.

The results of these calculations are displayed as plots of current and
voltage versus time, and current density and temperature versus position.
From the current and voltage plots, you can determine the failure threshold
power and the power duration to failure for the device in different internal
and external
environments.

Avalanche breakdown (A) and the subsequent heating and thermal second

breakdown (B) are readily apparent from the plots of current and voltage
(Fig. 8). Hot spot formation is evident in the plot of temperature versus
radial distance (Fig. 9). Each line on this plot represents the temperature
or current density at a particular time step (I x 10- s). Note how the
device first heats up evenly under a uniform current density. When a critical
temperature has been reached (between 600 and 800 K), the current density and
temperature collapse into a current filament and a hot spot.

As it stands, this model of device operation is a relatively fast method
of comparing sensitivites of thermal second breakdown power levels and times
to the various device parameters. Also, it seems to be giving more insight
into the mechanisms and operation of devices in the second breakdown regime.
Plans are to extend this model to three dimensions in a cylindrical geometry
and two or three dimensions in a rectangular geometry. When this is realized,
more complex geometries can be considered and the effects of current mode
second breakdown Included.

CURRENT MODE SECOND BREAKDOWN

If the pulse width of an applied voltage is in the microsecond range or
longer, the shape of the threshold failure power curve obtained from some
experimental investigations approximately follows the WB model. As the width
of the pulse gets shorter, say about 10 ns, the shape and the magnitude of the
threshold failure power curve no longer follows the WB model (Ref. 22). At
the present time, there are no theoretical models that explain this discre-
pancy, although it has been observed that, when a breakdown occurs near the
surface qr contacts of a device, the threshold failure power of the device is
much smaller than that predicted by the WB model. The reason that the WB
model cannot explain this observation may be due to the fact that the physics
of second breakdown induced by a short pulse is quite different from the
thermal breakdown described by the WB model.

In the short pulse range, especially in bipolar transistors there often
occurs another second breakdown phenomenon called "Current Mode Second
Breakdown." Current mode second breakdown is quite different from the thermal
second breakdown (Ref. 23). The delay time for the current mode breakdown is
on the order of a nanosecond. On the other hand, the delay time for thermal
second breakdown is on the order of microseconds or longer. Physically,
current mode breakdown is induced by an electronic (Ref. 22) rather than a
thermal process.
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Recently, Keichi, et al. (Ref. 22), have investigated current modebreakdown theoretically by solving part of the continuity equations together
with the heat flow equations. The results obtained from their calculations
show that you can switch between current mode second breakdown and thermal
second breakdown by changing either the applied collector voltage or theexternal load resistance (see Fig. 10). Now, since the delay time for the
current mode breakdown is on the order of a nanosecond, it is possible that
the experimental observations of breakdown phenomena with nanosecond delay
t ie were due to current mode second breakdown rather than to thermal second
breakdown. If the breakdown phenomena which occur in the short pulse ranges
are indeed due to current mode breakdown, then you would not expect the WS
model to agree with the experimental results. Therefore, theoretical investi-
gations Into the current mode breakdown are important to the understanding of
EMP burnout phenomena.
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mode and thermal mode second breakdown.
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MULTIPLE HOT SPOT FORMATIONS AND THEIR EFFECT
ON THE TRANSPORT PARAMETERS OF THE DEVICES

Hot spots caused by high localized temperatures can be very damaging to a
device's electron and hole transport properties. This is because the tempera-
ture in the hot spots can reach the melting point of the material. When this
happens, the mechanical damage caused by the hot spots induce many localized
energy levels in the band-gap of the semiconductor. After a device has been
subjected to localized hot spot formation, the transport properties of the
device may be different. For example, if the diffusion lengths and the
minority lifetime are measured (at room temperature) after the device has been
subjected to the hot spot formation, both may be shortened. The doping con-
centration in the regions where hot spots occurred may also be changed. This
also alters the transport properties of the device.

Note that the lifetime of the free carriers may actually be longer during
the time when the tmerature of the device was high. This is because, at
high temperatures, more free carriers are released from deep traps in the
crystal than are being captured. In other words, the capture probability of a
free carrier is smaller than the emission probability.

If damage occurs in the depletion region of the device, the recombination
current will increase, which increases the dark current of the device. This
chaMs the shape of the I versus V curve. This is what happens experi-
mentally when a device operates in the second breakdown region for a long time.

Up to now, there has been no explanation for quantitative or qualitative
multiple spot fomations in the second breakdown region. However, based upon
the following reasoning, you can see how multiple hot spots could be formed
qualitatively. Assume that the hot spot of a device is formed at point A (on
Fig. 11). Now since the temperature of the hot spot is much higher than its
surroundings, the thermal expansion of the hot spot exerts a stress in the
region. As a result, the band-gap of the surrounding regions increases, as
shown in Figure 11. Consequently, more current flows through the hot spot and
through point B, than in the surrounding regions. Once this happens, another
hot spot will form at point B. The thermal stress created at point 8 now
causes the band-gap of its surrounding material to increase. Another hot spot
will then be formed at point C.

To put the physics quantitatively, or to model multiple hot spot forma-
tions as described, a relationship between the nonuniform thermal stress and
its effect on a device's band-gap must be found.
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SOME RECENT EXPERIMENTAL RESULTS

The lack of theoretical progress in the understanding of the complex
physical phenomena of second breakdown makes it difficult to predict accurately
the threshold failure power of junction devices. As a result, the tendency of
most recent experimental work is to test as many devices as possible to try to
check for any kind of universal failure distribution. For example, BOM
Corporation recently tested 10,000 bipolar transistors (Ref. 23). The
objective of the work was to examine a sufficiently large number of comer-
cially available devices to permit statistically significant statements to be
made concerning the functional form and the parametric values of the failure
distributions. Furthermore, sufficient experimental controls were required to
provide a basis for extrapolating the results to device types not specifically
included in the experimental effort. No universal failure distribution was
found, however. Instead, the tests showed that the failure threshold distri-
butions were different for different device configurations. In some cases,
even the same cell configuration gave different results when the devices were
made from different wafers. Nevertheless, the investigation provided some
useful conclusions. They are: (1) periphery is a better predictor of
emitter-base failure threshold than total area; (2) the emitter-base may be
the most vulnerable junction to failure even when electrical overstress is
applied to the collector; and (3) gold doping tends to degrade the failure
threshold for the emitter-base configuration.

In addition to the BDM work, Bruno Kalab has carried out extensive
investigations into the junction burnout phenomena in transistors and diode
devices (Ref. 5). The conclusions from his work can be summarized as follows:
(1) the failure mechanisms of semiconductor devices are not yet understood;
(2) it is difficult, if not impossible, to fit the experimental data to the WB
model, especially in the short pulse width pulse region in the threshold
failure curve; and (3) other unknown breakdown phenomena occur in the short
time delay region.

Although both the BOM and Bruno Kalab's work are quite extensive experi-
mentally, they do not provide any definite information concerning the failure
mechanisms of semiconductor junction devices. However, you can still draw
some useful information concerning procurement practices from their work.
These are: (1) avoid sharp corners in the topological layout; (2) obtain, if
possible, all devices of one kind from a single manufacturer; and 1.1 avoid
doping with Au or other metal impurities (Cu, Ag, etc.)
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OTHER DAMAGE MECHANISMS

PULSE CURRENT DAMAGE TO NOS DEVICES

Unique to NOS is an oxide layer which serves as an insulator between the
metalization and doped silicon. The conductivity of the silicon is modulated
by the field developed across the oxide due to an applied voltage at the
metalization. The failure mode associated with the oxide layer is oxide
breakdown.

The failure mode associated with the oxide layer arises from voids and
inhomogeneities within the oxide. The physical mechanisms which cause the
breakdown can be explained with the following theoretical consideration
(Ref. 24). In general, voids which occur within the oxide or dielectrics can
have many different shapes and sizes. However, for the simplicity of theo-
retical calulations, assume that the voids have, on the average, a form like
that shown in Figure 12. With this assumption, it can be shown, by solving
Laplace's equation, that the field around the void takes the following form
(Ref. 24):

I1(r,e) E Ecose, 2 ir- M + 11 r

(38)

+JE sine ~~(8

where Eo is the applied field and Em is the dielectric constant. The
maximum field compression is at e° • -ir/2 and r * a.

(39)

4 t(cM' 4)

Therefore, for points near the void (r a a), the field is enhanced by a factor
of 4/3. Thus, for a thin layer, the field required to produce oxide breakdown
is only 3/4 of that predicted by the model for the homogeneous oxide.

ELECTRON IGRAT ION

Electromigration is a term applied to the transport of mass in metals
when the metals are stressed at high current densities. This effect has been
known for several decades and has been observed in both molten and solid
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Figure 12. Defect model used in calculating
the electic field near the voids.
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metals (Ref. 25). Recently, electromigration has been recognized as a poten-
tial wear-out failure mode in semiconductor devices employing metal film
conductors of inadequate cross-sectional area, and has stimulated investiga-
tions of mass transport in metal films. The failure is an electrical open
circuit due to the apparent loss of conductor metal.

The damage mechanism electromigration can also cause the contact to break
off from the devices if the contact is not properly made. The break-off of
the contact under high current due to the migration of the masses also results
in open circuits.

ELECTRICAL BREAKDOWN BETWEEN METALIZATION STRIPS

When the electrical field between two etched conducting paths on the
semiconductor or insulator wafer exceeds the breakdown limit of the inter-
vening materials, the result can be an arc which can short the strips together
by forming a channel from the melted metal. The result can be a short circuit
for the device or the circuit. This is illustrated in Figure 13.

The metalization strip breakdown mechanism will become more important as
feature sizes in integrated circuits continue to decrease, implying that even
small voltages will suffice to create enormous electric fields within the
devices. Coupled with the fact that smaller junctions are more easily damaged
thermally, it seems clear that future semiconductor devices used in military
systems will be even more vulnerable to electrical stress damage than those in
use today.

HIGHt FIELD SURFACE BREAKDOWN

The surface conditions of a p-n junction influence the electrical
characteristics of the devices (Ref. 26) because the surface recombination
process, which depends on the surface conditions, acts as a sink for free
carriers. The surface of a device can be damaged mechanically or electrically.
One of the causes of surface damage is high surface field breakdown. For
semiconductor devices, this high electric field occurs near the space charge
layer on the surface. For an ideal surface, the field distribution on the
surface can be controlled by proper design of the device geometry. Daves and
Gentry (Ref. 26) have shown that this is the case by solving Poisson's
equation. For a surface of unknown nature, however, there exists no general
theory as to how the field on the surface can be reduced. High field at the
surface not only can cause surface breakdown, but also can cause the migration
of the ionized surface impurities. Therefore, by reducing the field at the
surface, you can also reduce the probability of migration of the ions, thus
making the device more stable.

Another problem which causes surface breakdown is surface tracking caused
by the deposition of metal dust on the surface. The metal dust sometimes acts
like a metal film which can cause shorts in the devices. When two metal dust
particles are close by, they can create high localized fields like two metal
strips. As a result, surface breakdown can occur. In general, there are
other mechanims which can also cause surface breakdown, such as breaking
bonds f atom at the surface with high fields. This often occurs in organic
dielectrics (Ref. 27).
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CONCLUSION

Many models have been proposed to investigate the second breakdown

phenomenon. Because of the complexity of this phenomenon, most of the
existing models do not accurately describe it. Many assumptions were made in
these models. For this reason, the theoretical results obtained from the
calculations based on these models do not agree well with the experimental
results. Ward's model appears to be the most basic and correct (Ref. 7);
however, he simplified the problem by treating it in only one dimension. In
addition, he took his calculation up to only 600 K. In principle, Ward's
model should adequately describe the physical phenomena, including the hot
spot formation, if the physical parameters which occur in the equations are
accurately known, and if the calculation is extended to two or three
dimensions and to higher temperatures.

One of the most difficult problems now facing the EMP device theorists is
finding a way to explain the variations in the experimental data for threshold
failure power as a function of pulse width, and the variation in the failure
probability distribution function as a function of the fa, ure power. The
existing data show that the threshold failure power for a set of identical
devices can vary as much as two orders of magnitude in the failure power-pulse
width curve. The uncertainty is too wide for the predictability of the thres-
hold power based on the existing data.

There are many parameters which can influence the variation of the thres-
hold failure power. These are doping density, inhomogeneity, vacancies,
dislocations, surface conditions, and the geometric dimensions of the devices.
Therefore, in order to narrow down the variations of the threshold power for a
given set of devices, all of these parameters must be considered.

After going through various calculations in our work, we believe that we
have come a little closer to understanding the physical mechanisms of second
breakdown than before. However, in order to understand why the WB model does
not agree with the experimental result, especially in the short pulse region,
the complete set of device equations need to be solved. That set includes the
continuity equation, Poisson's equation, and the thermal transport equation,
because, when the pulse width of the applied voltage (or current) is short,
the second breakdown phenomena may be due to current mode breakdown.
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