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Software Aids for Optimizing 0-1 Matrices
R. Michael Perry

Abstract

Here we consider the problem, given a real m-vector b and an integer
n < m, of finding an mxn matrix A such that the least-squares residual norm,
{6 —Az]| where z = (ATA)'ATb, is minimized, subjecl Lo lhe constraint that the
entries of A must be 0's or 1's. This problem has arisen in a study of the reten-
tion of information from visual and verbal sources. Mathematically it is likely to
be a difficult problem, however, and thus only "good" not optimal solutions are
expected. A software package has been written Lo assist a human operator in
searching for such desirable matrices. This is described here, and its use in the
study is reviewed.

1. Introduction

In the standard linear least-squares problem we are given an m-
dimensional vector 4 and an mXxn matrix A, with n < m, and asked to find an
n-dimensional vector z such that Ar approximates b in a least-squares sense,
thatl is. so that the FEuclidean 2-norm residual, ||b ~Az||, is minimized. The solu-
tion vector z is given (ignoring possible conditioning problems with matrix A) by
z = (4iTA)'ATb. The resulting residual norm ||b —Az || will be denoted by 7(b,4).
It should be noted thal computation of the solution z and the residual 7(b.A)
are straightforward and can be performed reasonably efficiently, that is, in time
that is a fairly small polynomial in the parameters m and n that determine the
size of the problem.

Here we will consider the problem, given a real m-vector b and an integer
n <m, of finding an mxn matrix A such that r(b.4) is minimized, subject to
the constraint that the entries of A must be 0's or 1's. This problem has arisen
in a psychological study of the retention of information from visual and verbal
sources | 1]; a further discussion is given later. Mathematically the problem is
known to be NP-complete in some forms {2]. Thus, unlike the least-squares
problem, no efficient algorithms for solving it are known for most cases of
interest and quite possibly none exist. That is, although the problem could be
solved by exhaustively considering all the 2™* possible 0-1 matrices with dimen-
stons mxn, il i1s doubtful if there exists any algorithm that always finds a best
malrix in time that is polynomial in m and n. In practical terms the optimiza-
tion problem is likely to be unsolvable even for small values of m and n (say, for
mn < 100).

Dften, however, one is not interested in an optimal matrix exclusively, but
would simply like to find the best matrix possible, that is, the one with the smal-
lest residual, subject to a reasonable limit on the time spent searching. Com-
plex strategics using more basic heuristics may prove useful. Thus user interac-
tion is desirable so that the search can be guided by intelligent decision-making.

In the work described here, several software tools were created for con-
stracting and modifying 0-1 matrices. Among these are heuristics to find a
matrix with low residual norm or to modify a previously found matrix to reduce
the residual. Most of the procedures are straightforward and are not described
in detail but are mentioned in the section on implementation. The section on
algorithms that follows will deal with the two major heuristics that are used,
both of which were suggested by Andrzej Ehrenfeucht.
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2. Algorithms

There are two important algorithms used in generating low-residual
matrices. One adds a "best"” column, the other modifies the rows to reduce the
residual. Thus to use these heuristics it is necessary Lo have a matrix to start
with. In the application [1] it is assumed that the first column of any matrix is
filled with 1's, so that an initial matrix is always given. Strictly speaking, this
changes the optimization problem from what was defined above, since the first
column of the matrix is not allowed to vary, but the modified problem is still
likely to be intractable, so that similar considerations will apply.

To add a "best” column we start with an m X (n—1) matrix A;, assumed to
contain a "constant” column filled with 1's, and look at the residual vector
v = b — Agxp obtained by subtracting the least-squares approximation Apzo from
b. The column to be added will be the one which, when linearly combined with
the constant column, secures a least-squares fit to the residual vector. Thus in
essence the column sought is a basis function which secures a best fit when
linearly combined with a constant function. Since the column or basis function
is limited in its values to 0 and 1, the fitting function obtained by linear combi-
nation must also be two-valued, though in this case the values can be arbitrary
real numbers. The best column can thus be determined by finding the best two-
valued approximation of the vector v. That is, if f is a two-valued function that
secures a least-squares fit to v (over the set of all two-valued functions), then
the desired column will be obtained if the ith entry of the column is set to 0
whenever f (i) is the smaller value, and to ! otherwise. (Or the 0 entries could
correspond to the larger values f(i) and the 1's to the smaller values. The
existence of the constant column allows any other column in the matrix to be
complemented without affecting the residual norm.)

To find the best-fitling two-valued function f, we firsl sort the entries of v
in the order of increasing size. This will greatly simplify the problem, and the
desired solution for the original case can then be determined by a straightfor-
ward unscrambling.

Assuming then that the entries v; of v are sorled as indicated, that is, so
that v;>v, whenever j21, it remains to determine a best-fitting function f; This
will not be difficult once it is established that f too can be an increasing func-
tion, i.e., that for some best-fitting f. f{(j) = f (i) whenever j =1i. To show this
in turn, suppose that f is a function such that f (j) < f (i) for some j >%. Then
a function that fits just as well can be defined by interchanging the values of f
so tha' f{j) is assigned to i and f(i) to j. In other words we claim that the
discrepancy n fitting for the new function is iic worse than that for Lhe old, or
that

(v =S ENF+ (yy — AN < (v = (@))% + (v; = f ()2 (1

To show this in turn, let p=v;, g=v;, r=f(j), s=f(i). Then psg, r<s, and we
claim that

(p-ri+(g-s)s(p-s)?+ (g—1)% (2)

By expanding terms the above inequality is equivalent to

PprHgs = ps+qr. (3)
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Clearly (2) holds when p =7 because for this case p is < both ¢ and s, thus
lg-s| = |p-s|: (3) must hold also. Next, suppose that (2) and (3) hold for some
values p, g, 7, and s. Then (3) must also hold for p, g, r+t, s+¢, where ¢ is an
arbitrary real constant, as can be seen by expanding terms. From this it follows
*hat (2) and (3) must hold for arbitrary p, g, 7, s when the initial inequalities
are satisfied. From this in turn we can assume without loss of generality that
the function f is increasing.

Since, on the other hand, f has only two values it must have the form
f(j) =7 whenever 1 <j <i for somei <m and f{j)=s fori <j <m. (Here
we assume m = 2; also note that the case that v is constant, which will only
occur if v=0 in view of the constant column, is handled by allowing r=s=0.) The
best choice for f will be one that minimizes the discrepancy with v, which in
turn is given by

i:(vj—r)z + i\ ('uj—s)z. (4)

J=t J=ivl

Yor a given value i, the best choices of 7 and s are respectively the means of v;
over the intervals 1 < j <i andi+1 < j <m; thus

T = i—-}i"uj; s = ml—'i~§ Vj. (5)

j=1 =i+l

The best choice for f, then, is found by selecting the value i that achieves the
minimum discrepancy according to (4). using the values for  and s given in (5).
By expansion of terms the expression to be minimized becomes

fgu’g B i'—(,-;v" AR (©)

M= g={41

which is convenient for computation.

The best f can then be decoded as indicated earlier (including unscram-
bling) to obtain a best column to add to matrix Ag. In this way a matrix A can be
built up column by column. Although the matrix will not in general be optimal
the heuristic has proved highly useful, particulariy when combined with other
heuristics, the most important of which will now be described.

This heuristic modifies the rows of 4 in an attempt to find a better matrix.
Initially we are given vector b, matrix 4, and the least-squares solution vector z.
Each entry b; of b is approximated by taking the inner product of the ith row of
A and the vector z. A better matrix will result if this ith row is replaced by
another row whose inner product with r gives a better approximation to b,.
Rows of A can be modified independently of each other to find improvements in
this way. The result (assuming some improvements are found) will be a matrix
A’ such that [[b-A'z| < [[b-Az|. z, however, will not in general be the least-
squares solution vector for A’; this latter vector, call it z‘, must then be com-
puted and will give a still better fit to b. Th=2 heuristic can then be reapplied to
the rows of A’ using the new vector z°.

In practice the new rows are found simply by exhaustive searching. In par-
ticular, since the m rows of A can be modified independently of each other,
there are only m 2" combinations that must be considered for the most general
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case, rather than all the 2™ possible matrices. Thus if n, the number of
columns, is not too large the rows can be searched exhaustively to find the best
A'. (This of course will not guarantee an optimal matrix but like the other
heuristic it has proved useful.) In practice it has generally been desirable to
limit the columns to be modified in searching for the best rows; for example a
constant column has usually remained fixed. By suitably limiting the columns in
this way, search times can be kept reasonable even when n is large.

3. Implementation

A software package has been created to assist a human operator in search-
ing for 0-1 matrices with small residual norms. A number of user-defined con-
straints can be imposed on the matrices that are to be found. Thus a variety of
problems can be defined and the search can be guided by intelligent decision-
making.

'o begin, then, a b-vector is written to a spccified file; this vector, of
course, will remain fixed during computation. The user will then attempt to find
a 0-1 malrix A in the appropriale form having low residual 7(b,4). To assist this
process there are (1) routines for defining A directly, lhat is, by setting entries
individually or by such operations as redefining specified rows or columns, (2} a
procedure for determining the least-squares vector z, given 6 and A, and (3)
heuristics which automatically modify or add columns to A or which suggest
other possible improvements. The softwarc is extensively documented and
should be usable without difficulty. The various components will now be
described briefly. The documentation should be consulted for further details.

Matrix A must be written Lo a specified file so that Lhe least-squares vector
z and the residual 7(b,4) can be determined. (AL present this file is fixed, as
are those for the b-vector and for other information that may be needed, though
this could easily be changed.) The matrix entries can be keyed in directly using
one of the system’'s editors. In addition there is a "modify" routine in which
instructions added to the matrix file are executed to change the entries. The
available instructions include "delete”, "replace”, "insert”, "union”, and "comple-
ment”, each of which performs the correspcnding operation involving one or
more columns of the matrix. ("Union" replaces a specified column with the bit-
wise "or” ol two or more columns, while "complement” takes the bitwise comple-
ment of one column.) In addition a row of the matrix can be replaced using the
"rerow” instruction. Usc of the modify routine can greatly reduce the labor (and
error) of making alteralions in a matrix by hand.

When the b-vector and A-matrix have been set as desired, the routine
“solve” can be called to determine the least-squares fitting vector z. This is cal-
culated by a straightforward application of Cholesky decomposition using the
norial-cquations matrix ATA. thereby obtaining z = (ATA)'A7b [3). The resi-
dual norm 7 (#,A4) 15 also derived. Although this method can lead to conditioning
problems 1t is relatively last and is stable in the cases of interest to date, that is,
for nonsingular 0-1 matrices of fairly small dimensions. The solve routine also
noles linearly deperdent columns for a singular matrix

Currently there are five other routines that solve the linear least-squares
problem, "asolve", "bsolve", "csolve”, "dsolve”, and "nsolve”. These, however, are
used matnly to find a better matrix A with a smaller residual (b,4). asolve
applies the first heuristic of the previous section, adding a best coluran to A.
bsolve, using the same heuristic, adds columns iteratively until r(b.4) falls
below a specified tolerance. csolve modifies the rows of 4 using the second
heuristic, printing the best solution and alsc alternate versions of rows that
achieved a particularly good fit. dsolve is a simplificd version of csolve in that
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only two versions of each row are considered, namely, the original row and its
complement. However it prints results of least-squares solving for each row
when complemented individually. These results are sorted "best-first”, that is,
in the order of increasing residuals. In addition, all rows which, when comple-
mented individually gave a better fit, are complemented simultaneously and the
resulting solution and residual are printed. nsolve deletes columns of the
malrix individually, solves the least-squares problem for each resulting matrix,
and sorts the results best-first. In this manner columns which make relatively
little contribution to the fitting can be identified and deleted, giving a smaller
matrix with nearly the same residual.

The software package was coded in Franz LISP, under the UNIX operating
system, and is now running on a VAX 11/780 computer at the University of
Colorado Computer Science Department. LISP was found to be a convenient
language for coding, particularly for the modify routine and for such features as
dynamic allocation of arrays. It should be noted, however, that only small
matrices have been considered (typically about 17x5) so that execution
efliciency was not of primary concern. Typically about 30 sec. was required for
one run of the modify routine, with 3-19 min. being the rule for one of the solving
routines.

4. Application

In the one major application to date [1] a study was made of the retention
of information in the human memory. Subjects were shown an educational
movie, some being presented with both narration (or written text) and with the
visual portion, while in other cases the verbal or visual component was omitted.
Other subjects were given verbal information followed by visual presentation
without sound, or vice versa. The subjects then were tested for retention of
information, (1) immediately and (2) after a one-week delay. In this manner 17
test scores were obtained measuring the amount of information retained under
varying conditions of acquisition and testing delay.

The next step was to find a sensible explanation of these results, and it
seemed natural to interpret them in terms of features that were either
definitely present or definitely absent in each of the 17 subject categories. One
obvious feature of this type, for example, was the "visual" one that was present
in those categories in which the visual portion of the movie was shown, and
absent in the others.

By selecting the right set of features, then, it was hoped that every test
score would be accounted for by the features present or absent in each particu-
lar group. That is, it was assumed that each [eature would contribute a specific
numerical amount to the test scores of all categories in which it was present,
with zero contribution if absent. Each feature, Lhen, would be assigned a value,
positive or negative, by which it would affect a test score if present. Ideally,
then, the test score of a particular category would be exactly reproduced by
adding the valucs of the features that were present. This would require an apt
choice of features and a correct assignment of values as well. It was recognized,
however, that there should be some toleration of discrepancies, as for example,
if the actual and calculated scores did not differ by a statisticaily significant
amount.

In each case the values assigned for a particular choice of features were
those that achieved a least-squares fit to the test scores. The problem then was
to find a "reasonable” set of features that would give a reasonable least-squares
fit. Mathematically, then, the 17 test scores formed an m-vector b withm = 17
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while a set of n [eatures comprised an mxXn 0-1 matrix A, each featlure contri-
buting one column. The values of the features were then contained in the n-
vector z obtained by least-squares fitting.

A reasonable solution of the problem would be a small number of physically
meaningful features that gave a good fit to the 17 scores. The software package
described in this report was used in searching for such a set of features, and
finally five fealures were chosen that satisfied all requirements. {One of these
was the "baseline"” or constant column that figured in the previous section.) It is
important to note, however, that, since the features had to be "physicaily mean-
ingful" it was not suflicient to simply find a matrix with low residual. Instead
Lhere were further constraints that were difficult to delineate mathematically.
Thus the human operator was crucial, both in finding solutions and in rejecting
Lthose that were unrealistic. At any rate, a satisfactory solution was eventually
obtained, and the paper’s conclusions could then be stated. Among these was
the interesting observation that "in a show and tell presentation, one should not
tell first and show second”.

The results, then, were obtained by a lengthy interaction of person and
machine, both of which were indispensable.

REFERENCES

[1] Baggett, P. and Ehrenfeucht, A, Encoding and retaining information in
the wisuals and verbals of an educational movie. Technical Report #108-ONR
(Sept., 1981, also to appear in Educational Communication and Technology).

[2] Ehrenfeucht, A., private communication.

[3] Lawson, C., and Hanson, R., Solving least squares problems, Prentice-
Hall, Inc., Englewood Cliffs, N. J., 1974.




Jdorado/Baggett (NR 157-422)

.

Navy

Robert Ahlers

Code N7113

Human Factors Laboratory
NAVTRAEQUTPCEN

Orlando, FL 32813

Dr. Richard Cantone

Niivy Rescarch Laboratory
Code 7510

Washington, DC 207375

Dr. Stanley Collyer

Office of Muval Technology
£00 N, Quincy Strect
Arlington, VA 22217

Dr. Jim Hollun

Code 30U

Navy Personnel R A D Center
San Dicpa, CA 92152

Dr. Fd Hutching
Navy Personnel RED Centoer
Can Diego, CA G216

Dr. Peter Kincaid

R-Nov-82

Treining Analysis & Fvaluation Group

Dept.. of the Havy
Orlinda, FL 328173

DroWilliam NMontigue
NPREC Code 17
Can Dirgo, CA 92152

Library, Code PCOIL
Navy Personnel RAD Center
Can NDiepo, CA Q2152

Technical Director
Navy Personnel R&D Center
San Diego, CA G2152

Commanding Officer

Naval Rescarch Laboratory
Code 2627

Washington, DC 20700

Office of Naval Rescarch
Code U433

300 N, Quincy SStreet
Arlington, VA 22217

Page 1

Navy

© Personnel & Training Research Group

Code HWUPPT
Office of MNaval Research
Arlington, VA 22217

Psyecholopist

CNR Branch Office

10:0 FEast Green Street
Peszdena, CA Q1101

Office of thne Chief of MNavel Operations
Research Development & Studics Pranch
oP 115

\lashington, DC 20760

LT Frank C. Petho, MSC, UAN (Ph.D)
CNET (N-u22)

NAS

Pensacoln, FL 22608

Dr. Flfreod F. fmode, Dircctor
Troiring Analysis & Fvalustion Group
Nopt. of the Navy

Orlando, FL 22010

Br. Prud Sympson
Navy Personnel R&D Center
Can Diego, CA 22152

Dr. Fdward Yepmon

Office of Neval Researeh (Code N11SAP)
200 Morth Quinecy Street

Arlineton, VA 22217

Roper Veissinger-Raylon

Deportrent of Administrative Jcicnces
Neval Posteraduate School

Monterey, CF G2040

Mr John H. lolf=
Hivy Personnel RED Center
San Diego, CA 02162




Y

1'u|.

olorado/Baggett (NR 157-422)

Marine Corps

1 H. William Greenup

Education Advisor (E031)
Education Center, MCDEC
Quantico, VA 22134

Special Assistant for Marine
Corps Matters

Code 100M

Office of Naval Reseerch

800 N. Quincy St.

Arlington, VA 22217

DR. A,L. SLAFKOSKY

SCIENTIFIC ALDVISOR (CODE RD-1)
HQ, U.S. MARINE CORPS
WASHINGTON, DC 20380

8-Nov-82

1

Army

Technical Director

U. S. Army Research Institute for the
Behavioral and Social Sciences

5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. Robert Sasmor

U. S. Army Research Institute for the
Benavioral and Social Sciences

5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. Robert Wisher

Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

S o -




A-Nov-82

ylorado/Baggett (NR 167-422)

hir Force

1 AFHRL/LRS

|
F Attn: Susan Fwing
T‘( WPAFD

WPAFB, OH 537

- 1 U.S. Air Force Office of Scientific
) Research
p Life Sciences Directerate, NL
Polling Mir Force Pase
4 Washington, DC 20732
[ ' Air University Library
1 AULZLSE 7670487
" Maxwell AFR, AL GR112
.
1 Mpr, Raymound F. Christsl

AFHRL/MOE
Prooks AFD,

}
;i 1 br.,
-

TY TR
I'X 7542735

Navid R, Hunter
. AFHR[. /MO
¥ Brooks AFE, TX 72255

_ or. Jogseph Yasatlulke
.. AFHRL/OT
Willirams AFH,

A2 AL22U

12

Page 3

NDepartment of Defense

Defense Technical Information Center
Cameron Station, Bldg 5

Alexindria, VA 22314

Attn: TC

Military Assistant for Training and
Personnel Technologzy

Office of the Under Secretary of Defens
for Research & Engineering

Room 3ID129, The Pentagon

Washington, DC 20701




Jorado/Baggett (NR 157-122) 8-Nov-82

D IS

Civilian Agencies

1 Chief, Psychological Reserch Branch
U. S. Coast Guard (G-P-1/2/TPU2)
Washington, DC 20593

1 Dr. Joseph L. Young, Director
Memory & Cognitive Processes
National Science Foundation
Washington, DC 20550

T T el

Page U

Private Sector

Dr. John R. Anderson
Department of Psychology

Carnegie-Mellon University
Pittsburgh, PA 152173

Psychological Research Unit
Dept. of Defense (Army Office)
Campbell Park Offices
Canberra ACT 2600

AUSTRALTA

Dr. Alan Baddeley
Medical Rescearch Council
Applied Psychology Unit
15 Chaucer Road
Cambridge CB? 2EF
ENGLAND

Dr. Jonathan BRaron
80 Glenn Avenue
Berwyn, PA 19312

Dr. John Rlack

Yale University

Box 11A, Yale Station
Mew Haven, CT 06520

Dr, John S. Rrown

XEROX Palo Alto Research Center
3333 Coyote Road

Palo Alto, CA 9u30u

Dr. Jeffrey Elman

University of California, San Diego
Department of Linguistics

La Jolla, CA 92093

ERIC Facility-Acquisitions
4832 Rugby Avenue
Rethesda, MD 20014

Professor Reuven Feuerstein
HACRI Rehov Karmon 6

Bet Hakerem

Jerusalem

Israel

Mr. Wallace Feurzeig

Department of Fducational Technology
Rolt Beranek & Newman

10 Moulton St.

Cambridge, MA 02238



4
Ei )
%.. Sdorado/aggett (NR 157-472) f-Nov-82 Page &

8 Private Dector Private Sector -
- 1 Pr. Dexter Fletcher 1 L. . Michael Levine
- WICAT Research Institute Department of Educational Psychology
[ﬂ 1875 S. State St, 210 Sducs«tion Bldg.
: Orem, UT 22333 University of Tllinois
- Champaign, IL G1801
o 1 Dr. Jokn R. Frederiksen
- Polt Beranek & MNewman 1 Dr, Charles Lewis
50 Moulton Street Faculteit Sociale VWetenschappen
Cambridge, MA 02178 Ri jksuniversiteit Groningen
Oude Poteringestraat 23
1 Dr. Bert Green 9712GC Groningen
Johns Hopkins University Netherl:inds
Department. of Psychology
Charles & Uth Street 1 Dr, Jay McClelland
Baltimore, MD 21218 Department of Psychnlogy
MIT
1 Dr. Eirl Hunt Cambridge, VA 2170
Dept. of Psychology
University of VWashington 1 Pr. James P. Paulson
Seattle, WA 93105 Portland State University
P.O. Pox 7™
1 Dr. Steven W, Keele Portlond, OR 97207
Dept. of Psychology
University of QOrepgon 1 Dr. Frnst 7. Rothkopfl
Fupene , OR Q7403 Bell Laboratoriesn

Murvay Hill, NJ 0707%
b Dr. David Kiceras

Depurtment. of Paycholopy 1 Dr. havid Rumelhart
University of frizona Center for Human Information Processing
Tuscon, AZ 85721 Univ, of California, San Diego

Ls Jolla, CA 920G:
1 Dr. ftephen Kousslyn

Depurtment of Psychology 1 Pr. William Ctout
Prandeis University University of T1Jinoils
Waltham, MA 0202054 Nepartment of Mathematics

Urbana, TL A18M
1 Dr. Pat Langley

Carnegic-Mellon University 1 Dr. Kikumi Totsunka
Pittsburgh, PA 16213 Computer Based Fducation Resenrch Lab
252 Fnginecring Reserrch Laboratory
1 Dr. Marcy Lansman Urbina, IL 61807
The L. L. Thurzstone Psychometric
Laboratory 1 Dr, Douglas Towne
University of Morth Choroling Univ. of To. C2lifornia
Davie Hall D13A Ret yvioral Technology Labs
Chapel Hill, NC 27514 1844 ., Flena fMve,

Redondo BReach, A an277
1 Dr. Jim Levin

University of Californii 1 Dr, Penton J. Underwnod
ot San Diego Dept., of Psycholojy

Laboratory fof Compiaritive Northwestern University
Humen Cosnition - DOOGA Evinston, Il. 602M

La Jolla, CA 92003




&
b= riorado/Bagpett (NR 157-422) 8-Nov-82

Private Sector

Or. Kurt Van Lehn
Zerox PARC

3433 Coyote Hill Road
Palo Alto, CA 94304

DR. GFERSHON WELTMAN
PERCFEPTRONICS INC.

(271 VARIEL AVE.
WOODLAND HILLS, CA 91367

Dr. Keith T, Wescourt
Perceptronics, Inc.

545 Middlefield Road, Suite 100
Henlo Park, CA QU028

DR. DSUSAN E. WHITELY
PEYCHOLOGY DEPARTMENT
UNIVERSTTY OF KANSAS
Lawrence, KS 60045

William B. Whitten
Iell Laboratories

oh-610

Holmdel, NJ 07737

Dr. Mike Willi:ms
Zerox PARC

4344 Coyote Hill Road
Palo Alto, CA 94304

P Y

Page 6







