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LIKELIHOOD RATIO TESTS FOR RELATIONSHIPS
BETWEEN TWO COVARIANCE MATRICES

C. Radhakrishna Rao

. 1. INTRODUCTION
Let Slz pxp and 82: pxp be two random symmetric matrices having Wishart

distributions Wp(nl,fl) and Wp(nz,fz) respectively, where n, and n, are

degrees of freedom, and 21 and 22 are population covariance matrices. 1In

this paper the likelihood ratio tests are derived for the following hypotheses

on El and EZ:
le EZ - 0251, 02 unknown,
Rz: }:2 =T + 0221, I i8 n.n.d. and p(T) =k <p, cr2 unknown,

H3= §2 - E + 51, I.‘ is n.n.d. and p(f) = k<p,

B Ly =T+I, (D =kep,
where p(f) = the rank of the matrix é and n.n.d. stands for non-negative
definiteness.

Applications of the above tests to problems of inference on “"familial
correlations" introduced by the author (see Rao, 1945 and the follow up in
Reo, 1953) are discussed.

The following well known results and notations are used.

(1) 1f §1 and 52 are nonsingular, then §1 and §2 are nonsingular

with probability 1

(11) 1f Sl is nonsingular, then there exist matrices P and T = Cl")"1

such that

3
3
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2
= ' = '
SRR ALY a.n
[
]
Papel . Psed a.2

where A is the diagonal matrix with the roots £ ,...,Zp of
ISz- A Sl| = 0 as the diagonal elements (see Rao, 1973, p. 41).
Let A: pxp be a real symmetric matrix and Ti: pin, i=1,...,r

be such that

b ki = p, p('_rlz...:'fr) =p, (1.3)
Ti‘f?j =0, TiTj =0, 1%]. (1.4)

Then there exists a choice of eigen vectors Rl,...,Rp, of

A such that the columns of each T i depend on an exclusive sub-

set of h,...,l}p.
If X: pxp, then the matrix derivative with respect to X= (xij)

of a scalar function f(X) is defined by

§§ (o 1) pxp. (1.5

For particular choices of f, we have (Rao, 1973,p.72),

aIXI
IXI(x )’ (1.6)
atrMX '
—_—3){ - ,} (1.7)
atrX lu
—_— (X lu x'l)' (1.8)
X - "

The log likelihood of }:1. 22 given sl, s2 (considering only

the terms depending on 21. 22) multiplied by 2 is




L(Z,,1,[8,.8,)

-1 -1
-n, log [T)]| - tr I;7s, -n, log |I,| - er I}7s, 1.9 n
so that :
aL -1, -1, -1 3L, -1, -1
G "™ i *h Sk Gl Ty I 5 (1.10)

.1

(Note that in taking the derivatives we do not consider 21 and ):2 as
- ~ ]

symmetric matrices. This does not matter so long as the optimum solutions

for tl and 22 turn out to be symmetric.]

2. TEST FOR 22 - 0221 (02 unknown)
Substituting 02}:1 for 22 in L(zl,zzlsl,sz) of (1.9), and taking deriva-
tives with respect of zl and 02 using the formulae (1.6)-(1.8), we have

) A -1, -1 o JRS | ,
[azll =-(ny¥n))Z," 4L, (S +0 "SI "= 0 (2.1) ]
L -2 -1
—= =-pn, +0  tr I.°S, =0, (2.2)
302 2 1.2
From (2.1), 4
£
(n,4n.)L, = S, +0 25, = T(I+0 20T
1 2°.1 e § ~2 - =~ -~ -
| (a,+0) " 1r7t a pz 40”207 Lp (2.3)
: 1727 1 - - -
o where T and P are as defined in (1.1) and (1.2). Eliminating 211 from (2.2)

' using (2.3), we obtain the equation for estimating the unknown o~ as

pn; L n,m
2. i S, _2._1__2 (2.4) 3

n,4n . 2 -
1 2 i=1 li-w i=1 nzli-ﬁ-ulo

[

i ] ] “" - T T




where ll,...,lp are the roots of |§2-A §1| =0andm =nd/n, The

11
equation (2.4) has only one non-negative solution which we represent by
82. Then the estimate of 21 is
S, 4525
S 1 ..2 [ ]
b = @ Em— 4..5)
-1 "

The likelihood ratio test (LRT) for testing H.: I, = 022 is based on

1° .2 1

the difference

2
sup L(Z;,5,[8,.8,) - sup, L(Z),07Z,[5,.5))

Ik Zys0
P n,m_+n 62 n,m
ol [t (oL 2.6) |
1=1 T2 A% 2™ '
IIIi (o]

The statistic (2.6) has an asymptotic x2 distribution on [pz+p-2)/2] degrees

of freedom (d.f.) when n, and n, tend to infinity.

It may be recalled that the LR test for 22-21 (Kshirsagar, 1978, p.404)
is N i

n,,n, n,4m
108 7 [ 2 172 -1 2.7
172 n_ 2
i
which can be written as the sum of (2.6) and
n. 4. n n, ¥
log 7 [(‘Aziz—é-o 12 o an ]. (2.8)
n,0 +n2m1

The statistic (2.8) has x2 distribution on 1 d.f. when zz = azzl and n,;,n,
are large, and can be used to test the hypothesis 02 =],

Further, if a confidence interval for 02 is needed, we can use the

statistic
2 ~
n.oc4m.m, 0.4, o 2n
log n (2524 12 () Y (2.9)
nlo +n2|||1
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as x2 onld.f.

A hypothesis of the type §2 = ozgl occurs in examining whether two
response vectors differ by a scaler multiplier. For example, in the
evaluation of drugs, two drugs will be considered equivalent if their
response vectors, f’!’ differ by a scalar multiplier, since by a change of
dosage the effects may be made equal. Such a hypothesis specifies that
E(x) = c E(y) and D(x) = c2 D(!). We have considered only the hypothesis
D(x) = c2 D(!). Testing of the hypothesis, E(f) =c E(g), under the con-
dition D(x) = D(Z) was considered by Cochran (1943) and Kraft, Olkin and

van Eeeden (1972).

3. TESTFORZI, =T + o?t

2 1

Under the hypothesis 22 =T + 6221 with T as an n.n.d. matrix of rank

~

k <p and 02 unknown, we can write

[] ’ ] .
Iy - BR SRR - 6.1
’ . ' 2 ' ’ '
Ez X1§11}1+. . .+Ak~ §k+ o (l}k+1§k+1+. . .+§p§p) = l}e 5 (3.2)

wvhere A is a diagonal matrix with A1>...>Ak>az,...,oz as diagonal elements.
We shall maximize

L L
(L Epl8y,8) + 6 My (1 -R8') +eriy(zyRoR)

wvhere H1 and M2 are matrices of Lagrangian multipliers. The optimizing

equations are

A, -1, 1, . 1. -1, -1
S0y I LS M 0, cnoy D)D) S, M, =0 (3.3
MRA+ MR = 0 (3.4)




6
RIMR =0, 1=1,...,k § RIM R, = 0 (3.5)
- » - gece gy, A = .
“i-2.1 iy ~1-2-1
S |
With U =R 7, we have from (3.3)
1] L
SRR LA a9
"n,I =8 lu'su+R'MRA (3.7
n,I =4 U'S,U R MRS . .7)
Adding (3.6) and (3.7) and using (3.4), we have
' -1,
(ny#m,))T = U'S,U + 4 7U'S,U. (3-8)
The equations (3.6), (3.7) and (3.8) =
' ' ' '
UsS1Us=my» UsSols =mphys UgS Uy = 0=U,8,050 14 (3.9)
i,1=1,...,k
. 1 ]
U;SV = 0, UyS,V = 0, dml,eeeyk, Vo (U en.il) (3.10)

The results (3.9) and (3.10) show, by using the results (1.3) and (1.4),

that the estimates of )\ 1’ Ui and V are

A ~

1 ~
R e L T R
vhere G: (p-k) x (p~k) 1s any matrix such that
¢'(1 + 076 = (ny+n,) I (3.12)

In (3.12), K is the diagonal matrix with £k+1""’£p’ the last (p-k) eigen

values of |s2-x Sll = 0 as the diagonal elements. The equation (3.12)

2 2

together with (3.5)-(3.7) provide the estimate 0“ of 0° as the nonnegative

root of the equation

e oo




~k
Sl v S (3.13)
n,+n 2° °
172 i=k+1 n2m1+nlo
The LRT of the hypothesis HZ: 22 =T + 02 21 is based on the difference

sup  L(Z;HI,[8,,8,) - SuP L(z).1,18,.8))

§1’§2 2
?
) P [(nzmi+n102 nyta, 1 :
= log I ——) ] 3.14
t=ktl 1772 n, .20 (3.14)
III:l o}

2 .
which has a x~ distribution, asymptotically as n, and n, + =, on
[(p-k) (p-k+1)-2]/2 4d.f.

Muirhead (1978) obtained a representation of the conditional asymptotic
distribution of £k+1";"£p given £ ""’lk and the last p-k roots are
equal, and observed that by neglecting a linkage factor, this distribution
is the same as that of the roots of VZVI1 where V, and V, have Wishart distri-
butions Hb_k(n ,B) and Wb_k(nz-k,azn) reapectively. In such a case we may
expect a better approximation to the xz distribution by considering the

statistic (3.14) with n, replaced by nz-k.

T PORREEE S

4, TEST FOR 22 = l"+21 (T, n.n.d.)

Under the hypothesis 22 = I‘+21 with T as an n.n.d. matrix of rank k,

we can write

’ []
§1 = §1§I+"‘+§p§b (4.1)

', - 1 '
I, = MR o ANRT R R b AR R

-P.P

wvhere
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Al>...>xk>1. (4.3)

In order to compute the likelihood ratio test, it is necessary to ob-

tain the estimates of Al,... )k subject to the condition (4.3) which is some-~
what difficult.

However, we can approach the problem of testing the hypothesis

22 = Pd-zl.by breaking up into two parts. One is for testing the hypothesis,
2

22 =T +0 zl (i.e., the last p-k eigen values of 22 with respect to El

are equal), and another for testing the hypothesis, 02 = 1 given that the

first hypothesis holds.

2

The appropriate test statistic for the hypothesis, I, =T + ¢ Zl, is

-2
given in (3.14). If this hypothesis is.not disproved, we proceed to test

the hypothesis aza 1 by using the statistic
nlnz(p-k)

2 = [p-2 ——

1/2 ,~2
(o
2(n1+n2)

-1) (44)

which is asymptotically distributed as a normal deviate. To deduce the re-

sult (4.5), observe that 32 is a root of the equation

(p-k)n n.m
____ph 2.E 21 5 (4.5)
n
1 2 i=k+1 n2m1+nla
so that by the §-method
~2 1
- ——— 4.6
§o - L ém, (4.6)

under the assumption that the true values of mk+1,...,mp are all equal to oz.




Thus the asymptotic distribution of 32 is the same as that of the average
(mk+1+...+mp)/(p-k). Then, using the results on the asymptotic distribution
of the functions of the roots mk+1,...,mp (see Fang and Krishnaiah, 1982 and
Muirhead, 1978), the asymptotic distribution of (4.4) is seen to be normal.
As observed earlier, it is difficult to derive the LR test of the
hypothesis that the last (p-~k) roots of §2§11 are equal with common value
unity. Even if the exact LR test is obtained, it may not have an asymptotic
x2 distribution. [It may be noted that in a similar context, of the prin-
cipal component analysis, the statistic for testing that the last (p-k)
roots of a covariance matrix are all equal to a given value, given by
Anderson (1963) and quoted by Kshirsagar (1978, p. 448) is not an LRT.]

However, substituting 32 = 1 in (3.14) we obtain the statistic
n,¥n

P n+a,m, 1 2
g 1 [E2hH “.7)
i=k+l 172 m12

which provides an overall measure of the difference between the vectors
(mk+1.....mp) and (1,...,1). The statistic (4.7) can be written as the sum

of (3.14) and

P n 4n,m, 8, ‘2n1 .
log T [G——:i———-ﬂ o ~J. (4.8) !
i=k+1 n,o +n2mi

If the true values of mk+1,...,mp are equal, then the statistic (4.8) is
asymptotically equivalent to
n.n, (p-k)
12 A2 .2
e (0"-1) (4.9)
2(n1+n2)
which is the square of the statistic (4.4), and hence is asymptotically dis-

tributed as x2 onl d.f. Thus (4.8) is an alternative statistic to (4.4)

e e g e ———
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to test the hypothesis that the common value of the last (p~k) roots is unity.
In view of the ;emark made at the end of Section 3 based on Muirhead's
observation, the statistic (4.7) is asymptotically distributed as x2 on
(p—k)(Pfk+1)/2 d.f. if the last (p-k) roots of 22§11 are equal with the
common value unity. But as observed earlier, it is more meaningful to use
the statistics (3.14) and (4.8) [or (4.4)] by breaking the hypothesis into
two parts, one specifying the equality of the roots and other specifying
the common value.
If the common value specified is ¢, instead of unity, the statistic

(4.8) is changed to

P nlc-l-nzmi n1+n2 62 o,
log T [(—3 ) ol (4.10)
i=k+l n,0 +n2mi

Also, there may be some theoretical advantage in replacing n, by

(nz-k) in defining the statistics (3.14), (4.8) and (4.10).

5. TEST FOR EZ = f + El

In Section 4, we considered the hypothesis EZ = E + El where E is
n.n.d. and p(T) =k. If the n.n.d. condition is not imposed, then the
hypothesis §2 = §+-§1 implies that some (p-k) eigen values of E with
respect to El are equal to unity. 1In such a case El and §2 can be written

as

! [
Iy = RyRyhecARR (5.1
] ] 1] ]
Ly = AR R A R R R R T TR R (5.2)

where Xi need not be greater than unity.
The equations for estimating the unknown parameters under the hypothesis

=T+

L,=I+Z are

P -

. - e e g S e e ——a




11

S T -1, -1 -1
M I IS I M =0, sy I+, S, I 4N, =0 (5.3)
MR8 +MR=0, RIMR =0, 1=1,...,k (5.4)

where A is a diagonal matrix with xl,...,xk, 1,...,1 as diagonal elements.

The equations (5.3) and (5.4) are the same as those in (3.3)-(3.5) except

for the equation E R M R, = 0 corresponding to 02.
~1.2.1
i=k+l
Proceeding as in Section 3, the LRT for the hypothesis 22=1"+£l .is seen
to be ;
j+(p-k) n m.4n n.+n
i 1
tmflog 1 [EH i (5.5)
3 i=§+1 2 1 m, 2

which is asymptotically distributed as x2 on (p~k)(p~k+l)/2 d.f. The statistic
(5.5) is different from (4.7).
,‘ 6. FAMILIAL CORRELATIONS

In an early paper (Rao, 1945), the author introduced the concept of

"familial correlations" as a generalization of the intraclass correlation.

1 i They arose in a natural way in defining a single measure of correlation

: L between members (such as brothers) of a family with respect to a number of

F measurements. Typically we have a bxp matrix variable .
;
3 11,...,x xl '
o x = L ) . . (601)
' 1b""’x '

where the i-th row vector x. corresponds to the measurements of p character-

-1
istics on the i-th member of a family. For instance, if we are considering
brothers in a family, the row may correspond to the parity of a brother.

In such a case, a natural model for the means and variances and co-

variances of the variables in (6.1) is
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E(x)=ug, 1=

D(X) =

[N NN - EN 2
et D 0

l,...,k (6.2)

B
e« B | (6.3)
A

Krishnaiah and Lee (1974) and Olkin (1973) considered the problem of testing

the structure of the dispersion matrix of

X as given in (6.3).

In earlier papers of the author (Rao, 1945 and the follow up in Rao,

1953), the mean vectors ui were taken to be the same (which is valid when

the members of a family are not distinguishable) and D(X) is as in (6.3).

Under this model, familial correlations were defined as intraclass correla-

tions for suitably chosen linear functions of the p measurements.

If we have observations on X from N famflies, then we can write down

the Analysis of Dispersion (MANOVA) for a

parity) in the usual way.

Table 1. Analysis of dispersion
by family and parity

two way classification (families x

for two way classification

Sums of squares

Mean squares

Due to D.F. and products and products E(MSP)
(SsP) (MSP)

Families N-1 (Fij) - F (fij) bB+A-BaT+1I,

Parity b-1 (Pij) -g (pij) ?+,}-§ -;¢+§1

Interaction (N-1)(b-1) ("11) = Y ("11) e—e - El

In Table 1, ¢ represents the non-centrality parameter which becomes a null

matrix 1f u, are all equal, and

. e e —
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F~ wp(u-l, I+Z,), W~ Wp((N—l)(k—l), L) (6.4)
P~ WP(N-l. ¢,2)) (6.5)

are all independently distributed. The joint distribution of the familial

| correlations can be obtained from that of the roots of the equation |F-)W| =0,
‘ derived by Roy (1939).
I

Two hypotheses of interest in such studies are

HOI: Hy®eeemy oOF ? =0 (6.6)

By, P(B) = p(T) = k. 6.7)
The hypothesis H01 can be tested by Wilks Q = |Y|/|g+?|, and the hypothesis |
HOZ can be tested by using the statistic (5.5), writing f for §2 and Y for
55

The familial correlations, PysPyseces defined by Rao (1945, 1953) are
the roots of the equition l?-oél =0, The maximum root is the maximum correla-
tion between any two members of a family with respact to a linear combination
of the messurements. The number of nonzero familial correlations is equal
to the rank of !, and the hypothesis (6.7) is therefore relevant in drawing

inferences on familial correlations.

It 1s seen that if £ ,£,,... are the roots of the equation |F-2w|=o0,
then the estimate T, of Py is obtained from the relationship

(1+b=1 r,)
(b-l)(l-ti)

Aty *

= L:I.' i=1,2,.... (6.8)

If ul-...-ub. then the estimates of pl,pz.... are obtained from the roots

li,l;.... of |F-A(WP)| = 0 by the formula

1+4b-1 r
gn-lz QL
a®-D T, ¢ (6.9)
—— - T T ———
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which shows the relevance of the hypothesis (6.6).
In the statement of the hypothesis (6.7), no further condition was

imposed on B. 1If B is not n.n.d., then some of the familial correlations

will be negative.

Let the matrix variable X: bxp have a structure of the type

X + v, +¢ (6.10)

13~ M13 T Y3 T g

where u are constants, and y 3 and ¢ are stochastic variables represent-

i) 1]
ing family effects (common to all members of a family) and random effects

respectively, such that

Cov(yj,eij) =0, c°v(eij,eh) =0, 1k

D(Yl’ooo,yp) .E’ D(eilyo.o’eip) -9. i- 1’0lo’b. (6-11)

Then

‘>
LN -

D(X) = (6.12)

tWe ' @
e 1 0

where é-§+9 and § is n.n.d. The rank of § is equal to the number of

linearly independent variables among Yl""’Yp (family effects specific to
the p measurements). Thus, if the covariance matrix of ).t is specified to
be of the form (6.12), then the hypothesis (6.10) on the structure of the

random variable X with k linearly independent v 1 is equivalent to

Hm: E is n.n.d. and p(!) - k,

Such a hypothesis can be tested by using the statistics (3.14) and (4.5),

with F = sz. W = S_ and the corresponding changes in the degrees of freedom.

1
There is some similarity batween the hypotheses considered in the present

paper vwith those of Fisher (1939) and Anderson (1951). Let Yyoeeoo Yy be
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the unknown vectors of family effects in N observed families. The problems

considered by Fisher and Anderson relate to hypotheses on YpoeeesYy con-

sldered as fixed parameters. 1In the present paper, we consider Y, as

stochastic and test hypotheses concerning the common covariance matrix of

Yi'

and

1]

(2}
(31

{4l

(sl

{6l

(7]
(8l
(9]

(10}

(11}

I would like to thank Professor P,R. Krishnaiah for reading the manuscript
making useful comments.
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