s .
.
N
5

ez
S

o

BRI s B

\I}:’K",‘. o

3
ey

3303584 ;.;-'@)g‘-,‘i

R B T

SRR AN e A

AR

S Iyt

SN
Sl

AR

TR,

A

¥

3

AN AR T VS

MR

AL

AW A D AR R GV T 252

S
2 R .».f’*-

ot
ot

. SOUTHERN METHODIST UNIVERSITY

- X NG
Rarhalel o Br i s o -

PR - - ~ - -~ Ve s e

-

DTIC

ELECTE
MAR 1 1983

on

83 02 023 1%3

DISTRIBUTION STATEMENT A
Appioved for public release)

in

7 % o DEPARTMENT OF STATISTICS
b2 O D
F M ; ..uj DALLAS, TEXAS 75275

=

2

&
- : _... Distribution Unlimited ; .
o ST, T e e TR ‘—‘:A =F 3 : : - ) Y N ‘__ _ ,’m _ -
St SRS T A ! e Tz TSR Stk e ok B A T A S R TR S e

!




B = T
. SRR ok o A v SR T S DR Erei - L2 I S MR
N AR - Y o ety L >
e \W.I [TRCIL7H W
I

AN AN B

31

PRI g SRR B )

A SIMPLE APPROXIMATION FOR BIVARIATE
) NORMAL PROBABILITIES

OB

N

by

v,
fody
N

Robert W. Mee and D. B. Owen

ey Pt g, Y2 ) o S
R ARSI

Technical Report No. 169 ;
Department of Statistics ONR Contract

St o R TE A

RIS

December, 1982

; Research sponsored by the Office of Naval Research
i Contract N00014~76-C-0613

0

4

XD i A7

B
3

AL

ST

Reproduction in whole or in part is permitted
for any purpose of the lnited States Government

T e i i s b R S et
R O A S F R o P e b

.- The document has been approved for
Accession For public release and sale; its distribution is unlimited
NTIS GRA&IY

| pric TaB :%]:
]

] Unannounced DEPARTMENT OF STATISTICS
! Justification . Southern Methodist University
3 Dallas, Texas 75275

By

: Distribution/
; Availability Codes

% Avail and/or
Dist Special
74
ﬁ
K s = ~ Ll B e AR S i an e WO e B AR W e o w9 —
2208
B
s -
b e
’"\ A.'
= A - o
R ’; . . . . s [ . AT v RS o
T Y e I VY NS ox W TR eﬁw-$m$wmw




e e TR P T EP TR . P2 SO NEY SINPE A s o e e N S S SRR e LR,
e I i i e e i i s ARSI AR

o~ hnd

YL RPR

A SIMPLE APPROXIMATION FOR BIVARIATE NORMAL PROBABILITIES
by

Robert W. Mee ¢

and
D. B. Owen
o) ' ;
% - Department of Statistics

Southern Methodist University
Dalias, Texas 75275

Key Words: Bivariate Normal, Screening, Selection, Skewness, Kurtosis. A

ABSTRACT

The bivariate normal distribution function may be expressed as the

product of a marginal normal distribution times a conditional distribution.

By approximating this conditional distribution, we obtain a simple method I

for approximating bivariate normal probabilities. When the correlation

falls in the interval [~.5, .5], the maximum absolute error in our ap-
proximation is always less than .0008. The conditional distribution that
we approximate is referred to as a 'normal conditioned on a truncated

normal' distribution and is related to screening and selection problems.
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Figure 1: Comparison of pdf for Yh and Zh(o = .7, .9, and .95; h = 0)
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INTRODUCTION

The bivariate normal distribution is frequently employed as a model
for screening procedures, where a product is ejther accepted or rejected
based on some secondary measurement that is correlated with the performance
characteristic (see, e.g., Owen, McIntire and Seymour, 1975). When screen-
ing is utilized, the proportion of all items which are rejected even though
they are good and the proportion of accepted parts which are in fact de-
fective are of interest. The purpose of this paper is to provide simple
formulae for approximating these probabilities. The results that follow
should also be of interest in other settings where bivariate normal prob-
abilities-are required but the potential user does not have ready access
to a computer.

Tables of the bivariate normal distribution are 1ike those of the uni-
variate normal in that the variates are standardized, i.e., each variate
has its mean subtracted and the difference is divided by the standard devia-
tion. Hence, we start with X and Y having a joint (standardized) bivariate
normal distribution with correlation p. We propose a simple approximation
for the cumulative distribution function (cdf) F(+, «; o) of (X, Y). For
any constants h and k, the probability F(h, k; p) may be factored into a
marginal probability times a conditional probability, i.e.,

F(h, k; o) = PrIX < h] - Pr[Y < k|X < h]. (M
We propose approximating the conditional distribution of Y, given X < h, by
a normal distribution. In this way, F(h, k; p) can be approximated as
the product of two univariate normal probabilities.

Mallows (1959) obtained an approximation for F(h, k; p) which requires

simple computations and evaluation of univariate normal probabilities and
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percentiles. For the values of h, k and p that Mallows examined, the maxi-

mum error was .0076. The approximation we present is simpler than Mallow's

formulae and is more accurate unless |p| exceeds .8. E1 Lozy (1982) provides

a simple way to compute probabilities of the special form F(h, oh; p). EIl

Lozy's method is most accurate for p close to 1. In contrast, our approxima-~

tion has its greatest accuracy when |p| is less than .5.

Before we present the aporoximation, we investigate the conditional dis-

tribution of Y, given X < h. This distribution, which we label the normal

conditioned on a truncated normal, is of interest in itself since it can

represent the distribution of the performance variable in the accepted popula-

tion after screening with respect to an upper specification limit.

NORMAL CONDITIONED ON A TRUNCATED NORMAL

It is well-known that the distribution of Y conditioned on X = h is

normal with mean ph and variance 1 - pz. That is, Y is said to have a

conditional normal distribution. However, the distribution of Y condi-

tional on X < h is not normal (unless p = 0), but has a probability densitwv
function (pdf) given by

6 ()L h-oy)/ (1-0°)%1/6(h), )
where G'(-) and G(-) denote the standard normal pdf and cdf, respectively.
Let Yh denote the random variable with pdf (2). The mean of Yh is
u = -pG'(h)/G(h)

(3)
and the variance is
o? =1 + phy - 2. (8)
Higher moments are given by
. nl 2072, L anelei helyo i
wy = (a=Thuy o +ul ] (1-07)7%(h) Uy JE(Z)] (5)
i=0
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where u: = E(YE) and where E(Z') = 0 if i is odd, is equal to one if i is

zero or two, and is equal to (i-])!2'(1’2)/2[{(1-2)/2}!]'] otherwise. Ex-
pressions (3) - (5) may be obtained from Johnsen and Kotz {1972, pp. 112,
114).

Although the distribution of Y differs from the normal, unless fo]
is near one, the distribution of Yh can be adequately approximated by a
normal pdf. Let Zh denote a normal random variable with mean given by
(3) and variance given by (4). Figure 1 gives a comparison of the pdf's
of Yh and Zh for h =0 and p = .7, 9, arnd .95. We have also computed

12 and the measure of kurtosis

the coefficient of skewness vy = u3/ug
Yp = u4/u§ - 3, where u = E[(Yh-u)"]. For |p| < .5, the pdf's of Y, and
Zh are virtually indistinguishable. However, as |o| approaches 1, the
pdf of Yh approaches the pdf of a normal truncated above h if p > 0 and
below -h if » < 0.
[Figure 1 here]

The similarity of the distribution of Yh to a normal distribution
has implications for screening problems. For example, consider the situa-
tion where an aircraft part is inspected for fractures using X-rays.
Suppose lifetime (L) and maximum crack ength (MCL) are modeled using a
bivariate normal distribution with p = -.7. The average and standard
deviation (SD) for L are taken to be 8000 hours and 1000 hours, respec-
tively. Suppose that we reject any part with a crack exceeding 1 SD above
average for MCL (i.e., we reject about 16% of the parts). Then using (3)
and (4) (with h =1, p = =.7), u = .201 and o = .905 and the distribution

of Tifetime for accepted parts has a mean of 8000 + 10G0u = 8207 hours
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and an SD of 10000 = 905 hours. The fifth percentile for L before selection
was 6355 hours. Using the normal to approximate the d¥stribution of L for

the accepted parts, we find that, after screening, only 2% of the parts should

)
<3
fet
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fail before 6355 hrs. [Expressions (3) - (5) are for computing the moments

of the standardized variate Y, conditional on X < h. The calculations above

YA

i1lustrate how to convert from u and o to the mean and SD in original urits.]

APPROXIMATING F(h, k; o)

LR T Ve T F A T e

Visual comparison of the distritutijons of Yh and Zh suggests that,

whenever lp! is small, we may accurately approximate F(h, k; o) by the

product

B(h, k; o) = G(h) - G[(k-u)/c] 16)
[where v and o are as defined in (3) and (4)], since Pr[Y < k|X < h] =
PrlY, < k] may be approximated by Pr(Z, < k] = 6[(k-u)/c].

As we investigated the accuracy of B{h, k; p) for approximating

F(h, k; p) for various h, k and p, we found that the error was less when
h was negative and when |k| < |h|. Therefore, to approximate the bi-
variate normal probability F(c, d; r), the error of approximation is
minimized by the following scheme:
1. Choose ¢ and d so that |c| > |d}. This can always be done, since
F(c, d; r) = F(d, c; r).
2a. Ifc<0,seth=c, k=dandp =r and approximate
F(c, d; r) by B(h, k3 0); or,
2b. If ¢ >0, set h =-c, k=dand p = -r and approximate

F(c, d; r) = G(d) - F(-c, d; -r) by G(k) - B(h, k; p).

For example, to approximate the probability F(.2, 1; .7), setc =1, :

and following 2b, h = -1, k = .2 and p = -.7. Then u = 1.0676, ¢ = .77946,

it it e ) P o iy e ‘. .
=2 BT % S S oo, T B0 S R s, 5 A




B(~1, 2: -.7) = G(-1) « G[{.2-u)/c] = .02108, and the approximation is G(.2) -
.02108 = ,55818. The exact value is .55842, so our approximation error is
only .00024.

Using this scheme, the maximum error incurred in approximating F(c, d; r)

for any ¢ and d “~:

Maximum
¢ [r] lerror|
% A .00001
.2 .00006
.3 .00019 {
4 .00043
.5 .00079
.8 .00121
.7 .00164
.8 .00282 |
.9 .00765 |
EXAMPLE
In closing, we illustrate the usefulness of this approximation with

the example of Lipow and Eidemiller (1964). Rocket motor cases are known
to have a strength S that is normally distributed with mean 700 pounds/
inch2 (psi) and an SD of 100 psi. It is also known that peak rocket
operating pressure P is normally distributed with mean 500 psi and SD

100 psi. (P and S are independently distributed.) When a rocket is fired,
if the peak pressure exceeds case strength, i.e., if A = S-P is negative,
the case will rupture and the rocket will fail. Thus, the proportion of

cases that will rupture when fired is Pr[a < 0] = G(- /2) = .0786 (since

L i ) T2 YA #O AT
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A is normally distributed with mean 200 psi and SD 141.42 psi). In order

to decrease the frequency of failure due to rupture, the motor cases are

4

pre-tested to a pressure of 600 psi, and discarded if they rupture. Hence,
g

the probability of rupture for a case which passes the test is Pr[a < 0,

PRSI

ottt Bl A et

S > 600]/Pr[S > 600]. Now Pr[a < 0, S > 600] = Pr[Y < -VZ, X > -1] with

p = 1/Y/2, which also equals F{-vZ, 1; -p). To approximate F(-vZ, 1; -p),

we compute

RN O

B(-v2Z, 1; - .7071) = 6(-V2)G[{1 - 1.319)/.761] = .0265.

From this bivariate probability, we can easily construct the table of prob-

b B

abilities: ) %
S < 600 S > 600 Totals é

a<0 .0521 .0265 .0786 %
A>0 .1066 .8148 .9214 ?
Totals  .1587 .8413 1.0000 1§

Hence, the proportion of

.0265/.8413 = .0315.

failuraes for the cases that passed inspection is

e s
32

T ﬁﬁy,..wﬂmmimwm’

By screening, we have reduced the failure rate from

7.86% to 3.15%. However, 10.66% of the motor cases would have fired

successfully, but were discarded after pre-testing.

The true value for F(-v2, 1; -.7071) is .G267, so the error of the

above approximation was .0002. This example illustrates both the simplicity

and accuracy of the approximation for bivariate normal probabilities pre- kS
sented in this paper.
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