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\\59- ABSTRACT

Distributed database management systems (DDBMS) are amongst
the most important and successful software developments in this
decade. They are enabling the computing power and data to be
placed within the user environment close to the point of user
activities. The performance efficiency of DDBMS is deeply related
to the query processing strategies involving data transmission
over different nodes through the network. This thesis is to study

the optimization of query processing strategies in a distributed
databases environment,

With the objective of minimum communication cost, we have
developed a mathematical model to find a join-semijoin program
for processing a given equi-join Query in distributed
homogenenous relational databases. Rules for estimating the size
of the derived relation is proposed. The distributed query
processing problem is formulated as dynamic network problem. We
also extend this model to consider both communication cost and
local processing cost.~ For a simpler case vwhere all semijoin
reducibilities are zero\and semijoin reducibilities do not change
after join operation,\ wve have shown that under three different
objective functions, the problems of finding a routing strategy
of required data to /the site vwvhere a Query is initiated are
NP-complete. We analfze the difficult nature of the gquery
processing prob nd provide an analytical basis for heuristic

;>We extend this model to query processing in a distributed
heterogeneous databases environment., A heterogeneous database
communication system is proposed to integrate heterogeneous
database management systems to combine and share information.
The use of a database communication system for heterogeneous
DBMSs makes the overall system transparent to users from an
operational point of view., Problems of schema translation and

query translation of the Qquery processing in this environment are
studied.

~
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Chapter 1

:‘ Introduction

e e A S aAch

1.1 Backyround and Motivation

Database management systems are amongst the most
important and successful software developments in this

decade. They have already had a significant impact in the

field of data processing and information retrieval. Many

TV
G vl bt
LA IR IR

organizations have successfully developed their own database
management systems for storing and accessing information to ;

help their operations. The increaing geographic dispersion

of the business activities within an organization forces the ]

enterprise to develop a distibuted database management ]

Y o o

system (DDBMS) in order to provide its users faster and

casier access to data for decision making as well as to keep

ety

the system reliable and secure. For example, in militay
Command, Control and Communication ( C3 ) systems, data
gathering from sensors and commanders are distributed in

nature. A centralized database management system can not

provide the availability, reliability and modularity that is

RERLEAE BT W Iy s AL NP - - S

E needed.

@ The development of computer networks since 1970, and v
L}

the emergence of 1low-cost, yet poverful, small mini and

micro computers makes it possible to develop a distributed
database management system enabling the computing power and
data to be placed within the user environment close to the

point of wuser activities. The development of DDBMS are

’ . : : y e le BRI PN fmlmlm e et
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apparently the result of the convergence of these different
i technologies, It certainly will make possible both
k economical and technical advantages such as faster access to
data, better performance, increased reliability, easier

i upward expansion, and more information sharing, etc.

However, the benefits of DDBMS can not be gained
without cost. Several problems inherent to distributed
systems must be solved as must other problems related to
database systems in general. These additional distributed
system problems come from the slow transmission speed,
narrow bandwidth and possibly high failure rate of the
communication channels. The speed of communication
transmissions are slow compared to the CPU, main memory and
secondary storage times. These distributed system problems
include concurrency control, recovery, database integrity,

query processing, directory management, security, etc.

Recent studies [ESW 78, GBWRR 81, HY 79, DL 80, DP 80)

on distributed databases have shown that the performance

L{.'.":A‘_'t'.- : " ’.

v

efficiency of DDBMS is deeply related to the query

;; processing strategies involving data transmission over
E? different nodes through the network. Moreover, the
ﬁi communication technologies have not yet reached the same
:? level as the computer technologies, both in cost and
EE y---or .nce, and it is expected that this situation will not
::f

be changed in the near future. So, in this thesis we study

B

the optimization of query processing strategies in a

......
''''''''''''''''''
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distributed databases environment.
1.2 Assumptions and Objectives

Query Processing in a distributed database environment
corresponds to the translation of a request formulated in a
high-level nonprocedural language on one sub-system of the
network, into a sequence of data manipulation statements
which retrieve and update data stored in 1local DBMSs. The
objective of this thesis is to develop a quantitative and
syntatic understanding of the optimization of gquery
processing strategies in a distributed database management
systems environment. Particular.emphasis will be given to
the minimization of the total amount of data transmission

cost required for processing a single query.

This thesis starts with a mathematical model for
equi-join qQuery processing in distributed relational
database management systems. It then studies the
computational complexity of this problem and some solution
algorithms. The query processing in a distributed

heterogeneous database environment is also studied.

Our basic underlying assumptions in this thesis are:

1. It is possible to exchange information amongst the
various systems and they are willing to maintain
information.

2. Each DBMS i: considered to be able to execute a given

local transaction.,
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3. There exists a communication network which connects the
various DBMSs.

4., The access to a local DBMS is not affected by the
operation of the data communication system which should
be transparent to the local user.

5. The communication cost is the dominant factor and local

processing is essentially free.

As we are only concerned with distributed query
processing in this thesis, we also assume that other
problems related to distributed database management systems,
such as concurrency control, database integrity, redundancy,
recovery and security poblems have been taken care of by

soi.e other components of the system.
1.3 Organization of The Thesis
This thesis is organized into seven chapters.

Chapter 1 contains the background and motivation of
this thesis. Query processing in distributed databases is
the main theme of this thesis. Assumptions about
distributed database environments are stated and objectives

of this thesis are defined.

Chapter 2 discusses qQuery processing in a distributed
relational database management system environment. As
communication technologies have not yet reached the same
level of reduction in costs and of increases in performance

that ve can observe in computer technologies, we assume
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network traffic constitutes the critical factor. We
formalize the problem of solving an equi-join query by joins
and semijoins mixed strategies into a mathematical model.

Query processing for a broader class of gquery is also

discussed.

Chapter 3 considers the computational complexity of the
query processing problem formulated in chapter 2. Three
variations of simpler cases of the query processing problem

with different objective functions are studied.

' Chapter 4 focuses on heuristic algorithms for the gquery
processing problem, We first consider the  heuristic
algorithms for the cases where all possible semijoins are
performed and find a routing strategy for the join
operations to solve the query. Next, we consider heuristic
algorithms for the general case wvhere we want to solve a

given query by a seguence of joins and semijoins.

Chapter 5 extends the previous results on distributed
relational databases to the query processing in distributed

heterogeneous databases. It begins with a study of the

heterogeneous world of database management systems. The

architecture of a heterogeneous database communication
system is described to integrate those heterogeneous,
distributed and nonintegrated database management systems.
Query processing in heterogeneous database environments by

using a database communication system is discussed.
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Chapter 6 deals with two essential components of a
database communication system for query processing: schema
translators to translate from the data model schema of the
database management system to relational schema in order to
provide a uniform relational view to the user; and query
translators to translate relational algebra operations into
corresponding data manipulation statements of the underlying

data model of the system in order to retrieve data.

Chapter 7 provides a summary of the major results of
each chapter and suggests several potential areas for future

research.
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Chapter 2

Query Processing in Distributed Relational Databases

2.1 Introduction

Query processing in a Distributed Relational Data Base
Management System (DDBMS) corresponds to the translation of
requests, formulated in a high-level language on one system
of the network, into a seguence of relational algebra
operations which retrieve and update data stored in the
DDBMS. The optimization process is usually subdivided into
two parts: The first part is used at the node where the
query is generated for analyzing the query before executing
it and producing as output a sequence of operational
commands to the local DBMS, which is optimal in terms of
some cost function criteria. The second part is used by the
local DBMSs for further analyzing each operational command
and producing the optimal local data retrieval strategy. The
result of these operations constitutes the final response

returned to the user.

In distributed Query processing, the execution of a
query involves data transmissions vhich take significant
time in comparison with the subquery and elementary
operation execution times. However, on the other hand, the
distribution of the system makes possible the parallel
processing of local elementary operations, which is

beneficial. The cost function of processing a query in a

T TR

T tal s R . ke sl
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DDBMS environment depends on the following parameters:
1. Total transmissionAtime. ‘
2. Total execution time.
3. Total resources usage.

4. Total response time.

Some of the parameters are dependent on others,
therefore the cost function will depend on all four
parameters and may not be linear. In a distributed DBMS,
the main bottle-necks of the system are the transmission
delays of the inter-computer communications. The cost
function may be simplified by considering only the gquantity
of data transmitted through the network. Most of the gquery
processing algorithms proposed to date concern only the

reduction of the total transmission time.

In this chapter, we first formalize some definitions
for distributed relational DBMS and derive some basic
results in section 2.2. In section 2.3, we review the
literature of distributed query processing algorithms. We
extend previous work in two directions: One is that we want
to solve a distributed query by using a join and semijoin
mixed strategy. The other is that we want to formalize the
problem in a mathematical formulation. 1In section 2.4, we
develop a distributed query processing model for a class of
conjunctive equi-join queries and formulate the problem as a
dynamic network problem. In section 2.5, we extend the

model to general query processing where inequality-join
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clauses could appear. The model can also be extended to

include the local processing cost into consideration.

2.2 Relational Terminology and Basic Lemmas

In this section, we formalize the time-invariant

description of a relation and a database.

2.2.1 Schema

A domain is a set of values. A relation is any subset
of the cartesian product of one or more domains. The members
of a relation are called tuples. A tuple t=(t ,t,,...,t,)
has n components; the i-th component of t is L We can
view a relation as a table, vhere each row is a tuple and
each column corresponds to one component. The columns are
often given names, called attributes. Let U be a set of
attributes, called a Universe. Associated with each
attribute A€EU is a domain, DOM(A). A relation schema R is a
list of attribute names for a relation, i.e. a subset of U.
Let R;={ A, ,A; ,...,A )} be a relation schema. We vill use
the notation R;.A, to denote the attribute A, of relation R,
. The domain of R; is DOM(R. )= J?‘ DOM(R,.A; ). Let R, R,
resee, Ry be relation schemas. A database schema D is
defined as a set of relation schemas { R,, R,,..., Ry}. U(D)
is the attribute set of D, i.e. U(D)-‘_ﬁ' R; . The domain of D
is denoted DOM(D) and is defined to be 53. DOM(R.). Let D,

Dz'°"'Dp be a set of database schemas. Each D, corresponds

PEEST 0 WP Y
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to a database at one location. A distributed database schema
DD is defined as a set of database schemas {D,,qz,...,n5}
and U(DD) is the set of attributes in DD.

When set notation is used (e.g. R. U R, A€ R;, RCR
), the sets in question are understood to be sets of

attributes. R; = R} iff gig R} and Rjg R; / i.e. R; and 3}

are two relation schemas having the same set of attributes.

Two dJdatabase schemas, D '{R,'R,o---:Rni and D ={S, 1S, 1e0045m

}, are equivalent if there exists a one-to-one
correspondence between their relations with respect to the
equality of two relation schemas, i.e, there exists a

n-permutation ¢ such that Ri.ﬁt%i) , for all i=1,2,...,n.

Definition:
We define as follows the size of a database schema:

The size of a distributed database schema DD, |(DD|_ ,
is the number of different sites in DD.

The relation size of a database schema D;, |D,|

the number of relation schemas in D .,

The relation size of a distributed database schema DD,

|DD|. , is equal to

, is

The attribute size of a relation schema R., | Rg |A

the number of attributes in g;.

.5
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The attribute size of a database schema D , | D k is

n
equal to |U(D)|, where U(D)ZI.J"U(RA-_).

DEFINITION:
. Dbis a database subschema of Di , denoted by D‘:s Di' if
é for all R € D;, there exists Rlé Dj such that R S Rl.

Rke D, is maximal if there exists no R’.e D, such that
RERy o

DEFINITION:
For each D A€ U(D‘), ve define s(A,D;_)-{RKHRxeDA )

and (A€ Rg)}, the set of all relation schemas in D; for

which A is an attribute.

For A€U(DD), we define s(A)={D.|(D.,€DD) and (|s(A,D;

)21} i
: DEFINITION:
.
2 Attribute A is said to be isolated in DD if |[s(A)|=1.
; i.e. if A is an attribute of only ‘'one D,.
e
- 1
- DEFINITION: é
A schema graph for a database schema D={R, ,R; ,...,Rp ]
5 , \
E is a graph Gp=<Vp ,Ep> vith node set VD-D and edge(R,g,Rj - 1
- E, iff U(R;) NU(R;)4p.
- :
r‘ A schema graph for distributed database schema DD={D, ,D, 1
E_ r+++sDp} i8 a graph Gy =<Vpy ,Epp> with node set V. =DD
g and edge (D;,D;)€E,iff U(D; ) NU(D;)Ad.
g .
3
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2.2.2 Database state

.. ,..
) Iy PR

Let R={A, ,Ay,..,A,} be & relation schema. A tuple T

over R 1is a mapping which associates with each attribute a

-~
.~
he
-
o
£
h,
|

value out of a distinct domain associated with the
attribute. When the order of attributes in R is fixed, we

may write T as an m-tuple T=(T(A;),T(A2),...,T(A))).

Definition:

1. A relation state r of R is a finite set of tuples over
R. r may be visualized as a table of data whose
columns are labeled A,, A,,..., A and whose rows are
tuples.

2. If D={R,,R3,..., Ry}, then a database state for D is
d={r, ,r; ,e.., r,} where for 1gign, r; is a relation
state for R; ; we denote the database state by d.

3. 1f DD={D, ,D,,...D,} then a distributed database state

% for DD is dd={d,,d,,... ,dp } where for lgkgm, d* is a
;ﬁ database state for Dﬁ , we denote the distributed
E; database state by dd.

Note that, if there is no confusion, we will use

capital letters (e.g. R, D, DD) to represent both schema and

E% state through out the thesis. For example, relation R=(S,r)
5? is to represent both its relation schema S and relation
E state r.

A\

L

Example: Relations and Databases

(1) Three relation schemas:

PP———
}

v e
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! CLIENT={CNUMBER, NAME, ADDR, AGE, BIRTHDAY}
;: AGENT= {ANUMBER, NAME, ADDR, TERRITORY, SENIORITY}
SALE= {ANUMBER, CNUMBER, POLICYNO, DATE}

\

2
P
-,
N
[
L -

(2) Database schema:
D = { CLIENT, AGENT, SALE }

(3) Set of attributes:
U(CLIENT)={CNUMBER, NAME, ADDR, AGE, BIRTHDAY}
U(D)={CNUMBER, NAME, ADDR, AGE, BIRTHDAY, ANUMBER,
TERRITORY, SENIORITY, POLICYNO, DATE}

(4) Relation states and database state:

CLIENT i

| CNUMBER | NAME | ADDR | AGE | BIRTHDAY |

| 11 | ToTo | MAIN ST. | 32 | 12718 |

| 12 | Yovo | WEST ST. | 41| 3/14 |

| 13 | LILI | EAST ST. | 26 | 6/30 |

| 14 | PAPA | NORTH ST. | 29 | 5/11 |

| 15 | DADA | MAIN ST. | 30 | 7731 |

| 16 | Quou | EAST ST. | 37 | 947 |
3 AGENT
e e
3 | ANUMBER | NAME | ADDR | TERRITORY | SENIORITY | ,
" | AL | JOMN | MAIN ST. | CENTER | 10 | ’
: | A2 | ToM |wesT st. | west | 8 |
L. A3 e | wommisT. | worm | 5 | -.
: | A4 | DICK | SOUTH ST. | SOUTH | 3 |
| | A5 | JEFP | EAST ST. | EAST | 11 |

........
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SALE -
| ANUMBER | CNUMBER | POLICINO | DATE | 1
| AL} 11 3 | 4718 | ]
| A2 | 12 | 4 |  5/8¢ | H

| AS | 13 | 7 | 9/80 |
| A3 | 14 | 1 |  9/81 | .
| Al | 15 | 4 | 12/81 | ]
| AS | 16 | 1 | 12/81 | 5
3
2.2.3 Operator 7
The operators we use are a subset of the relational é
algebra [CODD 72]. g
: 3
: Definition: .
P Let R={A  ,Ay,...,Ap}, and let r be the relation state ;
:ﬁ of R and ¢t=(t, ,t, ,...,tpm) Dbe a tuple in r. The f
? projection of tuple t on attributes ¥={A. ,A., ,...,A;, -
k JC R is t[¥]=(t; ,t;; secestim ). That is, the .
Z; projection is obtained by removing from t those .
3 components corresponding to attributes not in Y. 1
: ]
g The projection of relation state r onto an attribute 1
E set Y is r[Y]={s'| (s'=s[Y])) and (s is a tuple of r)}. i
. K
3 Also denoted as T, [r]. )
i )
g :

4 aiaa
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Definition: '
Let R =(S, ,r,) and R,=(S, ,r,) be two relations with
. the same relation schemas, i.e. S, =S, . The

intersection of these two relations, denoted by R,NR,

» is the relation (S,r), where S =S =S, is the

relation schema and r={t|t€r, N r, ] is the relation i
state, g

Definition: i
Let R and S be relations of arity (number of

attributes) h and k, respectively. The Cartesian

product of R and S, denoted by R x S is the set of
(h+k)~tuples whose first h components form a tuple in

R and whose last k components fcrm a tuple in S.

Definition:

n
Let {Ri.je-u be a set of relations and the schema of

relation R, be the set of attributes {A;, A, reeerhi

J. A qualification q is a formula of clauses of the

A R

forms (R, A, 8 Rj .AJ* ) and (RL A, 6 C), vhere
@ is an arithmetic operator ( <, =, >, <=, >s 0or = )
and C is a constant value in the domain of the

attribute Aie O£ R, , connected by logical operators (A

SO P Sy

, V, and 7).

T
-_—t. 0.

Definition:

The selection of relation R on qualification gq,

LA

S -
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deﬂOted ai(R)- {t.(t| ’tz'ooo, tn)é R' q (tl Itzl.'Oltn)
is true}. i.e. Gi (R) is the set of tuples in R that
satisfy q.

Let R;, and Rd:' be two relations and Y £ RA._/'\R

-y } [ ]
Definition:
The equi-join of R, and R}-on Y, denoted by R, lel RJ"
» is the resulting relation of computing {t|t is a
tuple in R x R} » Such that t[R;.Y] = t[R} .¥Y] 7 and
then projecting out columns R}.!.
The semijoin of R;and R'-fm Y, denoted by R, |$ Rj '
: eguals R" |$| Ri[Y]. Equivalently it equals {t, | (¢,
.- . . . . =t., .
F €r;) and (3 tf’) 3> t&[!] t)[!])}
- The natural join of R, & Rj » denoted by R, |X| R)- ’
- is the join of R; & Rjon R.N R;.
The natural semijoin of R;& R)- » denoted by R. |X R)- '
is the semijoin of R, & Rj on R:.N Rj‘

Note that the natural join is commutative. i.e.

RA.. le Rj = Rs |X| R‘-‘ .

Definition:

The natural join of R.{'(si"c)' R; -(sj ,rj ) and th

=(S,,rx), denoted by R . |x|Rj |X|Ry , is the resulting
relation of (R, |$‘|R3) !8| R, + Here Y\'j =S, N SJ-
and !ik U Y}p. =(S, U s)-)ns

S aam oa -y

S Ean.

N . " . . - - - - ISR S TN WY G GUN WL |
PRI SR U ST SN ST WO SUMUP U RO WP SR Pt SPU WPy S 1 e i
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Lemma: For natural joins, we have

(R . |X| RJ') 1] R, =R, |X| (R.|X| R,).
Y"j YixV ij Y.'j VYik Y;

Proof:

1. The relation schemas of both resulting relations
above are the same, which is sz 4} SJ U SK .

2. Let r, be the state of (R. |X| R: ) IX] Ry ,
4 Y ) YV V5
be the state of R. |X| (R. |X| R_) and r, be
bY:jvs's } e K 3
the state of R, L¥| R; . We can derive

2

Tyt ltlate€n &t € RYXIR;  s.t.
t[Rk I=tc . E[R; U R; J=t, }

=ltlager, e, tjer; & t,€ R;IX|R; s.t.

J
t[Rel=ty, t[R; ]=t,[R; =t . and

tIRj =ty [R ]-tj}

t[Rel=te, t[R; )=t and (*)

tiR; ]'tj }

Similary, we can derive r, = the formula (*). Thus r,

-rz » and the lemma follows.

Note that the natural join operation is associative,

i.e.

(R, IZ| R;) |X| R =R |X| ( R IXI Ry).

Example:

csale e P PR

P ot ot ol Sadh &

PSR WO R SR S )
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(1) Join n,|§| R,

1A 1221231 122123121

| 11 | 21 | 31 | | 21 | 31 | 41 |

| 12 | 22 | 31 | | 22 | 32 | 42 |

[ 13 | 21 | 32 | | 21 | 33 | 43 |

| 14 | 22 | 32 | | 22 | 34 | 41 |
| 21 | 35 | 42 |

R, |X] Ra

{A3}

This is the natural join since {A,, A;]=R, NR,.

(2) Semijoin R,X| Ry
Y

aao s oaa ok Loo

.
at

‘l‘ "k ‘l

DIV RIS TN TR S

RO e T
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o R,X| R, is to join =-==-- with R, = = ====--=-===-----
u (A3} 12 122123121
i | 31 | | 21 | 31 | 41 |
i | 32 | | 22 | 32 | 42 |
. R; X| R; is to join ======---== with Ry ®= ===~=-= cmmmm———-
- {Aarhsh [ER 12212312 |
i | 21 | 31 | | 21 | 31 | 41 |
El [ 22 | 31 | | 22 | 32 | 42 |
2 | 21 | 32 |
2 | 22 | 32 |
i This is a natural semijoin since {A;,A;}=R, N X,
(3) R, IX| R, |X| Ry
R3 | eececscescccccecs

12312 125 |

| 31 | 41 | 51 |

| 31 ) 43 | 53 |

| 32 | 44 | 52 |

| 32 | 44 | 51 |

Then R, |X| Ry |X| Rz = ( Ry |X] Rp) |X| Ry .
{Aq, A3} {A3,Aa}

| 11 |21 | 31 | 41 | 51 |

T T Y T Y T L ¥ Lk R Ll ki

2.2.4 Query

Given a database D={R ,Ry,..., Ry}, 8 qQuery can usually

be written in a number of alternative algebraic expressions.

b AT
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“ In particular each query can be put in the following form:
Q= Tl'.r,_ Og(R,xR;x... xR}

. wisre TL contains the attributes in the answer relation; g
is a qualification and eéch R, is a relation. Usually, TL is
referred to as the target-list. We shall assume all
Queries are expressed in this canonical form, denoted by
Q=(qg, TL). A qguery Q is called single relational (SR) if TL
is a subset of some relation rchema in D, otherwise, Q is

multirelational (MR).

Definition:
A query Q=(q, TL) is a conjunctive equi-join query if
the qualification g is a conjunction of equi-join
clauses of the form (R;. X= R:;.Y), where X and Y are

[ 4
subsets of attributes of R, and Rj respectively.

Note that equi-join queries do not include one-relation

clauses of the form (Rj_.! sconstant). One-relation clauses
E‘ _ vere excluded because they correspond to local operations
f and are generally evaluated locally before join and semijoin
L operations are applied.

Let DD={R,, Rp,..., Rp} be a distributed database
schema and Q=(q,TL) be a query over DD. For every
distributed database state dd, the answer of Q over (DD,dd),

denoted by Q(dd), is Q(dd)s Ty Tq (r, xryx... o).
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Definition: (equivalence)‘
Given a database schema DD, two queries Q, and Q, are
eguivalent, denoted Ql = Qz , iff for all database
states 4d, Q‘(dd)-Q)(dd).

Definition:
Let Q=(q,TL) be a query. The transitive closure of
is a query Q+ = (q+ ,TL) whose qualification q*,
includes g and all clauses implied by q under
transitivity. (e.g. If (Rn'A|'Rz'Az) and (Ry.A,=R3.A3)
are in q, then (R, .A; =*R3.A3) is in q+).

Lemma:

Given a database schema, a query Q is equivalent to
its closure Q*. i.e. Q= Q+ .
Proof:

Let Q=(q,TL) and Q*-(d*, TL). By the definition of q+,
for each database state dd={r, ,r;,...,ry}, any tuple t
in r xr; x...xr, that satisfies q satisfies every
clause in g. Since every clause in q+ is either a
clause in q or a clause derived from clauses in q by
transitivity, the tuple t also satisfies every clause

f

in @' . The other direction is also true. So d}j:} x

r,X .eo X [,) = 2.,(r,x 3% ..o X Fp). Also the
target list of Q and Q are the same. This implies
o(aa)=g'(ad). Thus 0 = ot .

Definition:
A qualification q is called sub-natural iff for each

clause RA..A‘K-RJ. .Aj‘. ’ A‘-“ .Aj.. .

i - - . M - . i A e A
I A . = - L dha - PRDY Sy

L LY WA SR )
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is A qualification q is called natural iff q is a
- subnatural qualification and for all relation schemas
\2 R; and R

j and for all A€ RN R,R; Ay R, A is a

ﬁi clause of q.
o Definition:

Given a database schema D={R, ,R;, ,...,R,}, & query

Q=(q,TL)is called a natural join query (NJQ) (resp.

sub-natural join qQuery , SNJQ) iff q is a natural
qualification (resp. sub-natural qualification) for it

and TL €U(D).

2.2.5 Qual Graph

WERERAN B PRI RA A
Y ey TN

Next we define qual graphs for the class of sub-natural
join (SNJ) qualifications. Qual graphs are another structure
for specifying sub-natural gueries. Let D be a database

N
schema and let U(D) = U Ri'

el

' Co e B A bl A ”
8 " .. . »
.« . Sl . PR
N R LI A

Definitidn:

A qual graph for Q=(q,TL) over D is an edge-labelled

%

e undirected graph Gg =<V,,Ey,L,>, where Vocontains one

L ’

- node per relation schema in D, Eg=Va xVa » and Lg:E > 2"<‘9
b

- , where 2Y¢P> ig the set of all subsets of U(D), with

2Py

L [(Ri,R})]-(AﬁeU(DH 'R‘-.Aﬁ-R‘.’ .A* is a clause in q}.
Note that:

T vy YW

1. The qual graph of Q=(q,TL) is uniquely defined by

the qualification q.

2. The label of edge (Rz,gi), Ls{(gi,n})} may be the

- T T T, N, T AT e T Y T e T T T




PR

P
m
h
Yoo
1.
v

29

empty set ¢.

Definition:

The transitive closure of Gg=< V,, E,, L,>, denoted by
*

+ M
Gy=< v;, z;, L,> is va- Voo Eg

Ba' and

L;{(a,;,a})}.{ A& U(D) | there is a path from R; to R;
in G g such that Aﬁis in the label of each edge on the

path }.

Lemma 1:

Lemma

Lemma

queri
graph

Carte

Let Q=(q,TL) be a sub-natural join graph and its qual

graph be Gg=<V ,E‘,La

> , then G; = Gge-
2:

Let Q=(q,TL) be a natural join qQuery then Gg = G;' -GQ;

3:
Let Q,-(q|, TL,) and st(qz,TLz) be sub-natural join
queries. Q, = Q, iff Gg = Gg and TL=TL,.

In the sequel we will only consider sub-natural join
es whose qual graphs are connected. A query whose qual
is disconnected produces a result that is the

sian product of database substates produced by each

connected component. Since these connected components are

not

treat

joined in any way, there is no loss of generality in

ing the components seperately.

. - - . . o - . PR S S v PR S W
e L A T T WP P W WL U W V- . W UP ol W e e
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Definition:
A sub-natural join query Q=(q,TL) is called a tree
qguery iff there exists a connected qual graph Ga' such
that Q' = Q and G&' is a tree. All other sub-natural
join qQueries with connected qual graphs which do not

have eguivalent queries with tree gual graphs are

called cyclic gqueries.

Example:
Let R,={A,C}, R,={A,D}, Ry={A,B} and Ry={B,D,E}.
1. Ql-(q.,TL), vhere q,-= (R, .A = Ry.A) A (Ry.A = R3.A)

(R,.A = R3.A) A (R;.B = R,.B)
Q, is a subnatural join query.

The qual graph Ga of Q, is not a tree.
'

Q,=(q,,TL), where q,= (R;.A = Ra.A) A (Ry.A = Ry.A)
(RJQA = R‘-A)
The qual graph Gsh of Q, is a tree,

[P PRIP Yy
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Thus, Q. i b 6y =6}
n us, Q, is a tree qguery because 8 e,

wve see that Q, is ailso a tree query.
™ 2. Q=(q;,TL), vhere g = (R .A = Ry.A) A (R,.A = R3.A)A
(Ry.8 = R,.B8) A (Ry.p = R,-D)
The qual graph G g of Q, is not a tree.
;.'.'-. 3

Its transitive closure G; is

3
A

0 'r-'rx;l UL e

From G;’ ve can see that all queries equivalent to Q3

have cyclic qual graphs. Thus, Q3 is a cyclic

T
-

query.

Note that, for this thesis, we will consider an

operation or 8 query to be a mapping from a temporary

—~—r T
- . '

database state to a nev temporary database state. During the

analysis of a query solution strategy, the database state is

) oSN

HES 454
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3’ conceptually considered changing from one state to the other
' state by an operation. The real database state stored in the

system does not change unless update operations are really

performed.

2.3 Review of Previous Works

2.3.1. [WONG 77] & [ESW 78]

Wong's algorithm is the first comprehensive solution to
p! the distributed query processing problem (DQPP). It was
;. implemented in SDD-1. The assumption of the system

environment is the following:

1. Each system is a relational, nonredundant DBMS
(i.e. unigue copy of data).
2. The final result of a query is produced at a single

site,

= 3. Each system can MOVE fragments of relations to
another system.

4. The communication cost is a function of transmitted
data volume and the goal is to minimize the

communication cost.

This algorithm translates a query Q into a sequence of
ﬂf relational algebra operations (selection, projection and
43: join) and MOVE operations (move portions of relations from
rg one site to another). It first selects a final processing

site, S, , and constructs an initial feasible solution:
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Move all R referenced by Q to §,.

Process Q at S, as a local query.

The solution is improved by recursively replacing a
MOVE by 1lower cost sequences of MOVEs and relational
operations. It terminates when no MOVE can be replaced by a
lower cost sequence. This algorithm produces increasingly
efficient sequences of commands by its hill-climbing
discipline. Since at each step of refinement the best
alternative is chosen, this algorithm can be thought as a
greedy heuristic algorithm. The critical point of this
algorithm is that the heuristic is too weak to guarantee
optimality and it has no analytical tool for the evaluation

of traffic volumes when MOVE is executed.

Wong's algorithm has been also adopted for the
distributed version of INGRES [ESW 78]. The algorithm begins
by executing all one variable subqueries to obtain reduced
relations. Each site sends a short description of these
relations to the MASTE# INGRES site where the query has been
originated so that the MASTER site knows which sites are
involved in the query processing. This algorithm then breaks
the qualification into separate pieces using a few simple
heuristics. Consequently, the sequence of distributed
operations is decided by means of the quantitative
information obtained. Two cost criteria, minimum response

time and minimum communication traffic are considered.

LI T IR LRI W T I SSUR IBKIDE S e TR
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2.3.2. [HY 79)

Hevner and Yao present another approach to distributed
query processing that can be intérpteted as a semijoin
approach. They consider a class of simple queries in which,
after initial 1local processing, each relation in the query
contains only one attribute --- the common joining
attribute. All relations are joined on this single
attribute. If we assume the only attribute name is A, the

qualification of a simple guery can be written as

n=\
9. = A (Ri.A = Ryod)
L2l

By the transitive rule, the closure is

e A A
q = (R.QA = Ro .A )
5 s o4t J
+
The qual graphs of ¢ and g (for n=5) are
¥
2 A
5
3 $ 2 4
4 '3

From the gual graph G:’ , It is easy to see that any

spanning tree of G;’ corresponds to a query equivalent to

.............
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the simple query.

Note that for a simple guery, intersection, join and
semijoin are identical operations. The optimization problem
for this class of queries is trivial. They propose two
algorithms whose cost functions are the global response time
and response time related only to the network traffic (total
transmission time). The first one implies the maximum
degree of parallelism of query execution. The quadratic time
bound is proved for this case. The second strategy
corresponds to the minimization of network ¢traffic and a

linear time algorithm is presented.

The authors attempt to generalize this algorithm for
arbitrary equi-join queries. For a relation R. =(S;,r;),
vhere S; ={A ., '§jz"'°"2x3' they define the selectivity
for each domain Dom(Rl.Aij) to be the number of values of
Dom(Ri.A‘j) currently appearing in the c¢olumn R, .A£5 of
relation state r divided by the cardinality of Dom(R;.A;: ).
They assumed the selectivity on one domain does not affect
the selectivity of the other joining domain. Therefore,
each joining domain in the relation R;is handled separately.
A heuristic algorithm that uses an improved exhaustive

search is proposed for the general Queries.
2.3.3 [GBWRR 81], [BG 81) and [BG 80]

In [GBWRR 81], an algorithm is proposed in which

semi-join concepts are exploited in order to refine the

ety SCIPRY - P TN YR IR L VP S T Sy : k. . ool ovionentit ey
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approach of Wong's algorithm. In this algorithm, a query Q
is processed in two phases. Phase 1 is called the reduction
phase. It seeks to reduce the database state with respect to
Q. The use of semijoins is the principal tactic in tﬁis
phase. A seguence of semijoin operations SJ is said to
reduce a database state D for query Q if we may apply SJ to
D without affecting Q's answer, i.e. Q(D)=Q(SJ(D)). A
sequence of semijoins is called a reducer for Q if it
reduces every database state for Q. A sequence of semijoins
SJ is cost effective in state D if the amount of data
requiring inter-site data transmission in order to compute
SJ(D) is less than or equal to the quantity of data in D
that will be eliminated by SJ. The goal of the reduction
phase is to translate Q into a cost effective reducer. This

reduction phase is known as the full reducer problem,

Phase 2 is the final processing phase, The system
selects one site as the final processing site and the
reduced databases of the other sites are transmitted to the
final site. The system then excutes Q against these
databases at that site as a ' >cal query. The final

processing phase of SDD-1 is very simple. The core of the

SDD-1 query processing algorithm is the reduction phase.

The authors present a heuristic algorithm that solves
this problem for a class of equi-join queries. By defining
rules for estimating the cost and effectiveness of

semi joins, the algorithm starts with an initial feasible
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solution consisting of null reducer, i.e. an empty sequnce
of semijoins. The algorithm improves the initial solution by
iteratively appending cost effective semi~joins to it. When
all cost effective semi-joins have been exhausted, the basic
optimization is complete. At this point the algorithm is the
same as Wong's algorithm. Let the sequence of semijoins just
constucted be SJ. The algorithm next permutes the order of
semijoins in SJ such that the effectiveness of SJ is
increased while its cost 1is decreased. Finally, the
algorithm selects a final processing site and prunes
semijoins in SJ that are made unnecessary by the choice of
final site. The resulting sequence of semijoins is executed
and quaranteed to be a cost effective reducer for Q. It is

still not guaranteed to be optimal.
2.3.4 [CHIU 79] and [CH 80])

The use of semijoins for distributed query processing
is also studied by Chiu. He considers a sub-class of

equi-join queries whose qualification can be written as

n-\
q, - i/}‘ ((Ri.A; =R, .A,) A 4 A

The qual graph of this quety when n=S5 is:

+ I A 2 3 4
ei = éﬂa | Aa 3 A, ﬂﬁ [
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In this class of query, every joining attribute of one
relation joins to exactly one attribute of another relation.
This sub-class is called a chain query because the graph
representation of it is a chain. This class of queries has

the property that the closure of the qual graph G 1is the

same as G .

They proved that semijoins are powerful enough to solve
chain queries. They are the only authors who present a
syntatic characterization of chain queries and derive an
efficient dynamic programming algorithm that translates any
chain query Q into an 6ptimal sequence of semijoins that
compute Q. This algorithm has O(ns) time complexity, where
n is the nuﬁber of relations referenced by Q. They
generalize this approach to a larger class of queries called
tree queries whose answer is a subset of one relation in the
database, and develop a methodology for optimally solving
this <class of tree Qqueries. However, the syntatic
charaterization becomes more complicated. No timing analysis

is presented for the tree qdery case,
2.3.5 Summary

Most of the distributed query processing algorithms

developed to date have the fol?owing common features:

1, single query processing
Most of the algorithﬁs only consider the optimization

of the processing of one query, as if DBMSs were a single

I P T T U U N S LSy ST S
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user system. In fact, every node in DBMSs is simultaneously
an access point of DBMSs. Moreover, every node has the
ability to do query decomposition and to process relational
operators, It is desired to have an optimal processing
algorithm for the set of queries which are in the system at

a given time interval.

2. communication cosf dominance

The inter-system communication time is the dominant
cost of distributed query processing. The communication time
is dependent on the volume of data to be transmitted. The
total transmission time of a query is proportional to the
amount of data and messages required to be transmitted. Most
of the algorithms consider only the transmission cost. It
would be desirable to develop algorithms that consider local
processing costs as well. Another direction would be to
select a better execution sequence for semijoin and join
operations and exploit the feature of parallelism of data

transmissions over links and local processings.

3. heuristic algorithm

Por each query processing strategy, the costs of one
step in the execution depend on previous steps. The set of
strategy space blows up very quickly as the number of steps
increase. This suggests that the distributed gquery
processing problem may inherently be a complex problem. Most
of the distributed GQuery processing algorithms are

heuristics., [CHIU 79] is the only one vwho studies the
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syntatic characteristics of semijoin programs for a class of
chain queries in order to reduce the set of strategy space.
It is our desire to study the complexity of the distributed
guery processing problem. We are also interested in the
understanding of quantitati;e characteristics of this

problem.
2.4 A Model for Equi-join Query Processing

As we reviewed in the 1last section, most of the
distributed Qquery processing algorithms proposed have the
common philosophy of performing local processing first, then

applying as many semijoihs as possible to reduce the

database state as much as possible and then sending to the
final site to perform the join and produce the final
results. The reason for doing so is presumably that the

semijoin tactic will be profitable.

As described in [ULL 80), there are some rules which

b - may be used to help "optimize"™ relational expressions,

although these rules in no sense guarantee optimal overall
{f‘ equivalent expressions. The basic idea is to attempt to
é' perform selections and projections as early as possible.
;T For a query Q=(q,TL), let { R;, Ry, ..., Ry 7 be the
E  set of relation schemas referenced by q and let X be the set
F; of attributes appearing in q. Before processing the query,
3

we can project each relation R, over attributes (XUTL)NR; .

We then execute those subqueries which reference only one
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local relation. We may also want a cascade of those
operations to be organized into one selection followed by
one projection and group selections and projections with the
preceding binary operation. From here on, we represent R, ,R;

ros+,Rp 38 the relations after such preprocessing.

In a distributed guery processing environment, if we
adopt the assumption that the data communication cost
dominates the 1local processing cost, then the local
processing costs of a query (e.g. select, project) are
negligible. The only significant cost needed to Dbe
congidered is the data transmission cost. Data transmission
is incurred when two relations that must be joined may
reside at different sites. To perform the join, one way is
to move the entire relation from one site to the other. The
other way is to replace a join by performing semijoins first
and then performing join. Assume R, and R, at different
sites and we want to join R, and ﬁz.at the site of R, . By
the semijoin strategy, one can send the projection of R, on
its joining columns to R,'s site and perform a semijoin to
reduce R, by R, before sending R, to Ry's site. This will be
a profitable tactic only when the projection of R, on its
joining columns is smaller than the amount by which R, is
reduced by the semijoin. From the above example of Jjoining
twvo relations, one can easily be convinced that
semijoins-then-joins stategies may not be able to produce an

optimal strategy for the objectives of the minimization of
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the total data transmission cost. Our approach is to extend
the strategy space to the class of joins-semijoins-mixed
strategies. A joins-semijoins-mixed strategy is an ordered
sequence of join and semijoin operations where 3join and
semijoin operations intermingle with each other. (i.e. The

order of join and semijoin operations do not have any

restriction.)

We assume that a query Q, specified by a qualification
g over the relations R,, Ras...,Ry, and by a target list TL,
can be decomposed into a set of operations { P, 'Qz""pn]
which will produce the answer to the guery, where PcEA the
set of relational algebra operators. In general, a query can
be decomposed into several different executing sequences
vhich will produce the same answer. We call such an
executing sequence a strategy. Let S(Q) denote the set of
strategies which answer the query Q. The goal of the problem
is to minimize the overall cost of executing this query Q.

We can formulate this problem as

J !
MIN £(P,D[0])» 2Z. f.(p,,D[i])
Pes(Q) A=
s.t. P-p'paooooop‘

D(i+1]=p, (DLi])

D[0] is the initial database state
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Here p;(D[i]) means the mapping from the temporary

database state at stage i by the operation P, to a nev

temporary database state. During the analysis of a query 1
& solution strategy, the database state is conceptually

considered changing from one state to the other state by an

! operation. The real database state stored in the system does

not change unless update operations are performed.

As shown in [BG 81)], any query Q=(q,TL) with an

equijoin qualification g and a target 1list TL can be
efficiently transformed by renaming attributes of the .
relation schema and qualification into an equivalent natural
join query. 1Instead of the class of equijoin queries, EQJ,

we shall study the class of natural join queries, NJQ.

In this section, we restrict our study to a class of

queries that after initial local processing and attribute

renaming, the resulting queries are natural join queries.
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Although it is a subset of the complete relational calculus
language, it is a rich and large class of queries in

practice.
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2.4.1 Definitions and Assumptions

We assume a distributed database management system
DDBMS consists of a collection of interconnected computers §,
v S5 404.,5, at different sites. Each computer, known as a
node in the network, contains a DBMS., Data are logically
viewed in the relational model. Without loss of generality,
we assume each site only consists of one relation. In the
distributed database DD={ D, Dyseesy Dp }, where each D,
only consists of one relation R; , we shall use DD={ D, , D,

seeay Dn_} or { Ry Ry . /Rpy } interchangeably when no

confusion will occur.

Data transmission in the network is via communication
links. We assume that the transmission cost to send one byte
of data between any two sites i & j is known and equal to cq
. Thus the cost function of transmitting data of volume V
between two sites i & j is a linear function C‘j(v)'cij*v'
We assume that all possible subgueries involving data at a
single site are preprocessed; This we call "local
processing®™. The effect of local processing is to reduce the
amount of data that needs further processing. We will
regard the state of each database as the resulting state of

the database after local processing., Thus, after local

processing, the following parameters of the qeury can be
defined.
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n = number of sites (i.e. relations) in the remaining
query

Q; = | Ry | , number of attributes in site R;

YQ = R:. N Rj , the set of attributes of joining domains

between R. & R:
2 ¢

v, = number of tuples in relation R;
w(A) = the width of data item of attribute A

S; = v; *Eg.w(;\) » the size of the relation R.
W(Yi *

})' s w(A)
A€YiL

In DDBMS, we define two types of directed operators.

Definition:

1. <|x|g'(cr R, <|X| R;) is the directed natural join

operator vwhich sends Ri to R; and performs the

natural join of R; and R& at R;'s site.

2. <|x;} (or R; <|X R& ) is the directed natural

semijoin operator which projects !t} =R; A R} over %}

» sends the result to R, and performs the join of R;

and that result at R;'s site. (i.e. R, |X|T R at R,
< Yc} <
's site).

Note that |!|>'°=R&|x|>R} and X|>c}-R} 8|>3} are similarly

‘¢

defined. One can use them interchangeablly. The semijoin

operation only reduces the relation state without changing

the relation schema.
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Definition:

A join-semijoin program P=p, P, -++P, is a sequence of
directed natural join and directed natural semijoin

operators.

A natural join qualification g with final node at R,
can be done by sending all relations R;, i#l, to R, and
performing R, |X|R, |X|...|X|R, at node R, . So R, |X|>R, , R,
{X|>R, ,... R, |X|>R, or its permutation are join-semijoin

programs of this qualification q.

2.4.2 Query Processing Graph

We define a processing graph of a qualification over a
database schema DD-{Rz'ﬁ;|to be a graph with two types of
a.-dges,<v1 ,A1,31>. Vy is the set of nodes, which is equal to
D. A, is a set of semijoin edges which is {ai} [ gg\R}kz’and
R § Rj}‘ We denote such an edge by i -->-- j with one arrow
on the edge. Ba'vi*“k'{bi}l i4¥j } is the set of join edges.
We denote such an edge by i -->>-- j with two arrows on the

edge.

Note that if R{ARy =%, then we can not perform a
semi join between R;and Ri » 80 a;;is not a semijoin edge, If
R; ¢ R} , then R;-nhnn}. The semijoin of R; to R;, R, X|>R;,

¢

is the same as the join of R; to R}' R;|x|8&. This operation
is covered by join edge b,

é.
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Example:
Ry={ Ay Ag,A;,A,]
Ro={ Az ,Ag,Ap A}
Ry={ Ac /Ay, Ay}

The processing graph of the natural join qualification q is:

Without lost of generality, from now on we assume that

the final node of a query is node 1,

Definition:
Given a natural join qualification ¢ ,a
join-semijoin program P is said to be correct with
respect to q if after executing the program P, the

final node will have a nev relation R! = R,|x[Rz

IX]...|X|R .

Lemma 1:
A join-semijoin program consisting of a directed
path of edges in By from R, to Rk;' bk.K.'bK.K;"'bkqug
will form a relation R_ |X|R_ |X|...|X|R in node R
k. k. kl K

Proof: We prove this by induction on the length of the

path. If 1=1, then the path is bk; . After this

Ky
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operation we will have R;bf--- RK'|8|RK‘ . By the
. . . _ . —_—
induction assumption on 1-1, chq <===R,. |XIR,,
|x|...[X|RKl\. In the case of 1, for the first 1-1
i ! = see
edges of this path, RKgq RK.|x|RK4|X| |X|RK1_\by
induction assumption. After performing bK}qu' ve
i ! = ' R = LN N ] L
will have RKL RKM IXIR, RK,'"RK. [X| makl
Definition:
Given a directed spanning tree T toward final node R

!
, @ program of operations in By bK\K;'bFsF~'°"'be4Kl
is said to associate with T if each directed path in
the directed spanning tree has the same ordering as
the subsequence of corresponding operations in the

program.

Example: In the following directed spanning tree T, toward

node 1, b“_b“b%bq_l hu b’l is a program associated

with T, and bu b'!# b“ b“_bzl b‘_. is another program

associated with T, .
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i Lemma 2:
A program with edges in Ba associated with a

directed spanning tree with nodes k, , k; ,...,kn ]

and toward node 1 will form the joining of Ry, 'RK;

K RSN YR RERLRY

recssRy, R (i.ec ROIXIR IX|...|X|R |X|R ) at node
1.

Proof: we prove this by induction on the height of the X

S
Lali c o

spanning tree. If h=2, then the resulting relation

at node 1 1is the joining of R with all leaf

P05 YRR

L& N A TReLIL LS * - AT AE N

relations which is Rh|8|R‘JX|...|X|RKJX|R| at node
1 .(see Figure) By the induction assumption on h-1,
the resulting relation at the final node 1 is the

ﬁ joining of all the relations in the nodes of the

FORE I 7E -

tree, In the case of h, each node at level 1 has

height h-1, and the resulting relation at these

l"‘.

level 1 ncdes is the joining of all the relations in

the nodes of the corresponding subtree above that

node. Consider the final node 1; it will join all

.-

the resulting relations in the level 1 nodes of node
1 with the relation R, . Because a directed

spanning tree will contain each node k exactly

B 2B & o0 B0 X w2 A

once, we will obtain the relation Rk.|X|Rh|x|...|X|RKn
3 |X|R, at node 1 .

T e
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Theorem 1:
Let Q=(q,TL) be a natural join query and TL=R, U...U
Ry + Let P be a join-semijoin program for q; then P
is correct for q iff there exists an ordered subset
of the set {h;} } in P which associates with a

directed spanning tree toward node R,.

Proof: 1IF: Since a natural semijoin from relation R to §
only reduces relation state s to a new state
cons;sting of tuples with values in the columns of
joining attributes appearing in both r and s, it
does not change the relation schema S. Thus after
performing the sequence of join opeations associated
with the directed spanning tree toward R,, we get R,
|X|...|X|R,, at node R,. Any other join operation
does not change the state. This implies P is
correct for q.

ONLY IF: Let P be a correct program for P, For
each semijoin operation aij in P, RN Rigﬂ'and LY 4 R;
. Thus, performing the semijoin operation does not
move the full relation state from node R; to node Rj

. We still need to perform a join to move the full

table of R; to R;. If there does not exist a subset

of {bl}} in P vhich form a directed spanning tree
toward node R,, then there is some node R, which is

disconnected from the ¢tree component. Then some

information from those nodes which do not have a
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path toward R, is lost. So, in order to form R,
|XIR, |X|... |X|Ry,|X|R,at node R,, there must be a
subset of edges in By, that forms a directed

spanning tree toward node R,.

From theorem 1, we know that given a NJQ qualification
g, the set of correct programs for q is the set of
join-semijoin programs such that there exists a directed
spanning tree toward R out of the set of join edges in P.
We denote this set of correct programs for q by (©(q). In
this thesis, we restrict the problem by only looking for a
best program within this class of programs. The distributed
query processing problem becomes to find a program P € (P(q)
with minimum communication cost. For a program p, if we
change the order of the sequence of operations, the total
communication cost will be different. The set of correct
programs (P(q) is very large. In fact, after executing one
operation in P, the number of rows and columns of some
relations will be changed. This change then affects the
communication <cost of the next operation. So the
communication cost of one operation will depend on the

previous subsequence of operations.
2.4.3 Estimate tie Size of the Derived Relations

In order to compare the communication cost of query
processing strategies, it is very important to have a method

of estimating the size of a relation after one operation.
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Also the system for estimation of the size of the derived
relation must be consistent in the sense that if two
sequences of operations will produce the same results, the
estimated sizes of the result according to the two sequences
of operations must be the same. In this section, we use

capital R to represent both relation state and relation

schema.

We introduce the notion of semijoin reducibility and

join reducibility of R, to R}_ , denoted by OQ- and .

J
respectively, for each pair of relations R; and Rj . Wwhere
0s dg g1 and 0sg Pg.sl. The interpretation of the semijoin

reducibility <Jq of R; to R; is the percentage of rows of 35

that are eliminated after performing the semijoin R; X|> R:.

J
At stage t, if the number of rows of Rj is vj[t—lj and the
semijoin reducibility of R; to R; is cl;j[t-:l], then the

number of rows of R after performing semijoin R, X|> gjwill
be reduced to vj[t]- vj[t-l]* (l-cﬁy[t-l]). Note that the
semijoin reducibility of R; to R; is not necessarily equal
to the semijoin reducibility of R: to R; and o{;;[t]=0 for

all t. The interpretation of the join reducibility of R; to
Rj is that after performing join R, |X|> Rj, the number of
rows of the new relation R;|X|R; at site j will be vj[t]- v,
[e-1)% v, [t-1] * (1- olile=11) * (1- ofp[t-1]) * (1- F‘-i[t-l]).
This is because the effect of join R; |X|> Rj is equivalent
to performing the semijoins R;X|> Rj and R5x|> R;and then

performing the join of R, to Rj . Both semijoin
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reduciblities and join reducibility affect the number of
rows of the new relation. The'join reducibility of R, to gj
is the same as the join reducibility of Rj to Ry . i.e.

Q;jm = ?J.L[t]. Also gu[t]-o for all t.

For this paper, we assume that the number of tuples of
relation R, in the system, v, , and the set of
reducibilities { c{q», ?6"} of each pair of relations are
known., Note that these quantities depend on the initial
local processing and attribute renaming process of any given
guery. After the systems are running, they can be updated
periodically according to statistical measurements. They
will form the basic information for processing a given

query.

Since the number of rows and columns of a relation will
be changed after one operation, the reducibilities of this
relation with other relations will be changed too. We
define how the reducibilities will be changed after one
operation. Assume the databases before the operation pt to
be D={R [t-1],...Rj, [t-1]}, the number of rows of each
relation RL (t-1] to be v [t-1], and the semijoin and join
reducibilities of R, [t-1] to R,[t-1] to be o(ﬁ[t-l] and

eq[t-ll.

If the operation P at stage t is aq , 1.e, R. x|>Rj '

then the database schema will remain the same. The state at

node j will change to Rj (t]=R. [t-1] X| Rj [t-1] and all
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other states will remain the same, i.e. RK["]'RK [t-1], V k
$ j. The number of rows of relation R. [t] will be changed
to equal v;[t-1] * (1= oL;: (E-11) and the number of rows of

all other relatxons will remain the same. At stage t, ve

have
i ol [1] j
v e | R 1T T R EIRL v [ L
;1) et

According to the definition of reducibilities, the estimated
size of R, X|(R; X|R; ) is
v-[t]*(l-a(-.[t:]) = v-[t-l]*(l- d,;-[t-l]) * (1-dq[t]).
Since R, X| (R, XIR ) =R_ X|R ’
vj[t-ll *(1 a(,,[t 11) * (1- .( (t])
-v.[t-l] * (i-a(.'.j[t'l]) ’
which 1mp11es o [t]-o.
The estimated size of (R;X|RJ) X|R; |is
vot] * (1- oilt]) = vi[t=1] * (1-of[t]).
Since (R; XIR);) X| Ry = (R; X|R; ),
v, [t-1) *(1-4--[1:]) = v;[t-1] * (l-dj;[t-lj),
wvhich implies o( [t]= )‘[t 1].

Next, we consider the reducibilities d,‘j[t] and a(j,‘[t].

At stage t, we have

k O(xj[tJ j
ve[t]= | Ry | | Ry X|Rj| v [t]mv;[t-1]*
velt=1]) ====== v e (1= aglt-1])
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G Lemma: RKxI(RL X|Rj) = R; X|(RK X|Rj)

Proof:
! R, EI(R; X|R;)
-{téRJ( t€R; X|R; & I s, €R, , 5. t.
| t [Y, 1=5, (Y5, 1}
| ={t&R, | 35;€R; & IS €R,, s. t.
. t 75178, 0551 & t [Yy; 18, [Vp;1} (%)

Similarily, we have R X[ (R, X|R5)- (*).

Thus, Ry X|{(R; X|R;) = R X|(Ry X|R;).

The size of RKX|(RA-, Xle) is
V)-[t‘ll*(l-o(c)‘[t‘ll)*(l-dnj[t])
and the size of R, xt(RKX|R)-) is
VJ'[t‘ll*(l-o(gj[t‘ll)*(l'o(c;[t])-
By the above lemma, they should be equal.

In extreme case,d,‘j[t] could be either 0 or 1. In

general, we will find an apptoximation'f\mction of ’(“j [t}

Let

4 J(Y. ) =the t of values in columns Y £ R

- ik se alue umns Y, of R; .

K(YJK) =the set of values in columns T of Ry .

tg JA(YS‘)-the set of values in columns Tie of Ry Z|R;.

- Here we assume the set of elements in J(!j.‘ ) is uniformly
reduced by the operation a;j » i.e. the percentage of
. elements being reduced in the set of common elements, J (T )0
i

gt

K(Yi") and in the remaining set of non-common elements, J(YJ-,‘

L

)-K(Y,-“) in J(YJ,‘) by operation a are the same. Thus, the
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ratio of the size of the set, J;(YJ,‘) K(Yj,‘). of common

elements in Ji(YJI‘) with the size of the sei:, J.;(Yj.‘), in J;

(¥;x ) is the same as the ratio of the size of the set, J (Y,

)[\K(YJF), of common elements in J (Yx) with the size of
the set, J (Y;c), in J (¥j¢) before operation ag o+ i.e.
IJ (!}p)(\x(zﬂ‘)l

19 (%) | 192 ) |

So we have

oly;[t1= oly;[t-1].

This implies the size of R, X|(R, X|Rj) is
vj[t-l]*(l-o(q[t-l])*(l-a(“).[t-l]).

Following the same assumption as above, after operation
ais , the number of common elements in columns Y).‘ of R, x|a).
and Ry has been reduced by (1-o(¢)° [t-1]). After performing
semijoin operation (R i X|Rj )X|>R, , the size of (R ; X|RJ~
)E|R will be

Vie[E=11% (1= ol [£=1])* (1= oje[t-1]).
By the definition of semijoin reducibility, the size of (R;

X|R; )X|R,vill be
Ve lt=1]1*(1=oljxlt])

where .(J‘[t] is the semijoin reducibility of R;X|RJ. to RK

This implies
1-ofjult] = (1= w[t=1])*(1-ofelt-1]).
Thus, o(j',.[t]- .(j“[t-l]+,(¢)-[t-1]- oGult-11* °‘-‘j[t'1]-
for k ¢ i,7.

‘MLA"‘.‘
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For the join reducibility ij[t] of R; X|R; with R
if we want to still have Fi"[t] defined by pairwise formula
v; [t]* Vk[t]*(l‘d;g[t])*(l‘ d.;[t])*(l‘ ej,[t]).
then we must have
1- ﬁj"[t] =(1- Bjx[t-1])/(1- o [t-1]).
We will discuss the reasons later. Here we assume F‘k[t] =

max{ 1-(1- pj"[t-l])/(l- o(gj [t-1]), O}.

Next, we consider reducibility ? (tl. Suppose at

stage t, we have Rj X|R; at node i and R. X|Rj at node j.

v.[t] | R; X|R; | — | Ry X|Rj| v; [t]=v;[t-1]*
A e U b T o Y (1= ey [t-1])

then cl.‘j[t]-O, Ajlt]=0, vi[t)=v,[t-1]* (1-of;[t-1])

and v).[t]-vj[t-lj* (l-e(.-,-[t-l]).

Since (Rj X[R;) |X| (R; X|R;) = R, |X|R; , it follows that

v [E=1]% (1- olj[t=1]) * v;[t-1]* (1- aJ[t 1]) * (l-ng[t-lj)
= vo[t=1]1* (1-ol[t-1]) * vj[t‘ll* (1-d;)-[t'1]) * (1°(.;[tl)-
Thus p;j[t]- F;j[:-n.

Fiqure 2.1 illustrate these changing rules.} We summarize

the reducibilities changing rules after semijoin operation a

in the following:

oij [£]= 0
ol [t1= ofj, [t-1]+ ol [£=1]- olj[t-1]* ol5[t-1] ¥ k¢ i,5.
oln[t]' dfilt-ll otherwise.
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Bixltl= max{ 1-(1- f(t-11)/(1- ofj [t-11), O}. V k¢ i,].
Pﬂ[t]- fu[t-ll otherwise.

1f the operation P, at stage t is b, i.e. R; |X|>R; ,

')
then the database schema at node js Ry[t] will change to R;
{t-1] U Rj[t-l]. and the relation state at site j will be R
[t-1] |X| Rj[t~1]. The number of rows of RJ.[t], vj[t], is

vj[t-l]*vi[t-lj ~ (l‘a(gj[t-l]) *(1- ofjc [t-1]) * (1-

Bijt-11).

All other relation states will remain the same. Because this
is a join operation, the semijoin reducibilities and join
reducibilities will be affected. (See Figure 2.2)

At stage t, we have

U] j
...... ’____)_\----------
v.[t]= R, R.|X|R: vt-v t-1]*v; [t-1
viEt11] l----l\-—/l---l-l— l [*](1‘de[] 1]; ]
o1t * (1-ob [t-1])

* (1- g [e-1])

According to the definition of reducibilities, the estimated
v;[t) * (1-oly[t]).
Since R; X|(R, |x|R)- ) = R, |8|RJ~ , this implies
1- el.;)-[t]-1, i.e. ul.:,-[t]-o.
Similarily, the estimated size of (R, |x|R3 ) X|R; is
va[t] * (l-e(j;[t]) - vi[t-l] * “"dji[t])'
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Since (R; |X|R; ) X|R; = R; X|R{ ,

j
v [t=1] * (1-ofift]) = vi[t-1] * (1-ef;[t-1])
vhich implies ofi;[t]~ ofj; [t-1]. '

Lemma: (R ; |X|R; ) X| R, &R, X| (R; X| Ry )

with equality when Y;j S YN LT

Proof: Let Y -Y\-,- N YN Y;x . Then
(R: IX[Rj ) X| Ry
={t€R,| 35, € R;|X|R; 3 So [% VY 1 = tIL, VY, ]}
={teR. | 35, €ER; & s,¢€ Rj s. t.
t[Y“‘]'S'[YLK ]&
s, [%; 1 =507 1},
Also
R, X| (R; X| Ry)
’{t‘RK | 3 Sse RJ' > t[YJ-k ] = sj[YJK ] &
546 R; 2 t[Ye; ] = S4[Yc‘ 11}.
Thus  (R; [X|R; ) X| R, ¢ R; X| (R; X| Ry ).
1f qura‘n Yjy,then s,[¥¢; ] = t(¥ 1 = sz[Ytj ] .
This implies equality of relation states when Y;j (< Y‘.k
nYJ" .

Because of the above lemma, we approximate the number
of rows of (Ri. |X|R5 ) X| Ry by the number of rows of R;

X| (Rj X| R,‘ ). 1f at stage t, we have
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i p
vilels, 13 | I RIXIR | vjLelevile- t]’:\l'][: 1]
o * (l-d [t-1])
* Q- p.,[t 1D
ol: [t]
k )“[ Joining Domain Y.._“U ij
| Ry |

the joining domain of Ri | X| Rj with R“ will be YiI&U Y)K .
Since v [t] * (1- odult])

= V,‘[t"ll * (1- ol [t-1]) * (1- ol [t-1])
implies (1-of,[t]) = (1- ofix[t-1]) * (1-ofj[t-1]),

the semijoin reducibility of R, |X| Rj with Rk will be

olj’([t]’ 0(“-‘[‘:°1] + O(Jv,‘ (t-1] - dik [(t-1] * °(J‘g[t°1]~

Lemma: R, X| (R; |[X| R; ) € (R X| R;) |E| (R | Rj)

with equality if Yee -ij .
Proof:
Re X| (R [X] R )
=(t] t € (R, |X| Rj) & 3 S,€R, s.t.
So [YouUTj 1= t¥ UT;p 1}
={t|3s5,€ R; ,5, €R; ,5,& R, s.t.
s, =t[R; ] &s, =t[R; ]&
8, [To 1= t(T, 1 =85 [Ty ]
s’ [Yj, ] = t[an ] = s° [!jx 11.
Also
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(R X| R;) |X| (R, %| Ry)

={t|3s;€R, X|R; S, &R, X|R; s.t.

4+
Sy *t[R; ] & s, -t[RJ ]}

'{tlissﬁ R‘.' ' S eRj ps’ 'S‘GRK s.t.

Sy =t[R; ] & s, =t[R; ] &

B3 [To 1= tlT 40 1= 85 [Ty )

Se [Y,)'K ] = t[Yj.‘ ] = S¢ [Yj,g 1}

So we have

ReX| (R, |X| R: )& (R, X| R;) |X] (R

J

Note that equality holds when Yok "V .

approximate the size of R X| (R;: |X| Rj ) by the size of

(R X| R;) |X| (R, X| Rj ).

Since the reducibilities between ReX|R: and ReX|R; are

as follow:

1-olg [t]1=(1-ol [t-1])* (1= olj [t=1])

Similarily,

X| R; ).

i — >= — 3
R X|R; >~ X|R,
K l 2 . , o RK J

1=jilel= (1= ofi [£-11)* (1 sl (t-1])

1- Bylt]=(1- Bglt-1])/(1-ehlt-1])* (1-ef;[t-1])

The size of (RKXIRC) |X] (R~x|R;) will be

i LEIrV; [E)* (1= el e ])* (1= ol [£])* (2= B [t])
= ve[t-1] * (1- o(t-1]) * vi[t-1] * (1-elgjit-1])
* (1-.1.-)-[:-1]) * (1-ji[t-1]) * (1- f;-[t-n) .

)
If at stage t, we have
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viltl= | R
vilt-1) =----- i lil (1= ol [t-19)

* (1~ oty [t-1])
* (1 f [t-1])

By definition, the size of ReX|(R; |X[R;) is
v.[t]*(1-ohgt]). So v;i[t] * (1-e4;(t])
T ViIEI] % (- oglte1]) % vi[em1] % (1-ehglt-1])
* (1-olg[t-1]) * (1-of[t-1]) * (1- folt-1]) .
Since'vj [t
= v, [t-1)* v;[E-1)* (1-dy[e-1]) * (1= [t-1])
* (1= g [t-1])
implies u""kj[t]) = (l-efi[t-1]) * (1- olgj(t-1]), so the
semi join reducibilities of R: |X| R; with R, will be

o(,‘j[t]'- ofkj [£-1] + ofy; [t-1] - Apj [£=1] * ol [t-1].

We summarize the changing rules of semijoin
reducibility of R, [t] to Ry[t] after join operation bi) as

follows: (also see figure 2.2)

(o h=i;kej

oylt=~1] h=j; k=i

Ol LE )= {oul =10+ oy [E=2]~ oy [t=1]% i [£=1]  hmj;kii,§

mlt=13% ey [£=1]- of, [t=1]%cl; [t~1)  k=j;h4i,j

wlt=1] - otherwise

¢ | | R. IX|R | v; [t]sv [t 1]*v,[t-1]

-~ ea m.m .
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e

h Next, we consider the changing rules of join
- teducibilities' after operation p. sbq .(see figure 2.2)
. After performing R, 1X|> Rj (i.e. b‘.j ) at stage t-1, the
] state at node i is R;[t]= R;[t-1]. The state at node j is R;
[t-1] |X|R;[t-1]. ol [t] changes to 0 and of;[t] is the same

as oq;[t-ll. Assume Pg'[t] changes from Fﬁi[t—l]. We

At B Al T etel aGs Lo MK LC slalalaala .M 3& A

i " illustrate in the following figure.
. At stage t,
5 o{ijlt]=0
b
. ; 5 :
Pij[t] :
v [t] R > RyIZIR;|  v;[t] "
oji 1= ol [£-1]
1
¥
Figqure 2.3 reducibilities after join operation Ri'x'>Rj P
1f we perform join b‘) again at a future stage, the f
resulting state at node j is the same because R;|X|(R&|X|RJ) i

= R, |x|R5 . Correspondingly, the estimated sizes of the
derived relations must be the same.
That is v [t]* vj[t]* (1- J;j[t])* (1- o [E])* (1- lsg[t]) =V
[(tl.
Because .ki[t]-o and ofj; [t]= ofji [t-1], we have

vi[t]* (1-odlt-11)* (1-f5(t]) =2
and resulting f;j[r.] = 1= 1/(v; [£]* (1-ofjc[t-1)))

= 1- 1/(vg[t=1]* (1- oi[t=1])),

?
i,
5
Ef,‘
2
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ﬂ if v, [t-1]* (1- o;[t-1]) # O.
If v [t-1]* (1-ofj;[t-1])=0, then ve set f[t]=1.

Thus ve have
B;ltl=)1- 1/(vi[t-1]*(1-oﬂ‘-[t-1])) if v [t-1]*(1-ofc[t-1])40.
1 if v [t-1]*(1- o4 [t-1])=0.

h Next, we consider the changing rule of join reducibility

o Pjgtt]' We assume at stage t,

vift]s | Ry | | RIXIR;| v;[E)eve[t=1]*y; [£-1]
v [t=1] ===--=  me=Z—e- *7(1- ol t=17)
= r (- egile-1D)

* (1- yle-1])

We first look at another way of interpreting join

reducibility. Let Y be the set of common attributes of R;

. and R) , W be the set of attributes in R; -Y and Z be the
E:-i. set of attributes in R; -Y, i.e. R ={Y,W} and R} ={Y,Z}.
». After tvo semijoin operations a; and a; , ve assume

T M = the number of common elements in Y columns.

t Associated with each common element y, in Y columns, let

’E. Nip=the number of v in columns W for yPl in R; ,

rf N;p=the number of z in columMns Z for Yo inR. .

i Thus, the size of R; , v; = > N, and the size of Rj 'Y
o P .

o

-
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= PZ,l N.p - If we join R; with R; , R |X|R; , the actual

size of the relation R; |X|R; will be P’:l' N; *Njp o By the
t 3

. !
. def1n1t10n of Jom reducibility, the size of R; |x1R is
( Z'- Nop)*( 2. N;p)*(1- By ).

Thus, we have

M ™M
Bij = & Nyp*N, )/ z. Nep )*( & Njp D).
1f Nir =N"_ and N ip =N5q for all p, g, then

1- By =1

= 1/number of common elements in Y columns.

Suppose R, is another relation with attributes {Y,U},
i.e, Y;j *Yie *Yix =¥, and R, has the same set of common
elements in columns Y as of R; and Rj. After performing all

possible semijoin operations, R:

o R; and R, will have the

same M common elements remain in columns ¥. Let

N"P-the number of u in colrmns U for Yp in R .

The size of Ry will be Z'.. Nyp - If we join R, |xiRJ |Z{Ry

P=)
, the actual size of R; |X{R; |X|Ry will be
* *
I1f we join R, |X|R at node j, the size of R, |Z|R; is

"'N;' *ij . Let the join reducibility of R . ¢ |XIR; with R, be

P:,'. . If we join R, |X|R- with R, at node k, by definition
ve have the size of R, ¢ |XIR; |X|R, De
M M

( ‘5' Nip * Njp )* ( z. Nyp)*(1- Bix ) - (2)

Formulas (1) and (2) should be equal. Thus, we have
M M
Fjl‘ = ( '?' N. '*NjP*NKf)/(( ﬁ‘ N;r*N;?)*( Pz’l N“' ).

= ('s" N;'*Nj' *Nn')*(“" Ngr)/

N WPY WP L L

—arale

Y N
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M M 3
(C B Np*Njp)*( Z Nyp ).

1f N'P 'Nil , Nj‘, 'NJO. , and le-? =N «a for all p gnd g, then
T P '
= ( z N;'*N")*(z NJP)*( ‘r)/
((E N, )*(5 .‘,)*(z Nep )* 5 Nyp))
''m
= ( Z Ncr r)* M *(z NJP KP)/
(( 2» N; r)*( ZoN )*(Z N; )*( Z‘: Ngp)de
=M * (1- p‘.‘) * (1- gj,).
In general, we let M = tg’x; { 1/(1- PQP Y}, i.e. the
smallest number of common elements in joining columns of all
pair of relations R‘, and Rq . Thus, we approximate the join

reducibility of R IXIRJ- with Ry, by
1-M* (1= fa) * (1= B

Now we back to the changing rule of join reducibility

Pi"[t] after semijoin operation a;j . Following the assumption

of Y (j 'Y}K , if we want to still have Fj"[t] defined by
pairwise formula
Vi[E]* Ve [E]*(1-alpelt])* (1= oyl t])* (1= f;,[t]).
then 1- Pj!‘[t] will still be the reciprocal of the distinct
elements in the joining columns, and after a;j
PJ"‘“‘] =(1- By [t-11)/(1- oG [t-11). Thus, we
approximate the join reducibility of R, x|nJ- with R_ by

Birlt] = max{ 1-(1- f,[t-11)/(1- oy [t-1)), O}.

K

n
In the case of n relations {R, }," , for which the
[

semijoin and join reducibilities are {dgj,{q} and the

. number of rows of relation Ri is v. , by the above

~
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reducibility changing rules, we have the following results,

Lemma:

Proof:

For relations R, |X|R 5 |X|....|X[Rp at node p and R
at node g, let olpg ' Olgp and Pra be their
corresponding semijoin and join reducibilities, ‘They

satisfy the following formulas.

P
(1) 1= dpg = T (1= edpg )

(2) 1~ ofyp = ﬁ; (1- olgp, )
3 - n o MP-D ‘Fr -
SEN L (- f

- G - - A Ep E . . - - - -

We prove this lemma by induction on p.

For p=2, by the assumption of semijoin and join

reducibility .changin rules, we have ", "
! ’ %g " gy

and P;i of Ry |X|Ry with Rg satisfy

2
1- Gy = ;{I' (1- odpg )
1= dgy = T (- olg )
*

2
1- Pa =M ';‘rl:(i-fu )
for g ¢ 1,2,

By the induction assumption, we have the semijoin
and join reducibilities

] ' -
1= elgpy = .;'I: (1= olg), )

gy 0 dgea 2Bl

) PPN

A I N SUSTCTLT I

A o
I ORI P~
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for g 1 2,...,p 1.

For the case of P,

Let the semijoin and join reducibilities of R, |X|R,

|X] ...|X|R?.. with RP be dﬁ.? , '(P:P" and

and the semijoin and join reducibilities of R |X|R,

X} ...|X|R,_‘ with R’. be ,('_;'! ’ d-‘:l’" and PH,S
. By the induction assumption, they satisfy
- / = o -
1- dgfy = W (- s
- ¢ o MP2 » -
! Pr-l.ﬁ- " »Tf.“ FM)
and
)
1= odpfpr NI (17 g )
1- d' ;_' - ‘ﬁl (1- “'h )
’ h=)
RPANCRY. XN
4

for q ¢ 1,2,...,p 1.

Also, we know the semijoin and join reducibilities

brap .
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of R, and R4 be olpg » olyp and B,q . If we perform
join operation H‘LP , i.e, (R‘ IX|R, 1X|  ...]Z|R,,
)IX|> Rp , then by the assumption of reducibility
changing rules, we have the semijoin and join

' oy fre of R,|X|R,
|| ...|X|RP at node p and Ry at node q satisfy

1= oy = (1 oyl g 1*(1= olpg)
= ;rl; (1' dhl)

reducibilities *é; and

1- p - (—1;; d.i',P-\ )*(1- 01”)
= h=y (1~ dﬂk )
1= fp =M1 g )M Bpg)

-2 [
= M *M ® i1- ®(1-
N T (1= Bug )*(1- Bpy)
VAR Cl Y
for q ¢ 1,2,...,p.

The lemma follows.

The estimated size of relation R' |X|32 [X] ... |Z|Rp,
is
R TR - T
- ® -
M na YR Y ongm (1 o ) hjal (1 P“‘ )

We prove this lemma by induction on n.
For n=2, by the definition, the size of relation .R,
|X|R, is
vt t(1- oz ) (1= oly )*(1- F“-"
By the induction assumption, we have the size of R,

IX|R, [Z| ... |X|R, be

2 e caam e _AM AL S % .

ot M . o ala e ap- Nda 3B

R U W T e TN E N 57 WY NPT LR LY
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- ®
[g M o Vi u | (1= oy ) (1= Bue )
{_ hsK h"‘
b

T
s

. S

For the case of n, by the above lemma and induction

assumption, we have the size of R' |Z|R4 |X] ...

r iﬂ_l n=l A=\ !"r;l
> - ® -
m hiK hek
- and the size of Rp be Vi o The sem?join and join
"__'_.-:: reducibilities °(H,n " N and Fn-l,n of R, |X|Ry
‘i |X| «..|X|R,,, at node n-1 and R, at node n satisfy
& _ - . _

1= dyn = 1, (17 Lhn)

1- dpha = F* (1- dnw)

hs)

n-i
- ' = n-2 -
1= B = M7 T fe)

Thus, if we join R, |X|R, |X] .. |X|Rp, with R,

’
the size of the resulting relation R , 1IR3 [X] ...
|X|Ryy, will be
(N3 gy n-\
M «

V" hkcl (1' Ay )* lnsu(l (ehk)
w heK h‘k

Eﬁ *vn* (1-‘ln-‘n ) * (1-*0\0-') * (1= Pun-l )

e

- lwixng) p " n

- 2 - -

< =M v Y e (20 &yt T (2 Pur -
L' _ The lemma follows. hK hek

we summarize the changing rules of join reducibilities

of R, [t] to R [t] after operation P, -b‘} as follows:

¥ P'.“[t]- 1-M*(1- ff,[t-u)*(i- pj,[t-n) V kéi,j
?zjltl' 1- 1/(v&[t-1]*(1-.lj‘-[t-1])) if vi[t-1]*(1-dj‘[t-1])§o.
1 1f v [t-1]*(1-od;;[t-1])=0.

- - . N “u ~ - N . i3 S 3 i K'Y R 3
e et A v amamm oa i ala - PRLUSL N S W S
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eﬁ[t]-ﬁ'[t-l] otherwise

fmt[t]'ﬂ"'[t] Y h,k

Theorem:

Proof:

0g ,{;j[t]sl and 0g P‘i[t]sl' for all i and j and any

time t.

If Osa<l and 0gbgl then (0Os(a-1)(b-1)<1 implies
O<a+b-a - bgl, We prove this theorem by induction on
t. At t=0, the initial valuesa(.-i[OJ and (.-J-[O] are
set to between 0 and 1. By the induction assumption
at t-1, we have 05 o;[t-1]< 1 and 0g F@[t-l]s 1.

At stage t, if °(.;j[t] is equal to 0 or e(;[t-l], or

Fq[t] is equal to 1 or F?[t-ll' then they still

between 0 and 1.

1f o(;}'[t]- 0‘»‘} (t-1] + ololt-1] - ,(,;J-[:-l] *

ol;[t-1] then by the induction assumption we have 0s

%

[t-1]< 1 and Og a(*[t-l]s 1,
which implies 0<g a(.-][tlﬁ 1.
For ﬁi,[t]u-n*u- Pox [t-1])*(1- ﬂ,-,‘[:-n), because
M-rg}:{l-(l- (,,[0])} implies 1/M=max{(1- (0]}, thus
we have M*(1- pu[t-ll)sl. This implies 0g M*(1-

935"'1”*(1‘ ﬁ-,[t-u)g, i.e. os&, [t]s<i.

If v [£-1]*(1-f{t-11)4 0, then v, [t-1]*(1=plj;(t-1])

is greater than or eqgual to 1.

Thus, P;’-[t]- 1- 1/(v, [t-l]*(l-,é‘[t-ll)) is between
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0 an 1., These prove osgxg[t]sl and 0g Fﬁ[t]$1° The

theorem follows.

We note to readers that for the case of three relations
R), Rz and R; having the same joining columns, i.e. Y=Y , =Y,
=Y,3 + Q34,3 and a, a, a, will actually produce the same
results at node 2. But, under this model, the estimated
sizes of that result by following these two strategies are
different. In general, the strategy a;|a,za,,is more time
comsuming than the strategy a, ﬁ‘aansually we do not use

it.

Since the semijoin of R:'x|> R; requires the projection
of R, over ch and sending the result to to node j, the
projection of Ri over R‘{\Rs may reduce the number of rows
of R;by eliminating multiple copies of tuples that are the
same over R.._I\Rj. We want to estimate the number of tuples

of a relation after projection.

i and Z be the
set of attributes in Ri-gq , Lee, Ri ={ W, Yij} and Ri = Yﬁ
' 2}

Let N(YW)= number of w values in R: [W] per y and

Let W be the set of attributes in R.-Y

N(YZ) = number of z values in R; [2] per ¥y.
N(1)=number of y in R;[!;j] .
N(2)=number of y in'Rj[Y;j] .

N(0)=number of common y in R (Y ] and Rj[Yi} 1.

y
Thus vi = N(1) * N(YW) , vj = N(2) * N(Y2).




- - e TR s et e~ aadh S aiih i iR S AR S A . R . - . - oL . . |

[ e T
il

73

n’ After semijoin R, X|Rj and RJ. X|R; , then
ve = N(O) * N(¥W) = v * (1-g4 ) and
= *® = - - .
v; N(0) * N(YZ) = v; * (1 -l.j).

DT T,

The size of R, |X|R)- is N(Join)= N(0) * N(¥IW) * N(YZ).
According to the definition of reducibilities, we have
N(Join) = v, * vj* (1=l )* (1-oi)* (1- i)
= N(1) * N(YW) * N(2) * N(Y2Z)
* (-elij)* (1-d)* (1= By)
= N(0) * N(YW) * N(0) * N(YZ) * (1-B;)
= N(O) * N(YW) * N(Y2)

L selilemn i eniein

(USTS TIL 1L N )

This implies N(Q) = 1 /(1- Bij)-
Since N(0) * N(YW) = N(1) * N(YW) * (1-o),
N(1)= 1 /C(1-dg) * (1= B )).
Similarily, N(2)= 1 /((1-.(9-) * (1~ f.-j )) .
Thus, we will estimate the number of r~ows after projection
h .of R over Y;’- by

1 /tA-di) * (2= B ).
1f o(;‘,' =1, then R; and R

j do not have common values in the

r‘ joining column of R and R . then ol = F‘:I =1, In fact,

either one of c:(ij ' dji or p.jequ_al to 1 will implies another

two also equal to one. If one of them is equal to 1 then the

| result is empty.

DA SO

.......
-----

PO - \
. et . - R .. 3 i L e o
| SR A T R DA R P e aa




......................

FF' |
74
o

Example:
Suppose we have three relations R| 'Ry and Ry
vhere R. N R5.¢ and R"'¥Rl.v i,j; and suppose v.[0],
dq[O]. ?9[0] are given. Then the processing graph

will be:

Let P'-aszb” 30 and P,= a,ag; by, b,, be two programs.
Both two programs P, and P, will produce the same
results R, [0] |X| R,[0] |X| Ry[0] at site 1. (see
Figure 2.4) By the rules of estimating the size of

the derived relation, the estimate sizes of R,[0]

|X]| R (0] [X]| R3[0] derived by these twvo programs
will be the same. Which is M*TTV -[0) * 'ﬁ" (1-

After performing aj,

M

.

f:; '.'
- Z;L0]) * IT,.. - P:j101), vhere M-u;mu-u- ﬁ.,[om
s’ /\(J

pr—

b

E’.:::

For P =a;; b3 by, ,

.

v

>é{ v, (1]=v, [0]
va [11=v, [0]%(1- olys[0])
vy [11=v, (0]

b




‘‘‘‘‘‘‘‘‘‘‘‘‘‘

i
PSS VT

2,

Pl : a;z sz b3|

R;X|>R;  R,|X|>R;  R,|X|>R,

/ 1 r
3

PSS PP

P

R, [X|R,|X|R; 2 .
/ 3
"
1
R3
p
Pz : a \ z a ‘3 b3l bz l '31
R, X|>R, R, X|>R, R;|X|>R, R,|X|>R, E
I -
nJ< e, :,
_ 4 :
N B
: R, |X|R,|X|R; 3 S
E 2 X
.
- 53
E- .
F Figure 2.4 two programs P, and P,. B
5 !
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o3y [11%0

thy3 [11= o4y{ 0]

o)3[1)=ol;3[0]

oy [1]1= o(3[0]

oz [1]= 04,[0]

oy [1]= o6y [0)+04, [01- o,y [0]* o3, [0]

Balll= 1- (1-B2101)/(1~45[0])
Bil11= F%[O] otherwise

After performing bz_3

v, [2]=v,[1]

v, [2]=v,[1]

V3 (21293 [11%v, [11* (1= o, [1]) % (1- o4 [1 1) * (2~ B,[1])
=Vy (0]*v, [0]*(1- o;,[0])*(2- ,(,,[0])*(1- 'BA,[O])

ol3;[2]=0

ola3[2]=0

oy [2]1= oa[1]

oy [2]= ¢4, [1]

3[2]= 3001+ olial0]- odi3[0]* &(,[0]
oly[2)= oly)[01+ oby[01- o3 [01* o, [0]

hn Y A 25 2

Basl2)= 1- 1/vy [1)
& Bul21= Pull)= f.00)
C‘ (;,,[21- 1- M*(1- F;;[OI)*U-F,,IOJ)
7 After performing by,
= v, [3]ev,32)
6
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v3[3]=v;[2]
v, [3]'V| [2]*"3 [2]*(1-(,3[2))* (2~ '41[2])*(1' Fj,[zl)

3 3 3
=M T, [0]*&:[1'.| (1- &5001)* 3';.3‘(1- fon)
A%} A‘<J‘

For P} =a,a,; bst b:! ’

After performing a.,

v, [1]=v, [0]

v, [11=v; [0]*(1- &{,3[0])

vy [1]=v3 (0]

ot [1]1=0

o2y [1])= oy, (0]

o3 (1= ol3[0)

ol [11= ol3[0]

A2302]= a3l 01+4a[0]- o3[ 03* al0]
olsa[1]1= o[ 0]

Basl11= 1- (1= £53[01)/(1=h2[0])
Pm[u- ?,.,[0] othervise

After performing a
v, [2]=v, [0]

v,[2)=v, [0]1*(1~ &(,,[0])
V3 [2]=v3[0]* (1=~ e43[0])
o{j2[2]=0

oi3(2])=0

ol [2]= &4, [0]
of31[2]= 3 [0]

<L33[2]= oy500]

[IERSTRY i3] WAL

CORIP 13-4 SLTSPRY MRV |
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olnl2]= ol [01+ of3 [ 0]~ ona[ 0]* 5[ 0]
faal21= 1= (1- fu[11)/(1- Ls0D) ;

= 1= (1~ £is[01)/(1- 3 [0])*(1- 2 [0])
Fi,[Z]- Ph“[O] otherwise :
After performing b3 ;
Vi [31=9 [01*vg [0]% (1~ 43 [01)*(1-o/j3[0]) * (1= f5[0])
v5[31=v,(2]
v3[3]=vy[2] ]
a(3|[3]'°
i3 [31=«3[2]=0
da;[3]'°<a.3[2]
o33 [3]=e32[ 2]

i
"
R
i
i
fi

ola) [3]= o(z) [0+ &a3[0]~ o, [0]* &{,[0]
A2 1317 3121+ aly3 021 olg[2]* olsyl2]

Buil31= 1- 1/v4 (2]
Baal31= Bl 21= B,10)
fral31= 1-M*(1-f,(2])* (1~ Biu(2])
= 1-M*(1-fa[0])*(2- F32001)/((1-od3[01)* (1-2)5[0) .

1R
2
5 -
.

After performing by,
vy[4]=v, (3]

1T

3 vy [4]=v, (3]

Eif Vi [41=v [31M, 1317 (1= o5 [3])* (2= oy [31)* (1= Bpa[3])
E 3 3 3

4, = Tvatorr T (-olylon® A.;F:‘ (1- f;L01)
: ) <

b

L

H

¥
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i
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In practical implementation, we can initially set./,;

and @ﬁ for each pair of relations by some number which we
can intuitively guess at the time that the databases are
implemented. At each node, we set some mechanisms to record
the statistical information of semijoin reducibilities and
join reducibilities. After the systems are running, we can
ﬁpdate the number of tuples in each relation and the

reducibilities of each pair of relations.

In processing a given gquery, we perform initial local
processing (including projection and selection operations)
and attribute renaming process first. Assume the size of
relations {v, ‘}‘,n'l

number of tuples of relations associated in solving the

, reducibilities { 54;, ﬁﬁ } and the

given query after local processing, v, [0], for relation R;
are known, The reducibilities {o(;j[O], (g,j[on of the
resulting relations associated with this query will depend
on the local processing. 1In the following, we will derive

formulas for d@[O] and pq[O].

Let W be the set of attributes in R;-Y;and Z be the
set of attributes in R; -Yq,i.e. R.={ W, YQ)T and R; ={ Y
»2}. Let
N(¥YW)= number of w values in R [W] per y;
N(YZ) = number of z values in R; [Z) per y;
N(A)=number of common y in R‘[Ycj ] and R f[Y'U ] before

local processing;
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N(B)=number of common y in R;[Y;j ] and Rj[ytj ] after local
processing,

We illustrated as in the following figure:
Before local processng

After local processing

i JA}. [°]

Oy

We assume the number of common elements of the joining
domain being reduced is proportional to the size of
relations being reduced,

i.e. N(B) =N(A) * (v [0]/v; ) * (v;[0)/v; ).
So N(B) * N(YZ)

N(A) * (v .[0)/v, ) * (v;[O]/v) ) * N(YZ)
v * (1= o) * (v [01/ve ) * (v;[01/v; )
Vj[°] * (1= o500]).

This implies (1- oly)* (v [0)/v; ) = 1-dy[0].

PR - 'Y e 3 D b oande ot ek e A a o Sumadh - 2 - . .
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: So we have o(,-)-[o] =1 -(1-dyj) *(v, [01/v; ).
Q ] Similarily, we have o().;[o] =1 -(1- °<ii) *("j [0]/vj ).

Because N(B) * N(YW) * N(Y2)

! = N(A) * (v; [01/v; ) * (v; [01/vj ) * N(¥W) * N(Y2) '
R =Vt R (1mel) % (meo) % (2 By) | ]
* (v [0)/vp ) * (v; [01/v; ) 3
¥ = v, [0] * v;[0] * (1= o;[0]) * (1-of0]) * (1- fy(0])

- = v,[0] * v;[0] * (1~ oj) * (v; [01/v; )* (1-e) i
3 * (v; [01/v; )* (1= BL0]) ?

This implies

(1= @i)=(1- B5Lon * (vi [01/v; ) * (vj [01/v; ).
That is f,;[0]= Py + (1- Bi)* (1= (ve/viloD*(v;/v;(0])).
We choosepq[OJ to be max{ 0, - F"I + (1- F&'}' Y (1= (v, /v

[01)*(v; /v; [0]))}. The set of numbers { v, [0], o(.-j [0},

Q;j[O]‘} are the initial values for analyzing this given query.
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2.4.4 Problem Formulation

In order to write down the mathematical formulation of
the distributed query optimization problem, we need to know
the cost function of each operation. From our previous

assumption of a linear cost function, ve can write down the k
cost function of operations at stage t. \

The cost of operation a;; will be

Cost(a..)=c. *( v, * Z  w(a))
"J) *) Y A Y;;
and the cost of operation b‘-j will be
o~ )mg ¥ . * o
Cost(bv) € ( veltl AZ 'V(A))

[}

Based on the distributed query processing model we
developed, the formulation of the distributed query

optimization problem is as follow:

INPUT:

1, a distributed database schema D={ R,[0],...,R,[0]}

2. the width w(A) of each attribute A in U(D)

3. the number of rows ,v.[0], of each relation R,

4. the semijoin reducibility dgj[O] of each pair of
relations R; & Rj wvith of[0]=0

5. the join reducibility ‘3,-3[0] of each pair of
relations R; & R‘;with «[0)=0 and P.-,-[O]- (S,-;[O].




form:
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OBJECTIVE:

Find an optimal join-semijoin program to solve the

natural join program.

Let P-p,sk...pi, then the problem can be written in the

2
Min 2. cost(p,)
P *=\ *
s.t. D[t)=f K ( D[t-1] )

Aft]=f, ( A[t-1], B[t-1))

B[t]=f3 ( A[t-1], B[t-1])

vit]=f, ( v[t-1], A[t-1], B[t-1] )
and

v[0]}, A[0], B[O) are given.

Where A[0]= [ °‘U [0] ] and

B(O]= [ Pg (0] ] are

the initial reducibility matrices.
v[0l=[ v; [0] ] is

the initial size of relation D ,
fl(D[t-ll) is the mapping from temporary database
state at stage t-1 by the operation Pe to a new
temporary database state at stage ¢t. During the
analysis of a query solution strategy, the database
state is conceptually considered changing from one
state to the other state by an operation. The real

database state stored in the system does not change
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' L [t-1] * (1-ol..[t-1
Jeg = ] TRt solretn |

k| v [t-1] |

n o[ Vylt-1] J
Aft] =

1 i k

1 ( 0 cer GAplE=1] coidl [t71] LLugt[to1] coooly[t-1])
it [t-1] ... 0 ...0(“[1':-1]
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unless update operations are really performed.

and f,,f5 and f, are mappings according the definition

of reducibilities and its changing rules.

vee ﬁhi[t-ll oou“ﬂK[t-ll ..'dﬂj[

[P R . y

j

€% o0 oo 00 00 00 O 00 vo ¥ 00 ve O o0

n

...a(‘-n[t::-'ll
17 ... h[f.-n
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1 g,;l[é-n o F""[é'” ?&jt;'ll (9.;..[;'11

l:t (5,“[1::-1] P&‘-_[tfll o f,).uf:-n e Fh[é-l]

S 18 I61] voe Bufto1] ven  15(1- ev 0 v giri-
X VA firtsH

d.‘j[f‘ll )

::a Lg,,,[:-n F,,;[tin F,,,,[é-n 6.)-[::-1] 3 )

cost(p,)=cy *( v [t-1]* 2 Ww(A))
¢ A€l 1

R;[t]=R [t-1] V i.
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B[t] =

1 i k p
o ... Bilt=1] ..o Byle-1] ... 1-M*(1-

gilt-11)

rlt-11)

Jl 1-M*(1- .. 1-1/( .. 1-M*(1- .. ¢

s[t=1]) .. wvo[t- e
6'('{- 1) ve[t-1) i'{{f 1) ..

oo *(1- )

*
L

f,“[é-u ?"i[tll] [3,,,1;-1] 1-}45(1-
P’n(sj[.- 1

k Fnj[t'll)

M = mip {1/(1- B(0D)}
t sC .. t-
cost (py)=c . *( v,[t-1]* Aﬁj v(A))
Ri[t]=R [t-1] V i¢j
R n - -
J[t] R [t-1] U nj[e 13}

Faft-11)
*(1_

Pul®2] ... 0 er Bado1] eee 1°1/( ...
ve[t-1]
*(1-oe
[t-11))
frr [E-1] ... F.a[t"'ll cee 0 .. 1-ME(2-

Q?Ef-ll)
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2.5 Extend The Model to Include Local Processing Cost

The underlying assumption of this chapter is that of
communication cost dominance.. This is ususlly true in the
case of a large scale communication network. When databases
are distributed in a 1local area network environment, the
local processing costs also play a significant role in query
processing because selection, projection and join operations
sometime take a significant processing time to process the
operations. In the case where local processing costs are
comparable to communication costs, this model can be easily
extended to cover the situation by providing a method for
estimating the amount of processing time required and
associating each node with a local processing cost. A method
of estimating the 1local processing cost of selection,
projection and join operations was studied by [SEL 79] and
[KIM 80], etc. This cost depends on the method of
implementing join operation and the available main-memory

buffer space.

2.6 Conclusions

In this chapter, we considered the Qquery processing
problem in a distributed relational database envirnment, and
ve extended previous work to consider a larger class of

solution strategies for equi-join query processing.
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We have developed a mathematical model to compute the
.!. minimum communication cost of a join-semijoin program for

processing a given equi-join query. We defined a query
processing graph for each equi-join query and characterize
the set of join-semijoin programs which solve this query. A
Ef rule for estimating the size of the derived relation is
assumed. With the assumption of communication cost
dominance, when the cost functions are linear in the size of
data transmission, an optimization éroblem for distributed

query processing is formulated and solved. This model can

be extended to the case where 1local processing costs are

significant and nonnegligible by associating each node with

»

;‘ a local processing cost and providing a method for
i

estimating local processing cost.

Although the model is based on processing the class of

G iridineiie

equi-join queries which is a subset of complete relatioanl
calculus language, it is a rich and large class of queries

in practice.

In a general query processing, we can divide the
clauses in the qualification of a query into two sets: The

set of equality clauses and the set of ineguality clauses.

Usually the set of inequality clauses is very small. We can

either process the set of inequality clauses by using the

—rTe A
LR

D48 2 iR

inequality joins and inequality semijoins first and leave

the remaining equi-join query solving by using the model or

R
-y
1
-1
-1
-1
-1
%

vice versa. The other approach is to change all inequality

h

TER

ARG . PR
. EaN

.

AR
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i%? join clauses into equality join clauses by referencing the
!! domains of join attributes.

% A future research topic is to extend this '‘model to
ii cover a large class of inequality join qQueries by providing

a method to measure the reducibilities and to, estimate the

size of the derived relations.
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3 Chapter 3

Computation Complexity of Distributed

Query Processing Problem

3.1 Introduction

In distributed database management systems, the
efficiency of query processing has a strong influence on the
performance of the systems. Query processing in a
distributed system is different from that in a centralized
system, In a distributed system, data are stored at
computers which are geographically separated; hence query
processing involves some local data processing and the
necessary data transmission over communication 1links,
Although both types of operations will introduce time
delays, for a large network of databases the transmission
delay plays the major role in the overall system
performance. Many researchers and system developers have
considered these facts and have derived ways of finding a
distributed processing strategy for data processing and data
transmissions. It is recognized that deriving an optimal
distributed processing strategy, in the sense that some cost
is minimized, is a very difficult problem and all a;gorithms
that have been proposed to date are heuristic. No one has
yet been able to show that finding an optimsl gquery
processing strategy in distributed databases is an

intractable problem.
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In the last chapter, under the assumption that data
transmission costs dominate tha local processing costs, we
developed a model for solving an equi-join gquery by a
strategy employing a mixed sequence of joins and semijoins,
The objective is to minimize the total data transmission
costs for processing the query. I1f we perform all the
possible semijoin operations, as in the strategy used in
SDD-1 ([GBWRR 81], the remaining problem becomes one of
finding a routing strategy of sending required data to the
site where the gquery was initiated with a minimum total
transmission cost. In -DD-1, the system takes the simplest
way by sending all the data to the query initiating node and
processing at that node. In this chapter, we will consider
the case where all semijoin reducibilities are equal to zero
and the join reducibilities are not affected by join
operations. We call this problem the query processing
problem (QP). For our purpose, we formulate the problem in

the following way.
Query processing problem (QP):

Given a complete directed graph G=(V,E); the size of
data associated with each node i, s; ; the unit
communication cost of edge(i,j), cij ; and the join
reducibility associated with edge(i,j), dﬁf . Here dd} has
the same interpretation as 1- F‘J in chapter 2. All semijoin
reducibilities céw in chapter 2 are equal to zero. The size

of data at node j after the arrival of data from node i and

AP P S W g
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the join operation between them will produce the size of
data at node j equal to s, sj daj . Here, d;; = dji for
each pair of i,j . We define a subtree of a tree as the
usual meaning of subtree with all edges pointing to the
direction of the root of the subtree. Figure 3.1

illustrates an example of the cost of a subtree.

Our objective is to find an inversely directed spanning
tree toward n»>de V with minimum communication costs. Note
that this model is different from the model stated in
chapter two. The model in this chapter is not consistent in
estimating the sizes of the data by two strategies which
will generate the same results. For example, in figure 3.1,
If we join data in node 1, 2 and 3 by joining data from node
1 to node 3 and then joining data from node 2 to node 3 will

result the size be s *sz*s *d‘;d . On the other hand, if we

I 3 23
do it by joining data from node 1 to node 2 and then joining
the result from node 2 to node 3 will result the size be s,
"1’..,_’*33’&!,2 "'d23 . We will show that under this model, three
problems of £finding a routing strategy of sending required

data to the desired site are NP-complete.

This chapter is organized as follows: In the next

section, we review .omplexity theory and list the three

- NP-complete problems we need to use for proving our results.

In section 3.3 , we prove the NP-complete results for the
query processing problem with a bounded.number of nodes in

each subtree (QPBS) by using the satisfiability problem
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(SAT), for the query processing with a bounded number of
subtrees (QPBT) by using the bounded component spanning
forest problem (BC), and for the query processing problem
vith maximum benefit (QM) by using the exact cover by 3-sets

problem (X3C). The conclusion is given in section 3.4.

3.2 Complexity Theory

Recent developments in the theory of computational
complexity provide a p&werful method for comparing the
computational difficulties of different problems. It often
can provide information useful to algorithm designers. The
application of this theory to combinational problems has
aroused the interest of many researchers. The foundations
for the theory are in the paper of Cook [Cook 71] and of
Karp [Rarp 72] who first explored the relation between the
classes P and NP of (language recognition) problems solvable
by deterministic and non-deterministic turing machines,
respectively, in a number of steps bounded by a polynomial
in the length of the input. In this context, all problems
are stated in terms of recognition problems which require
yes/no ansvers. For the combinatorial optimization problem,
wve transform it into the problem of determining the
existence of a solution with value at most (or at least)
equal to y, for some threshold y. The class NP is very
extensive. It contains several classical problems ranging
from the satisfiability problem of propositional calculus to

the traveling salesman problem for which, dJdespite many

U S NPT S .
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lengthy and intensive efforts, no efficient algorithm is

known at present,

A problem is said to be NP-complete, if, intuitively,
it is as hard as any problem in NP. Proving that a given
problem is NP-complete typically requires tvo steps:

1, Showing that this problem is in NP by describing an
efficient nondeterministic algorithm solving it.
2. Showing how a known NP-complete problem can be reduced to

the given ©problem via a polynomially time-bounded

transformation.

The following theorem lists those NP-complete problems
that will be used in this chapter to establish

NP-completeness of the distributed query processing problem.

Theorem 1: The following problems are NP-complete:

(1) satisfiability problem in the conjunctive normal form
(SAT)

Given a set {x,,....,x,} of variables and a set C reesiCpm
of clauses. Each clause is the disjunction of 1literals
(i.e. variables or negations of variables). We are asked
to determine vwhether or not the conjunction of ClresessCpy
is satisfiable, i.e.,vhether there is an assignment of
the values true and false to each of the variables, so

that each clause contains at least one. true literal.
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(2) Bounded component spanning forest (BC)

Given a complete graph G=(V,E), and given a nonnegative
weight W(v) € 2] associate with each ve V.

Assume positive integers K |V| and B are also given,
Can the vertices in V be partitioned into k < K disjoint
sets V{,V;,..,vh so that for 1 £ i € k, the subgraph of
G induced by v, is connected and the sum of the weights

of the vertices in Y& does not exceed B?
(3) Exact cover by 3-sets (X3C)

Given a finite set X={7,, ¥; y+.., {3g} vith |X| =3q and
8 collection C={ 0,0, ---,0;, 1 of 3-element subsets
of X . Does C contain an exact cover for X ? i.e., Does
there exist a subcollection C'S C so that every element

of X occurs in exactly one member of C' ?

Proof:
(1) see reference [KARP 72]
(2) see reference [GAJO 79)
(3) see reference [KARP 72}

3.3 Computation Complexity of Query Processing Problem.

In this section, we shov that three problems of finding
a routing strategy of sending required data to the desired
site are NP~-complete. The first problem is the query
processing problem with the constraint th;t the number of

nodes in each subtree is bounded. The second problem is the
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guery processing btoblem with the constraint that the number
of subtrees of the root of the directed spanning tree is
bounded. The third problem consider the maximun benefit of
routing strategy which has nothing to do with the minimum

cost query processing problem.

3.3.1 Query Processing Problem With a Bounded Number of
Nodes in Bach Subtree (QPBS)

We formulate the problem as follows:
Assume we are given:

* a complete graph G=(V,E)

* s;, the size of data associated with each node v,
* c;}, the unit transmission cost associated with edge
(i, 3)

dij » the reducibility associated with each pair of
nodes (i,3)
B is rational constant and K is_integer constant,

* v,, the final node (Query answer node)

Does there exist a directed spanning tree toward v, so
that the cost of the spanning tree is at most B and the

number of nodes in each subtree of v,is at most K?
Theorem 2: QPBS is NP-complete

Proof:
Consider the SAT problem in theorem 1. We will show that SAT
is reducible to QPBS, i.e., that for any ihstance of SAT an

instance of QPBS can be constructed in polynomial-bounded
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time so that solving the instance of QPBS solves the
instance of SAT as wvell. The theorem then follows from the
NP-completeness of SAT in theorem 1 and the fact that QPBS
belongs to NP, since any feasible spanning tree toward node

Vo can be recognized as such in polynomial time.

Given any instance of SAT, ve write a set of variables
as {x, ,...,x, ] and a set of clauses as {c,,C;,...C,]}, and

define an instance of QPBS as follows:

G=(V,E) is a complete graph such that:
* VYo, X reeesXpyi X, jeeesXyy € 4, Cur Q00 ,d,]
* each node is associated with a size 2, i.e. s.= 2 Vi
* each edge is associated with a reducibility = 1/2
* the cost of each edge is defined as follows:
cost (db, d)=1 Vj=2,-m
cost (d,, x,) =cost (4, X,;) =1
cost ( x,, %) =cost (x., X,,) = cost (X, x. ) =
cost ( X, X)) =1
Vis=1, 2,~, n-1,

cost ( x,, v,) =1, cost ( X,, v,) =1

cost ( c,, 53 ) =1 if & is a literal in c, vhere c;-

[

J
* all other edges have high cost.

* B =2 ( 2n+2m)

is either ‘j or X. .

* K = n+m

Figure 3.2 illustrates this reduction.
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' Bach node is associated with a size 2 and each edge has
I a reducibility of 1/2 . BEdges of infinite length are not
shown. The solution of QPBS corresponding to the truth
assignment x

. line.

= false, X = Xg=true is shown with a heavy

L} 2

We claim that SAT has a solution if and only if G

=(V,E) contains a spanning tree towards v, 50 that the cost
of each subtree is bounded by B and the number of nodes in

each subtree of v, is bounded by K.

( =) Assume there is a truth assignment t satisfying SAT.
Then the tree T with d, ,d4 ,..., dythrough 4, and then
through those 0-value literals of {x. ,3‘.’} and then to v, as
one subtree, and ¢, ,C5,..., Gy through the 1-value literals
and then to v, as another subtree of v, will have cost 2 (

2n+2m ) and each subtree has n+m nodes.

(&€= ) Suppose QPBS has a tree solution T. Note that T must

have 2n+2m edges. Since B =22%(2n+2m), and the shortest edge
of G has length 1, it follows that T must consist of 2n+2m
edges of length 1. Also, since there are two edges of length
1 incident upon node v, and K is half the number of nodes in :
G, T has exactly 2 subtrees rooted at node v, , each of

cardinality (not including v,) n+m., The m nodes 4 .4,..., dm

are obviously in one such subtree. The only way that these

nodes can be connected to x, or Y.is by a ‘path P traversing

one node from each pair {x‘_, f& 1.
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Let a literal have the value false if the corresponding
node is in P, Since 4,,4,,..., @, together with P exhausts
the m+n vertices allowed in a subtree, the nodes { X, i;j
not in P and {c;} must constitute the other branch. Also,
for each c; o there is a node not in P, such that c; is
adjacent to it . Hence each clause of SAT contains a
literal that is assigned the value true by the above truth

assignment. Thus SAT is satisfiable.

3.3.2 Query Processing With a Bounded Number of Subtrees
(QPBT)

We next consider the objective to be finding a directed
spanning tree toward final node Vo¥ith a minimum number of
subtrees such that the cost of each subtree is bounded by B.
We prove that this problem is still NP-complete.

This problem is formulated as follows:

Assume we are given

*G= (V,E) a complete graph
* s., the size of data associated with each v,

A

* c;j, the unit transmission cost associated vwith

edge (i,])

* d%j' the reducibility associated with each pair of
nodes (i,J)

* B and K, constants

* the final node, A

Does there exist a spanning tree toward node v such that

0
the cost of each subtree is bounded by B and the number of
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siaelalnola a4l LSRR S e e s e m A Al atalal atabadadinded -

Soaa i T ad




.....

...................................................

..................

the subtrees is no greater than K?
Theorem 3: QPBT is NP-complete

proof:

Note that the proof of theorem 2 works trivially for theorem
3 also. Here we give another proof. Consider the BC
problem of Theorem 1. We will show that BC is reducible to
QPBT, i.e., that for any instance of BC an instance of QPBT
can be constructed in polynomial-bounded time so that
solving the instance of QPBT solves the instance of BC as
well, The theorem then follows from the NP-completeness of
BC in theorem 1 and the fact that QPBT belongs to NP, since

any feasible spanning tree toward node v, can be recognized

°
as such in polynomial time.

Given any instance of BC, we denote the graph by Gg =
(VB'BB)’ and the weight of each node v"-'évB by W(v;)e z;' . We
construct an instance of QPBT as follows:

* G =(V,E) is a complete graph with V = VBU {v, (final node)}
* s, =1 Vi

b c,;j =W(v;) Vi

* d‘j = 1Vi,j

* K& B are the same as in BC

The subtree example following has the communication cost

W(V') + w(vz) + w(vg) + w(v4)°

FIGuRe 3.3  ILLUSTRATION OF REDUCTION FRoM BC To QFRT
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We claim that BC has a solution iff the constructed G

e
T AT Y T
PP

=(V,E) contains a spanning tree toward v so that the cost

T W)

of each subtree is bounded by B and the number of the
subtrees is bound by K,

( =) Assume that BC has a solution

aehadiioningl

i.e. the vertices in V can be partitioned into k £ K

-

disjoint sets Vi 'Vaseee, Vgso that for 1< i< k, the subgraph
of G induced by V. is connected, and the sum of the veights
of the vertices in V; is < B.

We construct a subtree T. for each set V. and connect it to

v and each subtree T.has comm. cost = 3, s
+ feT. ¢

s 2, "(Vp_) L3
2eT:
B and the number of subtrees kgK.

2 ket o

(€= ) The reverse of the argument is the same as above. :

3.3.3 Query Processing Problem With Maximum Benefit (QM) 3

In the guery processing problem, if we associate each i
edge with the unit benefit of transmitting data through that
edge instead of with the unit cost, then the problem becomes k

finding a maximum benefit spanning tree toward node v,. We :

show that this problem is still NP-complete. Note that this
problem has nothing to do with minimum cost qQuery processing

problem because we cannot transform minimum cost QP problem

to this problenm.
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Assume ve are given:

*Gs=s (V,E)
for each node Voo associate data size, s

' X
i <
* for each pair of nodes (i,j), associate a join

;’ reducibility dii' and a unit benefit bﬁ

final node \A

1N
.
»

" * constant B

Does there exist a spanning tree toward v, such that the

total benefit is no less than B (> B)?

Theorem 4: QM is NP-complete

proof:

Considering the X3C problem in theorem 1. We will show that
x3c is reducible to QM, i.e., that for any instance of X3C,
an instance of QM can be constructed in polynomial-bound
time such that solving the instance of QM solves the
instance of X3C as well. The theorem then follows from the
NP-completeness of X3C in theorem 1 and the fact that QM
belongs to NP, since any feasible spanning tree toward node

v can be recognized as such in polynomial time.

Ty Tl Pl daadad) alr s -

Given any instance of X3C, we write a finite set of

elements X ={Z , T3 ++.., {3q} and a collection C of
3-element subsets of X: C = {C] 6 reeer O 1.

We define an instance of QM as follows:
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G =(V,E) is a complete graph
C VR {07, Qe 07,81, 00000 G300 V]
* for each node i, s, =4
* ;e 1/2 Vi, '
*b (g ,0) =1 it T.EC
b (67, ) =1 §=1,2,..00r
b(m, n )=-0 othervise

* B = 40q + 4r
Figure 3.4 illustrates this reduction.

We claim that X3C has a solution if and only if G

=(V,E) contains a spanning tree with the total benefiﬁ no

less than B.

(=3) X3C has an exact cover c'¢C, then the spanning tree
with edges ( Z, , 0] ) VojéC' and ( O, Ve) i= 1,2,..r,
has benefit

3g4 +32q + 4 (r-q)

=44q - 4q + 4r

=40q + 4r > B

(<%= ) Considering the spanning tree toward node v, in figq.
3.4, there are only three types of first-level nodes
directed toward the second-level nodes: (1) the nodes in the
first llevel direct toward one node in the second level and
leave one node in the second level without any first-level
nodes directed to it, (2) two second-level nodes each have

two first-level nodes directed to them, and (3) one
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.
| second-level node has two first-level node directed to it [
and the other second level node has only one first-level i
! node directed to it. We illustrate the three cases as in T,, '
. T, and T;respectively in figure 3.5. g
! AS ve can see from figure 3.4 and figure 3.5, we know 1

* The benefit of the first level in figure 3.4 is constant ]
. h
12q. :
* The maximun benefit of the second level in figure 3.4 is

32 + 4 (r - g) vwhich occur when exactly three z.

\
L
,

connect to one q; .

So if there exists a spanning tree toward vV, Wwith cost
no less than B ( ® 40g + 4r ), then this must be a spanning
tree with exact three z connect to one 05 .

Let

C' = ¢ q; | exact three Z. connect to one q;

‘in the spanning tree }

Then, C' is the exact cover of X3C.

DRI

T oy
F R )
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Following the same proof, if we restrict d Qi- 172 for

all i, j then the problem is still NP-complete.

3.4 Conclusion:

We have proven that three variations of the query

processing problem (QP) are NP-complete problems., The

a2 au 2ne ey g
-—iroe b

complexity of the query processing problem is still open. It
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is a future research problem. The difficulty of solving
query processing problems comes from the fact that the cost
of each stage depends on the cost of all previous stages.
That is, we need to search over all the inversely directed
spanning trees toward the final node v and compute the cost
of them. The solution space is very large. The other
complexity comes from the fact that at each stage (node), we
vant to choose the next node to move and process; we have
two objectives: one is the minimization of the immediate
transmission cost and the other is the maximization of the
data being reduced after moving the data from one node to

the other and performing the join operation between them.

Because of the results of this chapter and the dynamic
programming problem nature of the query processing problem,
ve do not intend to look for optimal algorithms. 1Instead,
our objective in the next chapter is to provide heuristic
algorithms for choosing routing strategies for processing a

given query.

Future research direction will be determing the

complexity of gquery processing prblems in the model of

chapter two.




IS G 3 o St

ey

e o ol

Chapter 4

Heuristic Algorithm for Distributed Query Processing Problem

4.1 Introduction

In the last chapter, ve have shown that under three
different objective functions, the problem of finding a
routing strategy for sending required data to the site where
a query is initjated is NP-complete. The exact algorithm for
this problem must enumerate all possible solutions and
calculate their costs because of their dynamic network
nature., When the number of nodes is small, the enumeration
algority» is possible and hopefully can generate an answer

within a reasonable response time. Since many of the queries

' issued by users are for real-time application, response time

is an important factor for the users. The algorithm for a
generating routing strategy must be very efficient in order
to meet the requirement. Heuristic algorithms appear to be

the only reasonable option for solving such problems.

In this chapter, we will analyze the problem and
provide heuristic algorithms for the problem. We first
consider the simpler case of the problem vhere all possible
semijoins are performed and only consider the routing
strategies for join operations. We provide several heuristic
algorithms for this problem. We then extend the algorithms
of the simpler case to the general distributed gquery

processing problem of solving an equi-join gquery by a

LT G VI U G e V.
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sequence of join-semijoin mixed operations. Numerical

examples are given to show how the algorithm work.

Before we discuss algorithms, we shall introduce
several graphical terminologies as used in graph theory. An
inversely-directed spanning tree is a directed spanning tree
with all edges pointing in the direction of the root of the
tree. A branch of a node is a subtree of that node. Consider
a directed path (x|,x2) (xz,x3) eese (X.,X¢) passing through
nodes x, ,x#,...,xg in a graph. The length of this path is
k, i.e., the number of nodes in the path., For i and j so
that 1gig<j<k, x; is a successor of x, and x; is a
predecessor of f} . If 9Jm=i+l, we shall use the terms
immediate successor and immediate predecessor, respectively.
A node with no successor is a terminal node (or final node),
and one with no predecessors is an initial node. A
nonterminal node is at level k in a graph if the longest
path from it to a terminal node is of length k. The level of
a terminal node is defined to be 1. A sequence of
join-semijoin operations is a sequence of join-semijoin
edges in the query processing graph which we defined in

chapter 2.

4.2 Cases Where All Semijoin Reducibilities Equal Zero

In this section, we consider a simpler case which
assumes that all possible semijoins were performed, i.e.,

all semijoin reducibilities between each pair of nodes

-




................................................................

become zero. We also assume that the join reducibilities are

not changed or affected by the join operation. This 4
assumption simplifies the problem by ignoring the possible

dynamic changes of join reducibilities after join operation.

We describe the problem in the following: [SQP]

Given a complete directed graph G=(V,E) with V={ v,k ,v

o
,...,vn} and Es{ (v, 'V )| Vi$ 3 ]. Assume v, is the

ansvering node of a query. For each node v;, we denote the

data size of that node by s;. With each pair of nodes (v‘,vj

), we associate a unit transmission cost cq of that edge :

and a reducibility di.)‘ between relations in node v. and v; -

The reduciblity d.. between relations in nodes v; and \.r, :

3 means that if we send a relation from node v; to node v; and L'}
2 perform a join operation locally at node Vi the resulting
'L data at node vj vill have size s,. 8;° dij . In fact, this dij ,
- has the same interpretation as 1- §; where ng is the join E
reducibility between relations in node v. and vj . Figure j
t 4.1 gives an example of this problem. The total transmission ’
ﬁi cost of the solution strategy is computed by taking the sum -,
: of the subtree cost of each branch of the tree. Figure 4.2 1
:; shows an example of the transmission cost of the operation | E
t’ betveen a pair of nodes. The costs are labelled next to the -<
edges. Our objective is to find a directed spanning tree '
tovard node V, vith minimum total communication cost.
f 4.2.1 Analysis
B
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In this problem, we have two types of objectives at
each step. The first type is to minimize the next step
transmission cost, i.e. node i, m} n {c;j"}. The second
type concerns data reduction after this operation. It can
be either finding the minimum of the data required to
transmit after the first-step operation, i.e. min {dEi- S.
} or finding the maximum of the data being reduced after the
first-step operation, i.e. mgx {(1-d¢j)-sji. In order to
find the next step operation, we either can consider only
one of the two types of objectives or consider the weighted
combination of those ¢two objectives. This type of
heuristic algorithms forms a solution in a single pass by
selecting operations sequentially in an order that
minimizes the increase in the objective at each step.

We call this type of algorithm a greedy heuristic because

of its appetite for immediate improvement. We will give an

analysis of this problem in this section in order to provide
a constructive insight of the heuristic algorithm.
We define a node label pL for each node to be

i‘ the transmigssion cost of the next edge in the solution
QZ tree. Initially, we assume all node labels p;" 1. As the
Fa solution tree grows, the number of nodes in the tree
3 increases and the node labels will update accordingly.
- Pig. 4.3 gives an example of updating node labels of the
Fi example in fig. 4.2
%
p .
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At any stage, if we want a new node to be included in
the solution tree, we need to compare the total transmission
costs of all possible cases. For example in fig. 4.3, if
node 4 is the next node to be included in the solution tree,
it can be sent to node 0,1,2, or 3. We need to compare all
four possible cases and choose the one with minimum totel
communication costs. See fig. 4.4. In general, if S
is the set of nodes in the solution tree at this stage and

node k is the node which will be included in the solution

tree, we need to compare the costs

Min { sK*c,“- + g *d .( . Z p. )
. K K - -
i€$S i J ll)\ n‘\(&,o) J

) not in peth (1, 0)
1¥0

and choose a minimum one. Assuming node r to be such a

tf node, we include node k in the solution tree by adding

Q; the edge (k,r). The node labels are changed as follows:

E Pe = Sk*Ckr :
;i p| = sg*dKY(p}) ¥V j in path (r,0) & j 4 0. ]
- ' : :
= P, = P, otherwvise. ;
{ Pigure 4.5 gives the node label's updating of Figure 4.4 .
T °
f; vhere node 3 is the node which vas selected.

EZ Assuming the graph has node V,and n other nodes, and

" -
- the number of nodes in the solution tree S at this stage

g is m, the number of operations at each stage is then 0(n.m).

L

Fj

.

*..v“_,‘_." Sl . T e ) . . s et e e e A A e e afia. =l




118

o,
3 I=-" SJ'CJ\
»

Pz = Sz'c2|

Se Caz t Sg des (P5+P") +P”

S, Gz + Sq-dez (R+PI+PS”

54'C4.| + 54 .d4'| ( PI”,) +P3”’+ F.;'

Set Coo + P+ Ps + P,
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So the number of computations of this greedy algorithm
ﬁ requires 0(n3 ). We will identify several special cases in

' which the computations are reduced.
Let I={i | C, = m%n{cki}} be the set of nodes where the
! minimum unit transmission cost is desired when sending
‘ the Query answering node 0, and J = {i{9in {sidqj <173 be
the set of nodes where there exists a fon-final node at
!. which data can be reduced to a smaller size by sending the

data from node i and performing the local processing.

Given a node i, we can classify into one of the

following four cases:
L€l A

¢ 1
i€ ® 0
@

i &T ©)

o it Ty

U
o

Case 1: C., =min {c;j} and 3k so that s,.d, = gig {s‘-dxj ]
<0 J
- <1
iQ Since the node labels will change as P{ = g..d.
t: J A &k
L:,

(Pj ) v 3 in path (k,0 ), j 0, if we add the

edges (i, k), and 'Adik <1 , it will reduce the
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total communication cost of the path (k,0). We
need to .compare the tradeoff between the
payment for the first step transmission cost and the

gain from the saving of the path transmission cost.

The strategy of choosing k is such that k is

the outermost node of a branch with larger

> ..

Y jeperh(K,0) Fi
_. and (1 - s, d‘;.‘ . jewszl(K,O) P)-).br > sA..(c‘-k -

Case 2: i*I and i €J.
Let K.= {k | C,.< C.oand .sA._d“< 173.

Lemma: If Ki.k(# , then we never use edge (i,0)

Proof:
Since s,- i< 1 implies
. d, ) P.) ¢ 2 P.
% dx ¢ J € parh(K, 0) J) s j € parhiKx,0) J

and s;c.,« S8, S s the cost of sending data from

node i to node 0 will have a higher communication

et 0 2 AANLA

cost.
A If K. -¢,then ve must compare all options as in the
general case.

Case 3: i€1 and i¢J

LNt

'S

Since i€1, so ’A'CCJ >s.*c, , Vi, and i € ]

implies s.*d.. > 1, The cost of sending data directly
A A

from i to 0 will be s‘.'* cA.' . And the total cost

0
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will be

.C. < e .3
% Ci0" m.%«j pJ (4.3)
The cost of seﬁding data to node k will be s, ¢

and the total cost will be

s.-c..+ 8.-d. - A + . P.
% Ci it ¢ J € path(k,0) P J ) Ol othew nodesj )
(4.4) j¥o

Formula 4.4 is always greater then (4.3), so we have

Lemma: If i€1 and i#J , then the minimum routing

is through edge (i,0).
Case 4: i€ and i*J.

In this case, we need to compare all
possible options to include node i in the solution

tree, We use formula (4.1).

4.2.2 Heuristic Algorithms

In general, a heuristic algorithm can be divided into
tvo stages, The first stage is to build a feasible
solution., If the algorithm for generating an initial
feasible solution is good enough to provide a solution
close to the optimal solution, then the algorithm itself can
be used as a heuristic for the problem. The second stage
is the improvement stage. At this stage, the heuristic
attempts to improve an initial feasible solution by some

method to obtain a better solution., The most often used
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method is the interchangeable heuristic which attempts to
improve an initial feasible solution by interchanging
some nodes in the solution with some that are not in the
solution. This process continues until a solution is

found that cannot be improved by such interchanges.

In this section, we will seperately describe the
algorithms for building an initial feasible solution
and for solution improvement., Any combination of
algorithms for those two stages will be an algorithm for

[sQP].

We will first describe the algorithms for building

an initial feasible solution.

According to the analysis of section 4.2.1, ve can
easily generate an algorithm to build an initially
feasible solution that is an inversely directed spanning
tree toward node v , gradually 1letting T be the
solution tree. 1Initially T is empty. We also assume each
node i has associated with it a node label p . Initially
P=1VYi. The algorithm is as follows:

Algorithm A:
(1) T =¢initially _
(2) ¥ node tE€V = (v | °vo'm}" {cvj} & s.JdJ-k; 1 vi 1,
includ (t,0) into the tree. i.e. T = { (t,O)lvtev
]
(3) Sort the remaining nodes in the increasing order of

the size of the data at each node. Assume that the

-
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order is sm); sm);....; Sy
(4) Add the nodes in the tree T according to the
order of this sequence

(5) In adding node )into the tree T, choose a node t

v

(08
already in the tree so that adding the edge (%wu't
) gives a minimum cost increase.

(6) update node labels according to formula (4.2)

(7) stop when all nodes are included in the tree.

This algorithm is a greedy heuristic algorithm because
t forms a solution by selecting an edge which minimizes the

increase in the objective at each step.

I1f we consider only one objective, the first-step
transmission cost, then we can transfer this problem

into a minimum-directed spanning tree problem.

Algorithm B:

(1) Build a complete directed graph with one node
corresponding to one database site.

(2) Associate each edge with the cost of the first step
of the transmission. i.e. si-cqfor edge (i,j)

(3) Pind a minimum-directed spanning tree toward node

0.

Since there exists a polynomial time algorithm for the
minimum directed spanning tree problem, this solution can be
solved easily. Since this algorithm considers only one

objective and ignores the other objective, reducing the
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resulting data after this operation, the worst case of this
algorithm could be very bad.. So we expect that this
algorithm must be used with an improvement method to

provide an algorithm for [SQP].

Another algorithm is obtained by considering the
objective of reducing data by intermediate processing only,
and ignordinge the first-step transmission cost. As with
algorithm B, we expect that this algorithm must be used
with an improvement method to provide an heuristic

algorithm for ([SQP]. We describe the algorithm as

follows:
Algorithm C:

(1) Build a complete graph with one node corresponding
to one database site

(2) Associate each edge (i,j) with the amount of
data being reduced, si"j(l'dij)

(3) Find a maximum matching of the graph

(4) Combine the two nodes in a matching as one and build
another complete graph in which each edge is
associated with the new amount of data between this
pair of nodes, and find a maximum matching again.

(5) Repeat this procedure until the number of nodes
in each branch of the tree is less than a fixed

number,
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Another algorithm is to take a weighted combination of
these two factors. If we let W;= j}'&- d;; / (n=1) which is the
average unit transmission cost from node i to the other
node, then we can associate each edge (i,j) with a
combination of first-step transmission cost and weighted
second-step transmission cost, i.e., weighted data reducing
factor. This approach is expected to generate a better

solution than algorithm B and algorithm C.

Algorithm D:

(1) Build a completed directed graph with one node
corresponding to one database site.

(2) Associate each edge with the combination of
the first-step transmission cost and the
veighted data reducing factor of intermediate

processing., i.e.

s;-cq + si'dq'fj'vi for edge (i,j).
(3) Find a minimum directed spanning tree toward node
0.

The algorithm for solution improvement is called
the interchange heuristic. This method starts from one
approximate solution and then perturbs it somevhat to see if
a better solution results. If a better solution does
result, the original solution is discarded and
perturbations on the new solution are tried. Methods of this
kind for the traveling salesman problem are described in

(LIN 65) and [(RSL 77]. We generalize these techniques as a
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perturbation method in our heuristic algorithms.

Define a k-change of a problem as the deletion of k
edges and their replacement by other k edges so that another
solution is obtained. We also define a solution as k-optimal

if no k-change produces a better solution.

We describe the algorithms for solution improvement . by

k-interchange heuristics in the following.
Algorithm k-interchange:

(1) Obtain a initial feasible solution.
(2) Repeat apply k-change to the current solution until

the k-optimal has reached.

The heuristic algorithm for solving SQP can be the

combination of one of the ilgorithms A through D with

algorithm k-interchange for some fixed k.

4.3 Heuristic Algorithm for Distributed Query Processing

Problem

For the general query processing problem, we want to

solving a qQuery by a sequence of join and semijoin
operations. Our heuriétic algorithm is to generate a
sequence of join operations for solving the query with
minimun cost by a similar algorithm of algorithm A. This is
an incremental method for building up the solution. Then we

check each edge to determine whether there exists a semijoin
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operation which will make the join operation have less

transmission cost. If such a semijoin operation exists, then

we replace the current solution strategy by adding this

semijoin edge to it. We describe the algorithm as follows:

Algorithm E:

(1)
(2)

(3)

(4)

(5)

(6)
(7)

(8)

T -f initially
VY node tE€EV = {v | cv‘-min {cvjj & sj-dvj; 1vji 1,
includ (t,0) into the tree. i.e. T = { (t.O)lvte\r
1

Sort the remaining nodes in the increasing order of
the size of the data at each node. Assume that the
order is sm)> sﬂa)”"" sm), vhere sm)- rm)* wWidth
of the relation.

Add the nodes in the tree T  according to the
order of this sequence

In adding node v

)

already in the tree so that adding the edge (vhb

into the tree T, choose a node ¢t
't
) gives a minimum cost increase.

update node labels according to formula (4.2)

After all nodes are included in the tree, we check
each node to determine whether there exists one
semijoin edge which will reduce the original
transmission cost. If there exist one, then include
the semijoin edge. The order of the checking
sequence is from the terminal node up to its
predecessor.

Stop until all nodes have been checked for semijoin
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operations.

We expect to have a numerical example for this

algorithm. We also hope to generate other efficient

algorithms.

4.4 Conclusions

In this chapter, we analyzed the difficult nature of
the Qquery processing problem and provided an analytical
basis for heuristic algorithms. We first considered the
simpler case of the problem where all possible semijoins are
performed first, i.e., all semijoin reducibilities become
zero. We provide several heuristic algorithms for this
problem. Each of the algbtithms has two stages., The first
stage is to find a feasible processing strategy. The second

stage is the improvement stage where interchange procedures

are used. We then extend those heuristic algorithms to the .

general guery processing problem by including semijoin
operations into the sequence of join operations. We first
create a solution strategy using only join operations and
then change a join operation to one semijoin operation and

one join operation when it is beneficial to do so.

Future research direction is the study of the analytic
behavior of those heuristic algorithms. Although some
analytic results of worst case and average case analysis are
difficult to obtain, some computational experiments may be

conducted to get a feeling for the average performance of
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the algorithms. Developing more efficient and general

solution procedures for general query processing problems is

also a future research area.
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Chapter 5

Query Processing in Distributed Heterogeneous Databases

5.1 Introduction

Database management systems are among the most
important and successful software developments in this
decade. They have already had a significant inpact in the
field of data processing and information retrieval. The
existing commercial systems are almost exclusively based on
one of the three data models: relational, network( e.g.,
CODASYL) and  hierarchical. Many organizations have
independently developed their own databases on their own
computers and database management systems to support the
planning and decision making in operations. Each DBMS has
its own intended schema, access control, degree of
efficiency, security classification and operational
requirements, etc. Often, different databases may contain
data relevant to the problem although their structure and
representation could be different. It will be beneficial if
we can bring together all these databases in several
locations in order to integrate information resources and

build new kinds of applications to help operations.

Heterogeneous database management systems which are
geographically distributed around the world play one of the
most important roles in command, control and communication

(Ca) systems, and other organizational operations. One of
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the main problems in using these databases is the
communication between them when we need to retrieve and
update information. When a user issues a query at one site,
the system must be able to respond to the mnser with an

ansver of the query as soon as possible. In today's business

operations, efficient decision making based on information
:ﬁ“ resources will depend increasingly on a more automated and

faster response distributed database management system.

Existing data communication technology for computer

networks does not yet provide a solution for the
communication between these DBMSS. Communication delay of
data transmission is still a dominant factor in system

performance. In order to develop a method for query

processing in distributed heterogeneous database management

sytems environments and to develop a gquantitative and

Lo

PR [
PP
. Y « -

syntactic understanding of the query processing strategies
optimization, we need to have an integrated system to

combine and share information in a heterogeneous distributed
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database environment.

r

In previous studies, a number of approaches have been
proposed to the problem of heterogeneous DBMSS. One early
proposal was to restructure each database into a common
structure under a given DBMS; that is, to convert and to

migrate the entire database from the various DBMS's to the

given DBMS. This type of approach is generally called "data
base conversion."™ [SHL 75), [SHTGL 77)], [SLH 76], ([SO 75},
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and [SU 76] are works in this direction. Anotﬁer approach is
to maintain the original database and provide an effective
information exchange among the different systems without
incurring mass data migration. The major advantages and
functional characteristics of this latter approach ‘re:
1. A global data model is used to provide users with a
common schema.
2. The data bases can be kept distributed without
requiring any data movement.
3. Each data base can both operate in its own local
mode and participate in the distributed system.
4. The application programs for the original d;ta bases

do not have to be changed and remain still usable,

The following researches are in this direction: In [AD
77] and [AD 78], the model of Abrial, [AB 74), is used as a
global data model. In [NBC 76] and [CP 80], the Entity
relationship (E-R) model proposed by [CHE 76] is used as
global conceptual data model and a modified version of DIAM
(Data independent accessing model) incorporating the syntax
proposed by the CODASYL SDDTG (Storage Data Definition and
Translation Group) is used as the global internal model [SDD
77)}. In [SBD 81], MULTIBASE uses the Functional Data Model
of [SHI 79] as the global conceptual data model. DAPLEX,
embedded in the programming language ADA, is used as the
user-interface language and a subset of ADAPLEX is used as a
mapping language. The Database Communication System we

propose in this chapter can be classified into the second
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category. The main differences of our approach from others
are that we take advantage of the relational data model and

use a very high-level non-procedural 1language for user

interfaces.

This chépter is dedicated to the study of communication
among nonintegrated, heterogeneous and distributed DBMSs. A
concept of a data communication system is proposed to
provide a way to integrate and share information in a
heterogeneous database. The Database Communication System is
a front-end software system of a DBMS. It presents to users
an environment of a single system and allows them to access
the data using a high level data manipulation language
without requiring that the total database be physically
integrated and controlled. The'architectufe of the database
communication system proposed in this chapter is only a
conceptual design. All three components, schema unit, query
unit and control unit require detailed requirement
specifications. It is not our intent in this thesis to
study all of them. We erjhasize only the query unit in this
thesis. 1In the next chapter, ve will study hov a query is
processed in a heterogeneous database environment. Schema
translation and gquery translation will also be addressed

there.

The organization of this chapter is as follows: In
gsection 5.2, we describe the motivations and difficulties of

heterogeneous DBMS and specify the goal of this system
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design. In section 5.3, we describe the components of
heterogeneous datébase communication systems. The
relational data model is then chosen as a global data model
to support the communication. Several reasons are described
in section 5.3.1. In section 5.3.2, we describe the
architecture of a database communication system and the
functional characteristics of each of its components. In
section 5.3,3, some network configurations are described
that permit integration of heterogeneous DBMSs by using
database communication systems. In section 5.4, we
described briefly how a query is processed in a
heterogeneous database environment and we will leave the
details of the query processing to the next chapter,
Lastly, several other problems of dJdatabase communication

systems requiring further detailed specification are

discussed.

5.2 Motivation and Objectives
5.2.1 The Heterogeneous World of DBMSs

In the real world, resources are heterogeous in nature,
e.g. size, shape, color, structure etc. The same fact exists
in the world of DMBSs., There are at least several dozens of
heterogeneous DBMSS commercially available today, e.g.,
IMS,S2000, TOTAL IDMS, etc. From several points of view, we
can distinguish heterogeous DMBSs.
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1. Conceptual Model Viewpoint

Traditionally, the data model may be classified into
three categories: hierarchical, network, and relational,
Most of the commercially available systems may be
implemented in some variant of one of the three models. For
example , IMS is hierarchical, system 2000 is inverted
hierarchical, TOTAL follows CODASYL DBTG architecture,

ADABAS is inverted network and INGRES is relational.

2. Physical Model Viewpoint

Although two DBMSs may have the same conceptual model
or may even be the same type of DBMS, they may have
different data structures.

For example, the storing information about courses
offered and courses taken by students may vell use different
physical data structures to represent it in a network model,

With diferent data structures, the access paths will be

different.
S S2 S3
studentsn
courses courses courses
b m—
courses-
students | students
]
STUDENTS

Figure 5.1
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3. Data Manipulation Language Viewpoint

The data manipulation language can be record-at-a-time
or set-at-time. In other words, it can be 1low-level
procedural or high-level non-procedural. It depends on the
conceptual model and physical model the system has adapted.
It also depends on the system itself. For example, in the
relational system, System R, the language can Se SEQUEL or
Que?y-by-sxample.

4. Application Viewpoint

From an application point of view, the DBMS can be
classified into a general-purpose system and a special
purpose system. TOTAL is .a general-purpose DBMS which is
used for all kinds of different application purposes. The
PARS (Programmed Airline Reservation) System is a special
system which serves only a specialized application. The
systems used for different purposes support different

facilities.,

5. Machine Viewpoint

The same DBMS can be implemented on Qdifferent
computers. The ARPANET-Datacomputer system is a typical
heterogeneous system where quite different types of
computers are tied together to implement their own DBMSs.
Different computers may differ in their speed, memory size,

storage management, etc.
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6. System Control Viewpoint

Vieved from the system control aspect, there are two
types of systems: centralized v.s. decentralized control
systems. A centralized control system assumes the existance
of one central control function to handle all systemwide
global control. The LADDER-FAM (Language Access to
Distributed Data with Error Recovery-File Access Manager)
[1,2] developed at SRI is an example. A distributed control
system vhere the control is completely distributed to each
subsystem is more reliable. The SDD-1 system of the
Computer Corporation of America [3] is an example of this

type.
5.2.2 Difficulties and Approaches

The large bulk of local data are produced at a variety
of locations in many fields. In business, scientific
research and government, the data exchange is very important
in decision making, experiment, management and control. The
difficulties of communications between heterogeneous DBMSs

can be identified as follows.

1. Data model --- the conceptual models for different

DBMSs may be different. A user having a knowledge of one

- system may not be familiar with another system. Selection of

a data model for every system to provide a uniform view to

the end user is essential.
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2. Data definition language --- in addition to
selecting a data model, a data definition language to

support the description of conceptual scheme is also

essential.-

3. Data manipulation language --- the Qser's query
language cannot be the one for local host schemes; it must
be a query language vwhich supports the global uniform
scheme. Because the end users don't know what data model the
query will have to deal with, they are obviously unable to
specify how something must be done, and so must instead

specify what is to be done, i.e., the language must be

nonprocedural.

4. Data integration --- most of the data base set up by
independent organization are hard to inﬁegrate. It is also
possible that inconsistencies exist between copies of the
same information stored in different databases. Combining
all 1local schema together to form a global schema is

necessary in order to provide an integration schema for

them.

5. Data incompatibilities --- the same objects in
different DBMSs may be represented in different types,
different schema names, different scales, etc. When
integrating the DBMSs, we need to recognize these
incompatibilities of data sources and identify them in the

integration schema.
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6. Processing results --- once a result is gotten for a
query, it is expressed in the form of the original data
model, and it must be translated to the uniform data model.

Can this current result be saved and be operated on later?

7. Data dictionary and directory schema --- We must
provide each end user with a uniform directory so that he is
able to see easily what data is available, where it is, and

how to get it.

8. Access planning --- with a high-level query
language, the system should provide an optimizing strategy

for each query in a distributed system.

9. Multiple-systems access --- each query may reference
data in two or more different systems. The system must

coordinate their transactions.

10. Multiple view support --- If the system wants to
support multiple schemes for each DBMS, so that users can
have freedom to choose their own preferred gquery language
and global schema, then the systems must add more schema

translators and query translators.

11. Control system --- After integrating different
DBMSs, the system has to have a system controller to control
the network DBMSs. The data manager must decide whether to

use centralized control or distributed controls. \
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5.2.3 Design Objectives

Before we set up the design approach, it is important

to decide what goals we want to achieve:

i. Central vievw for users --- All user's views are
defined upon a global conceptual schema which is the union
of the local schemata and integration schema. It is hoped
that from the wuser's point of view, the system behaves in
the same vay as in a centralized system and the user is
unavare of the fact that he may be dealing with

heterogenous local databases.

2. General to any system --- We wish the database
communication system to be general to any system and that it
can be used to integrate various database systems for
various applications. In addition, we wvant to minimize the

cost and effort and maximize the performances.

3. Flexible to future extension --- We know that the
volume and the complexity of database are extending very
rapidly. It is the major factor of the cost of maintenance.
We want the system to be flexible for the future extension

with minimum cost.

4. Reliability =--- The <communications between
heterogeneous DBMSs should not fully rely on a centralized
system. The communication capability should be distributed

among every heterogeneous DBMS.
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5. Distributed control --- Based on the reliability and
parallel processing issues, we wvant the communication

between DBMSs to have distributed control.

6. Security --- When combining heterogeneous DBMSs,
some confidential data in one system should often not be

accessible so that access can be checked and the data

protected.

5.3 Heterogeneous Database Communication Systems

5§5.3.1 Data Model

Because wve are dealing with communications between
different DBMSs supported by different dJdata models,e.qg.
hierarchical, relational, etc., our approach is to select a
data model to support a uniform conceptual schema for each
DBMS. It provides users with a homogeneous view of
conceptual schema and ‘also serves as a bridge between the
underlying models. Many logical data models have been
proposed which model the real world in terms of the
interested objects and the interrelation between them. In
(KER 76), the authors study 23 data models and attempt to
establish the similarities and differences among them
according to data model structure, logical access
type,semantics and terminology. Recent research has focused
on two directions. One is to enhance the refinement of the
conventional data models. The notion of "normal form theory"

has led to a refinement of the relational model which
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attempts to catch up more semantics information by
explicitly exptessing functional dependencies among data,
Many authors worked along this direction and built some type
of semanatic data models. The second approach has been to
emphasize the identification of a basic simple construct.
This construct is simple and with clean semantics. It may
be easily collected in a meaningful fashion to represent
complex varieties in semantic structures., It is clear that
there is no mental model which is so superior that i+ is

good for all users.

In view of the state of the art, we choose a relational
data model as a global data model to provide a central view

to the users' bases for the following reasons:

1. The relational data model shields the user from data
formats, access methods and the complexity of storage
structures.

2. It supports a high-level non-procedural query
language.

3. The storage and data structures are very simple;
all data is represented in the form of records.

4. Access paths do not have to be predefined. A number
of power operators are supported in relational model, e.g.,
select, project, join, etc. for data retrieval.

5. Because of the decline of hardware cost and the rise
of manpower cost, a high-level nonprocedure manipulation

language is necessary to minimize the user workload.
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6. The relational model provide a simple and powerful
interface to the data.

7. The relational model has fast response to ad hoc
queries which are considered to be the high-percentage of
queries.

8. The advance in associative storage devices offers
the potential of greatly improving the efficiency and

therefore the performance of a relational system.

Based on this choice, we propose a database
communication system which incorporates distributed
heterogeneous systems into a unified entity and shares the

information resources in a distributed manner.

5.3.2 Architecture of Database Communication Systems

Although the heterogeneous database management systems
are usually geographically distributed, the existing
approach for communication between heterogeneous DBMSSs
builds a single control system which coorperates and
communicates between different DBMSs by using the computer
network. One asks why shouldn’'t the database control also
spread through each coorperating DBMS? Hopefully doing so
vill provide a better use of data resources and improve the

performance and reliability.

Our approach is to define a database communication
system which serves as a front-end processor of local DBMSs

as an interface to the computer network. It is a software
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system aimed to link geographically distributed
heterogeneous DBMSs together and to act as a bridge for

communication between local DBMSs (see Figure 5.2).

The basic underlying assumptions are:

1. It is possible to exchange information among the various
systems and they are willing to maintain information.

2. Each DBMS is considered to be able to execute a given
local transaction.

3. There exists a communication network which connects the
various DBMSs.

4. The access to a 1local DBMS is not affected by the
operation of the data communication system which should

be transparent to the local user.
Punctional Characteristics

The database communication system consists of three
major units: (see Figure 5.3)
*  Schema Unit
*  Query Unit
*  Control Unit
The functional characteristics of each component within a
unit are described separately in order to maintain the

modularity.

A. Schema Unit:
The schema unit maintains the local schema and

integrity schema. It consists of three components. We will
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describe each component following by its important

functions. (see Figure 5.4)

(A.1) Schema Translator

Reads a schema description of the local DBMS
and translates it into a schema description
in a global data model and vice versa.

This is done by a mapping of the data
definition language and the structure of the
data model.

The schema translator may be different for
different target DBMS.

A.schema unit can have several different

kinds of schema translators.

(A.2) Local Schema and Global Schema

Local schema is the schema translated by the
schema translator from the local host schema.
Global schema is the union of all 1local
schema and integration schema of the database

communication system.

(A.3) Integration Schema

It consists of information about integrity
constraints, data incompatibility, and data
redundancy.

It is set up at the time a DBMS joins to the
heterogeneous network.

The component can be viewved as a small
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database.

B. Query Unit:

A query unit takes care of the query processing,
optimization and access strategy. It consists of three

components. (see Figure 5.5)

(B.1) Query Translator
* Translates a query in the global query
language into a qQuery accepted by the local
DBMS.
* This is done by a mapping of the data
manipulation language.

* The query is parseé and simplified.

(B.2) Query Optimizer

* The query is decomposed into local subqueries

v TP TVT
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vhich reference only local schema and queries
which reference only the integration schema.

The distributed query algorithm must provide

an execution strategy which minimizes both
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and the number of messages sent between
sites. In addition, the algorithm should take
advantage of the computing power available at
all of the sites involved in the processing

of the query.

The algorithm must also take care of the
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query recomposer within the optimization

strategy.

Query Recomposer

* The access strategies are then executed. The
results of the execution are represented in
local host schema. The final answer must be
described in terms of global schema.

* The result of local queries must be sent to
the answer site so that the results can be
put together and reformated as the answer

expected by the query.

C. Control Unit:

(C.1)

e et e t e o e e

Concurrency Control

* The concurrency control algorithm must have a
synchronization protocol to preserve
consistency in a distributed environment.

* It processes distributed interleaved
transaction by guaranteeing that all nodes in
the system process the accepted update in the
same reference.

* Deadlock detection or prevention mechanisms
must be provided. When system failures
occur, the other nodes must be able to
continue to operate and the crashed nodes

must be able to restore correct operation.

P R U . P P . - e - - Pl




----------------------------------

Ty wv. a
! ISR

T it

153

(C.2) 1Integrity Control

*

There are two levels of consistency. Strong
mutual consistency has all copies of data in
the system updated at the same time. Weak
mutual consistency allows various copies of
the data to converge to thé same update
status over time, but, at any instant of
time, some copies may be more up-to-date than
the others.

In a C operational system, we may want to
adapt weak mutual consistency so as to use

less processing time.

(C.3) Security Control

*

All data, dictionary, programs and services
must be protected from unauthorized access.
All authorization information is kept locally
and checked locally.

A feedback encryption and decryption system
must be provided to each node across the

communication network.

(C.4) Data Dictionary/Directory Schema

*

Provides user with a transparent view of the
directory.

Keeping information about where various data
stored to efficiently provide the system

query unit access data.
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* Keeping one central master directory in the
system with each local DBMS keeping a local
subset of the control directory.

* These are the "bread and butter"” software for
a successful database administration

function.

5.3.3 Heterogeneous DBMSs Network

By using a database communication system (DCS), the
heterogeneous DBMSsS <can be integrated in several
interconnection configurations according to the desired
criteria. For example, several versions of the same type of
system could be grouped together under a local database
communication system so that they can easily communicate
vithout needing translation if a query just references the
local DBMSs. The systems which store similar data can be
grouped together at a first level so that they can be more
efficient in retrieving data and exchanging information.
Those systems which store confidential data can be put
together so that the management and security control can be

handled more effectively.

The heterogeneocus DBMSS network using a database
communication system as a bridge for interconnection may

have one of the following configurations:
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1. Star Architecture (Centralized System)
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2. hierachical architecture
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Advances in hardware, software, and communication
technology will make the distributed DBMSs possible. Several
communication networks are commercially available to
integrate the distributed DBMSs. For instance, ARPANET is
one example of a point-to-point partially interconnected
public data network. It is a packed-switched network which
interconnects large-scale computers worldwide. Ethernet is
one example of a branching broadcast communication system.
It is a local computer network for carrying digital data

packets among locally distributed computing stations.

It will also be possible to interconnect existing
networks of multiple systems with new designs, using gateway
technology. Combinations of 1loop or hierarchical and
point-to-point interconnect technology will make it feasible
to develop complex local/remote systems. The combination of
low-cost satellite communication 1links and high-speed
fiber-optics loop-based systems will also provide a basis
for large, complex, hybrid interconnect structures to share

information on distributed DBMSs.

5.4 Query Processing in a Heterogeneous Environment

Based on the architecture of the database communication
system (DCS) we proposed in [HD81)] , we adopt the relational
model as the global conceptual model. It is necessary to

provide a relational schema for each database. For those
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databases in which the underlying data models are not
relational models, schema translators will be required to do
the translation jobs. A specific schema translator is needed
for a specific data model to translate the underlying schema
to a relational 1logical schema. The integration schema
consists of information about integrity conétraints, data
incompatibility and data redundancy. Thi; integration
schema can be viewed as a small database. For “the query
which is against this local relational schema, it is also
necessary to provide translation rules to translate the
relational operations into data manipulation language
statements of the underlying data model. The users will see

the system as a distributed relational database system.

In our approach, each database system is presented to a
user with a global relational schema. A query £for data
access or update is specified in terms of a relational
calculus-like qualification over relations with a target
list. Codd's data sublanguage ALPHA (DSL ALPHA) [CODD 72] is
one of the calculus-based data sublanguages. It consists
simply of the relational calculus in a syntatic form which
more closely resembles that of a programming language. In
practice, the syntax would have to be compatible with that
of the host language, whatever that was. For our purpose,
we shall use the syntax of ALPHA which is expressed in [CODD
70].
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Given a relational Alpha query presented to the system,
the optimizer in the query processing. unit of the system
will £find an optimal strategy and transform the query into
an optimal sequence of relational algebra operators. In
order to execute the operations against the local DBMS, the
query translator will have to translate a relation algebra
operation against the 1local DBMS into a program of data

manipulation language (DML) statements of the target system.

Join, Semijoin, Union, Intersection and Difference of
twvo relations require two operands having the same set of
attributes. They can be executed by using project and select
operations to retrieve data and put it into relational form
and then perform the desired binary operation. The details

of query translation will be discussed in the next chapter.

5.5 Conclusions

We have described the architecture of a heterogeneous
database communication system in this chapter. The database
communication system is an approach to integrating
heterogeneous database management systems., We believe that
the integration of many independent, distributed information
resources, should be helpful in information retrieval and
decision making in solving real world problems. There are
several problems which need further study in order to make
the system successful: query optimization, distributed

concurrency control, translation rules, and security
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R control, etc.

In the environment of business operations, time is a
very important  factor. The user should be able to easily

form a query and have the system retrieve the data and

recompose it for quick presentation to éhe user. Query
optimization is the most important component and is the
ii subject of this thesis. Concurrency control problems have
§ been widely studied, mostly for centrally <controlled
systems. We need to study and develop algorithms which are
suitable for a distributed environment. For the translation !

betveen global schema and local schema, and between a query

TR TR

in a global 1language and a query in a local language, we

e

need to study the rules for translation for different data
models and manipulation languages. This is the subject of
the next chapter. Security control is one of the most

important problems in DBMS systems. Because the data are

;ﬁ often integrated togeﬁher, the security control of Q
?3 classified information is essential. The mechanism for %
;% checking access rights and encryption of the information h
E? flowving throughout the network deserves further study. This ;
» solution of a database communication system makes the

{i distributed system transparent to users from an operational ?
54 point of view, It is hoped that such a database

EQ communication system will increase the efficient usage and

:i management of information and data of heterogeneous database

- 3
. management systems, é
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In the next chapter, we will study query processing in

heterogeneous database management systems. Schema

translation and query translation will also be described.
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Chapter 6

Schema and Query Translation

6.1 Introduction

Based on the architecture of the database communication
system we proposed in the last chapter, we adopt here the
relational model as the global conceptual model. 1It is
necessary to provide a relational schema for each database
management system (DBMS). For those databases in which the
underlying data models are not relational models, schema
translators will be necessary in order to provide the
relational view to the user. For each specific data model,
a specific schema translator is needed for a specific data
model to translate the underlying schema to a relational
logical schema. 1f the underlying data is a relational
model, in some cases we still need to do some adjustment and
provide a uniform relational schema. For example, in one
database, the students' information relation will have
attributes (course, faculty, studentID, grade), and in the
other database, there will be a relation with attributes
(course, professor, studentlD, grade). The attribute
"faculty” in one relation in fact has the same domain as the
attribute "professor" in the other relation. We need to put
this condition as an integrity constraint in the integrity
schema component and provide a new uniform relation schema
for this system. The other problem we also need to consider

is the data incompatability., In the first relation, the
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grade could be given by a number scale between 0 and 100 ,

P
L
-
N
o

and the second relation could have the grade in the literal
scale "A" to "F." The data incompatability must be taken
care of by the integrity schema. Schema translators are one

of the topics that will be discussed in this chapter.

Data manipulation facilities will also be discussed in
this chapter. In our heterogeneous database communication
system, ve use ALPHA, a non-procedural relational calculus
like language, to express a query. Given a query, it will be
analyzed by the query optimizer and be transformed to a
sequence of relational algebra operators against those local
relational schemata. Because the underlying data models are
not necessary relational models, it is also necessary to
provide translation rules to translate the relational
operations into corresponding data manipulation language
statements of the underlying data model. In this chapter, wve

address the problem of designing a schema translator and a

query translator of a specific data model.

P .
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& Relational, network, and hierarchical models are the
i; three major data models that have been used in database
y; systems. The rélational model has been adopted here as the
- global conceptual model. We need to consider schema
?- translators from relational model to relational model, from

relational model to network model, and from relational model
e

to hierarchical model. We also need to consider query
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translators from relational algebra operators to
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corresponding data manipulation languages of the three data
l models. As ve can see, the schema translator and the gquery
' translator for the case in which the undérlying data model

is relational are rather easy to develop. We leave this

| case here without any futher detailed specification.
- Also,since the present state of the art is such that the
existing commercial systems are almost exclusively based on ;
one of the other two models, we therefore will restrict our 'ﬁ
effort here to the design of translators for systems based p

on these two models.

Hierarchical systems provide for the same form of
association between two records as does the network system.

A hierarchy is simply a network that is a forest (a -4

collection of trees) in which all 1links point in the

direction from child to parent. If we have an hierarchical

design we can thus clearly regard it as a particular network
specification and will have no difficulty implementing it
using a network-based software product. It is not difficult

to see that similar remarks can be made about the schema

IR Bt SRR

translation and query translation. Because of this reason,
ve concentrate our effort in this chapter on schema

translation from a network model to a relational model and ;

L S & udr A )

Query tranlation from relational algebra operators to

network data manipulation languages.

We focus on those changes that must be made because of

el 4

3 the difference in the 1level of procedurality of the
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relational algebra operators and the data manipulation
language of target data models. We do not consider the
problem of modifying the program when the schema is altered

due to database redesign and evalution. We also do not

attempt to address the issues involved in the implementation

—w

of these translation rules, such as the syntax of the

language used in a specific system.

This chapter is organized as follows. In the next

section, schema translation rules are formulated for

translating CODASYL/DBTG schema into relational schema.
Based on this translation rule, we derive the query
translation rules for mapping relational algebra operations
into CODASYL data manipulation language statements in

section 6.3.

6.2 Schema Translation

A great deal of attention has been focused on the

network approach since the publication in April 1971 of the

CODASYL DBTG final report [CODA 71]. The initial DBTG
specifications have undergone subsequent development and

refinement as reported in [CODA 73] & [CODA 78] by CODASYL

T T .

may shov slight differences, their underlying concepts are

based on the same CODASYL/DBTG data model.

- groups. A number of commercially available systems have used
fj one or more versions of the specifications as the
- implementation base. While those commercial implementations
f.
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The DBTG specifications propose three levels of data
organization, associated data definition language, and the
language for processing this data:

1. The schema data definition language, schema DDL.

2. The subschema data definition language, subschema DDl.
3. The data manipulation language, DML.

4. The device/media control language, DMCL.

The schema is the logical description of the data base.

A schema description in the DBTG DDL includes four types of

declarations.

1. The schema name description-- it is wunique for each

schema handled by the DBMS.

2. Record type declarations-- they define the data items

for each record.

3, Set declarations-- they define the relationships

between defined record types.

4., Area declarations-- they define the physical areas in

which records will be stored.

There are two kinds of record types in the CODASYL/DBTG
model: a description record type and a connection record

type.
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A description record type in the DBTG data model has a
record 1D, and one or several attributes describing
properties of the record. It is very similar to a relation
in the relation data model with the record ID as the key
attribute. Therefore, a description record type can be

translated to a relational schema directly.

A connection record type is introduced when n types of
entity (represented by n description record typec ) are to
be connected. N set types are also introduced. Each of the
n "entity"” record types is made the owner of one of the set
types, and the connection record type is made the member of
the set types; and each connection record occurrence is made
a member of exactly one occurrence of each of the n types of
set and thus represents the connection between the
corresponding n entities. For this record type we define a
relation schema R with attributes consisting of the keys of
the owners of the n sets in which this record is a member
ané the data items of this record. The key of this relation

is the set of keys of the owners of the n sets.

A set type is defined in the schema as having a certain
type of record as its owner and some other type of record as
its member. Each occurrence of a set type consists of
precisely one occurrence of its owner together with zero or
more occurrences of its member. For each set type, we do

not correspondingly define a relational schema. Instead, we
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create a table in each node to record all the sets which can
be thought of as defining an access path relation. This
table contains three attributes { set, owner, member }. It
is used in the query translation process from relational ' ]
operator to CODASYL DML statements to identify the access i
path. The table can be thought of as a new relation which ]
is stored in the local database and only used for query
translation. This table provides information of record

access paths. It isn't joined to the global schema to be

o AR Bt Mt

presented to the user. A singular set is a set with a

system as an owner and a description record as a member. It
can be thought of as a set having exactly one occurrence and
having no owner record. By using the singular set construct,

the set of description record occurrences is exactly like a

sequential file. It provides the user an access path to
access the description record. For the singular set, we also

keep the set information on the table,

LT 'A'_'-n__.' U/ TV R

An area is a storage space of a DBTG database. For each

type of record the schema specifies the area into which j
occurrences of the record are to be placed when they are f
{ entered into the database. This concept can be thought of ]
L as the vertical and horizontal partition of the database. |

For instance, consider a university application that creates

El 'TY;‘"-{

student records. The database administrater may decide for a
varity of reasons that instead of representing status as a

data-item in the student record type, the classification is

o
|

— v




' T
JERCACAA LA

170

to be made by storing student records in two distinct a.eas,
graduate and undergraduate. This area type is
correspondently mapped to the horizontal or vertical
partition of relational database which may be necessary to

create a nev relational schema.

In this thesis, we shall assume that all occurrences of a

given type of record are to go into a single area.

In conclusion, we summarize the translation rules in Figure

6.1, and give an example of the translation rules.

1. For a description record type R, we define a
relation schema R', with each data item to
be a attribute of R. The identifier of R is

the key of R'.

2. For a connection record type, we define a
relation schema s' with attributes
consisting of the identifiers of the owners
of the sets in which S is a member and the
data items of S. The set of identifiers of

the owners of the set is the key of S°'.

3. For each set-type, we maintain a table which
contain three attributes: set, owner and

member,

.............
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Figure 6.1

EXAMPLE [DATE 77)

s Assume the supplier-part-project database § is stored
!i in a CODASYL version DBMS. The schema of this database

is defined as follows.
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SCHEMA NAME 1S S-P-J-SCHEMA |
AREA NAME IS S-AREA

AREA NAME IS P-AREA

AREA NAME IS J-AREA

AREA NAME IS SPJ-AREA

RECORD NAME IS S;

LOCATION MODE IS CALC HASH-SNO USING SNO IN S;
WITHIN S-AREA;

IDENTIFIER IS SNO IN S.

02 SNO ;s TYPE IS CHARACTER 4.

02 SNAME ; TYPE IS CHARACTER 20.
02 STATUS ; TYPE IS CHARACTER 3.
02 CITY ; TYPE 1S CHARACTER 15.

RECORD NAME IS P;

LOCATION MODE IS CALC HASH-PNO USING PNO IN P;
WITHIN P-AREA;

IDENTIFIER IS PNO IN P.

02 PNO ; TYPE IS CHARACTER 4.

02 PNAME ; TYPE IS CHARACTER 20.
02 COLOR ; TYPE 1S CHARACTER 6.
02 WEIGHT ; TYPE 1S CHARACTER 4.

RECORD NAME IS J;

LOCATION MODE IS CALC HASH-JNO USING JNO IN J;
WITHIN J-AREA;

IDENTIFIER IS JNO IN J.
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02 JNO ;s TYPE IS CHARACTER 4.

02 JNAME ; TYPE IS CHARACTER 20.

02 CITY ; TYPE 1S CHARACTER 15,

RECORD NAME IS SPJ;
LOCATION MODE IS SYSTEM-DEFAULT;
WITHIN SPJ-AREA;
IDENTIFIER IS SNO IS SPJ,

PNO IN SPJ,
JNO IN SPJ.
02 SNO : TYPE IS CHARACTER 5.
02 PNO ; TYPE 1S CHARACTER 6.
02 JNO ;s TYPE IS CHARACTER 4.
02 QTY ; TYPE IS FIXED DECIMAL 5.

SET NAME IS S-SPJ;
OWNER IS S;
ORDER 1S PERMANENT SORTED BY DEFINED KEYS.
MEMBER IS SPJ
INSERTION IS AUTOMATIC
RETENTION 1S MANDATORY;
KEY IS ASCENDING PNO IN SPJ, JNO IN SPJ
DUPLICATES ARE NOT ALLOWED
NULL 1S NOT ALLOWED;
SET SELECTION IS THRU S-SPJ OWNER
IDENTIFIED BY IDENTIFER SNO IS S
EQUAL TO SNO IN SPJ.
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SET NAME IS S-SET;
OWNE# 1S SYSTEM;
ORDER IS PERMANENT SORTED BY DEFINED KEYS.
MEMBER IS S
INSERTION IS AUTOMATIC
RETENTION IS FIXED;
KEY IS ASCENDING SNO IN S
DUPLICATES ARE NOT ALLOWED
NULL IS NOT ALLOWED;
SET SELECTION IS THRU S-SET SYSTEM.

SET NAME IS P-SPJ;
OWNER 1S P;
ORDER IS PERMANENT SORTED BY DEFINED KEYS.
MEMBER IS SPJ
INSERTION IS AUTOMATIC
RETENTION IS MANDATORY;
KEY IS ASCENDING JNO IN SPJ, SNO IN SPJ
DUPLICATES ARE NOT ALLOWED
NULL IS NOT ALLOWED:;
SET SELECTION IS THRU P~SPJ OWNER
IDENTIFIED BY IDENTIFER PNO IN P
EQUAL TO PNO IN SPJ.

SET NAME IS P-SET;
OWNER IS SYSTEM;
ORDER IS PERMANENT SORTED BY DEFINED KEYS.
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MEMBER IS P -
i INSERTION IS AUTOMATIC i
i RETENTION IS FIXED; ]
. KEY 1S ASCENDING PNO IN P ' )

-

i DUPLICATES ARE NOT ALLOWED
NULL IS NOT ALLOWED:
SET SELECTION.IS THRU P-SET SYSTEM. ]

SET NAME IS J-SPJ;
OWNER 1S J;

ORDER IS PERMANENT SORTED BY DEFINED KEYS.

p LSS Solden 4 !‘.u-.- Praecvoe o

MEMBER IS SPJ

INSERTION IS AUTOMATIC
RETENTION IS MANDATORY; : 5*
KEY IS ASCENDING SNO IN SPJ, PNO IN SPJ "
DUPLICATES ARE NOT ALLOWED i
NULL IS NOT ALLOWED; ]
SET SELECTION IS THRU J-SPJ OWNER ‘
IDENTIFIED BY IDENTIFIER JNO IN J

A sl e

T e ey

EQUAL TO JNO IN SPJ.

SET NAME IS J-SET;

|

OWNER 1S SYSTEM;
ORDER 1S PERMANENT SORTED BY DEFINED KEYS.
MEMBER IS J :

INSERTION IS AUTOMATIC

L .
a2 .

RETENTION IS FIXED;
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KEY IS ASCENDING JNO IN J
DUPLICATES ARE NOT ALLOWED
NULL IS NOT ALLOWED;

SET SELECTION IS THRU J-SET SYSTEM.

---------
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After applying the rules of schema translation, we define
§ the following relational schema
S=(SNO, SNAME, STATUS, CITY)
P=(PNO, PNAME, COLOR, WEIGHT)
%! J=(JNO, IJNAME, CITY)
SPJ=(SNO, PNO, JNO, QTT).
“ We create an access path relation as follows:
=
set owner member
S-SPJ S SPJ
J-SPJ J SPJ
. P-SPJ P SPJ
% s SYSTEM s
p P SYSTEM P
o J SYSTEM 3 :
g~ 6.3 Query Translation
? In our database communication system, each database
4 -

- system is presented to a user with a global relational
schema. A query for data access or update is specified in
terms of a relational calculus-like qualification over
relations with a target list. Codd's data sublanguage ALPHA
(DSL ALPHA) [CODD 72] is one of the calculus-based data
sublanguages. It consists simply of the relational calculus
1 in a syntactic form which more closely resembles that of a

programming language. In practice, the syntax would have to
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be compatible with that of the host language, whatever that

. vas.

For our purpose, we shall use the syntax of ALPHA which
is expressed in [CODD 70)}. We restrict ourselves to
consideration of its major features only. Assume a query Q
express in ALPHA issued at site S. An example of a Gquery
expressed in ALPHA is:

EX2MPLE:
Let the query be "Get SNO values for suppliers who

supply a LONDON or PARIS project with a red'part.'
The corresponding ALPHA statement of this query will be

RANGE P PX

RANGE J JX

GET W (SPJ.SNO) : 3 PX3JX (PX.COLOR='RED'
A(JX.CITY='LONDON'YJX.CITY="'PARIS')
A SPJ.PNO=PX.PNO A SPJ.JNO=JX.JNO)

The list of attributes within parenthesis of W is the
target list which specifies the attributes to retrieve.

The predicate calculus following ":" is the

qualification

o The query optimizer in the query processing unit of the
-

- system will transform the query into a sequence of
E; relational algebra operations. This sequence of relational
3

- algebra operations is the optimal query processing strategy.
?2 Some of the DBMSs may be implemented on the CODASYL model.
{
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In order to execute the operations against the local DBMS,
we have to translate a relation algebra operation against
this DBMS to a program of CODASYL DML statements. The query

translator of this section plays the role of this process.

CODASYL Data Manipulation Language

We briefly introduce the way queries are specified in
CODASYL DML. In the CODASYL model, the major DML statements
are the following:

FIND======-= locates an existing record occurrence and

establishes it as the current of run-unit.

GET~=-===—=- retrieves the current of run-unit.
MODIFY-~~=~=~ updates the current of run-unit.
CONNECT~=~~~- inserts the current of run-unit into one or more

set occurrences.
DISCONNECT~-removes the current of run-unit from one or more
set ocurrences.
ERASE-~==~~-~- deletes the current of run-unit.
STORE-=-===~- creates a nev record occurence and establishes

it as the current of run-unit.

A query in the CODASYL model is a sequence of DML
statements which are embedded within a program as a
syntactic extension of the host language. The function of
the FIND statement is to locate a record occurrence in the
database and to make it the current of the run-unit (the
most recently accessed record o;currence), also the current

of the appropriate area (logical partitioning of the
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database), the current of the appropriate record type, and
the current of all sets in which it participates. It |is
logically required before each of the other statements,
except STORE. Note that the FIND statement itself does not
retrieve any data. For each program operating under its
control, the DBMS maintains a table of "currency status
indicators" in the user working area (UWA). These indicators

are actually database-key values.

The current of the run-unit, whatever its type, can be
brought into the UWA only by executing GET. The modify
statement replaces (portions of )the current of the run-unit
with values taken from the UWA. The STORE statement will
store newly constructed data items in the UWA into the

database.

In the distributed DBMS environment, we assume each
system has a SEND command which can send a file or part of

the UWA from one system to another system.

To update a database, or to create a new record, it is
necessary to¢ retrieve the data occurrence to be updated or
to create a newvw data occurrence in the UWA. After updating
the data occurrence in the UWA, a MODIFY or STORE statement
is then applied. Therefore, we need to consider only

retrieve operations.

We first study the translation procedures for two unary

algebra operators: project and select.
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We assume R={A, Aaseee Al and Xs={A, reeesh ¢}, PROJECT,
denoted by 'TFX(R), is to retrieve the attributes in X of
each record in R, The algorithm PROJECTFI(R,X), as shown

below, is to translate 11‘(3) into a DML program,

PROJECTN(R,X):
IF { 11;‘t(t)-'n-set' and TI;még)-'system')
/* description record */
THEN NXT: FIND next R within R-set;
IF end of set GOTO quit;
GET A‘IN R, eoeey AK.IN R;
GOTO NXT.
ELSE IF ( T .4 (t)='S-R' and TMowner(t)='S")
/* connection record */
THEN NXT: FIND neit R within S-R;
' IF end of set GOTO quit;
GET A' in R,..., AK in R.
GOTO NXT.

Let Y={A| ,A, seco, A’.} & R. SELECT, denoted Dby
OEXM’,“ R), is to select tuples in R such that R.A,='c,',...., R.A.

='c,'. The algorithm below is the translation algorithm.

SBLECT(R,!,c',c&,...,cK):
IF (R is a connection record)
THEN if (some A; is and attribute of S) & (S-R is a set)
THEN BEGIN

'
o a o
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MOVE 'c,' to A, in §;
FIND any S;

IF S-R empty GOTO quit;
MOVE 'c,' to A, in R;

MOVE 'cL' to A& in R;
FIND any R within S-R;
IF end of set GOTO quit;
GET R;

END;

ASde deadied

PPV W Ty

A

s

ELSE BEGIN
/* there exist some S s.t., S-R is a set */
NXT: PIND next S within S-set;

IF end of set GOTO quit;
GET A in S;

MOVE 'c,' to A, in R;

MOVE ‘c,' to A, in R;
PIND any R vwithin S-R;
GET'A' in R, .c. , AL in R;
é; ' IF end of set GOTO NXT;

= END;
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B Next, we look at binary relation algebra operations,
i? Several binary relation algebra operations (e.g., division,
:5 join, semijoin, etc.) which reference two relations may be
!‘ stored at the same system. 1In this case, data must be sent
5 from one system to another. For a CODASYL DBTé model DBMS,
there are three strategies for sending data through the
‘ ‘ netvork: record-at-a-time transmission, set-at-a-time

transmission and all-records-at-a-time transmission. In a

CODASYL DBTG model DBMS, record-at-a~time and set-at-a-time

access operators are supported which enable one node to send

"

data to the other node after performing such an operation.
The data transmission of these two types of operations
regquires considerable communication overhead. In a

relational DBMS, all records required by another system are

e

usually transmitted at a time.

We assume in this thesis that the transmission mode of

any system will be all-records-at-a-time, We also assume

TRERLE LOST > Ve

that the data are in relational table-like form after being 4

retrieved from local DBMSs and temporarily stored in the UWA

R

of each 1local DBMS. We assume each DCS has the ability to

execute relational algebra operations. This assumption will d
-

enable easier data transmission when it is required, It also

makes the translation procedures of binary relational :
algebra operators distinct between the two cases in which i
the operands of the operator are at the same system and

vhere they are not.
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When the two operands of the operator are in different
!‘ systems, we always retrieve the first operands and store
Eg them in the user working area as a relation and then send it
E% to the other system to produce the final result. We will
ii first consider the case vhen two operands are in different

sites.

Two of the most useful distributed binary relational
algebra operators for distributed query processing and the

execution sequence are join and semijoin, defined below:

Let R, and Ra be two relation schemas at different
systems S, & S, respectively and X=R (R, be the set of
attributes in R,and R; . Without lost of generality, ve

assume X={A ,A, '“"AK]' Let T, and T, be the temporary
relations.

1. JOIN
DEFINITION:

The distributed join of R, and R, over X is a

distributed query operator which executes the following

et Bnt iR CaaN
AR A S

t P Y o -
ol et e e

sequence of operations:

1. retrieve gz from Sz.as 13:

2. send T, from S, to §,;

Y WXV vl
B .1 S

3. R |X| T, at site §5,.
X

P

The Query translation of this operator is as follow:

T 3
., AR P -,
Y P R

....................
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IF R, and R, are both relational DBMSs.
! THEN execute it as relational operator;
3 | ELSE IF R, is relational and R, is CODASYL
THEN

i PN(Rz'Rz) at S, as T ;
send T from S, to S,;
execute R, |X| R, as relational operator;
ELSE IF R| is CODASYL
THEN

retrieve R, from szas a elation T;

-
L SIS, T R ST

send T from sz to S|;
For all té&T

SELECT,) (R, ,R;=X,t, ,t ,.ccesty)s -

!\1

This operation will create a new relation T' with relation 8

schema R, U R,at the working area of system S,. ‘

B

2. SEMIJOIN g

DEPINITION: b

The distributed semijoin of R and R, over X, R K|X| R,

{ , execute the following sequence of operations: 9

& 1. project Rjover X at §, and form a result T,;

: 2. send T, to S,; :

E 3. join T with R, at S, and form a result T, , i.e.

. .

a select R, based on T, at Sy; 3

'F ¢. send T, to S;; v

f 5. join R, to R, at S, to form a result T; at §, , i.e, ':‘
EZ select R, based on X columns of R,.

2
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This operation can be executed as follows:

IF R‘ and R, are both relational systems
THEN execute the operator as relational operator;
ELSE IF R, is relational & R, is CODASYL
THEN

project R, on X at § as T,;

{
send T, to Sj;
for each (t:l rEyreee,ty) €T,
SELECT, (Ry /Ry, t /0o sty)
and form result as T,;
send T, to S,;
join R, to R at S, as relational
operator;
ELSE IF R'is CODASYL & R, is relational
THEN
PROJECTN(R',I) as T,;
send T, to S,;
join T, with R, as relational
operator to get T,;
send T, to §;;
for t=(t, ,eueitrecertyy )ET
SELECT(R, ,R, ,t)
and form result as T,;
ELSE IF both R| & R, are CODASYL
THEN

PROJBCTN(R. 'X) as T':
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send T, to S;;
for each te T,
SELECT (R,,R,,t)
and form result as T,;
send T, to §,;
for all t=(t, ,ecu,tyrtyyresrtyy
Ty, SELECT (R,,R,,(t,, ... ty))

form a result 13;

The Union, Intersection and Difference of two relations
require two operands having the same set of attributes. 1If
both two operands are stored in relational systems, then we
just perform the relational operation. If one of the two
operands R are stored in CODASYL systems, ve first use
PROJECTN(R,R) to retrieve R to form a relation and then
perform the relational operation afterward. If both
operands are stored in CODASYL systems, then we must
consider two cases. If the results of the operation are
temporarily stored in the UWA for use by later operations,
then wve use both PROJECT,.(R,,R,) and PROJECTN(Rz,Rg) to
retrieve both two operands as two relations and send one
relation from one site to the other to perform the
operation; or we can use PROJECT to retrieve one operand as
a relation and send it to the other site and then perform

selections.
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The second case is that in which the results of the
! operatioh are to be stored in one site. In this case, we use
PROJECT to retrieve one operand as a relation and send it to

the other site and perform corresponding CODASYL DML
statements.

- B P
" R

When the two operands of a binary operation are at the
same site and are stored in a CODASYL system, then we can

perform the operation in the same sequence we discussed

2
:
h
L

above. However, we can do it in a more efficient way because
it is not necessary to fisrt retrieve one operand as a
relation in the execution of this operetion. We can use
solely CODASYL DML statements to perform this operation and
do it by record-at-a-time or set-at-a-time. In some cases,
we even can do much better by combining a sequence of
relationai opeations which reference data stored at the same

CODASYL system and then translating them to a sequence of
CODASYL DML statements.

Let us look at two examples: We assume S, P, J, SPJ are

as in example 1 and they are stored at the same system.

EXAMPLE 2 Perform the operation J |X| SPJ .

A3 Caarrhiint:
S e
‘x (R

INO
& We can translate this operation into a CODASYL DML
i} statements as follow:
%{ NXT: PIND next J within J-SET;
E! IF end of set GO™0 quit;

get SPJ and form a new relation;
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§ .
GOTO NXT.

EXAMPLE 3

Let the subquery expressed in ALPHA referenced to this
CODASYL DBMS be

PROJECT (JOIN (SELECT SPJ WHERE JNO='Jl’')
AND
(SELECT P WHERE COLOR='RED')
OVER PNO) OVER SNO SNAME STATUS

The interpretation of this subquery is to get SNO,
SNAME, STATUS values for suppliers who supply project
Ji with a red part.

The corresponding CODASYL DML statement for this
subquery could be

MOVE 'Jl' TO JNO IN J;

FIND ANY J;
% 1P J-SPJ EMPTY GOTO QUIT:
S MOVE BLANK TO TEMP-SNO;

NXT. FIND NEXT SPJ WITHIN J-SPJ;

O AN

IF end of set GOTO QUIT:;

GET SPJ
g IF SNO IN SPJ = TEMP-SNO GOTO NZXT;
éé MOVE SNO IN SPJ TO TEMP-SNO;

FIND OWNER WITHIN P-SPJ;
GET P;
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IF COLOR IN P ='RED'’

THEN
MOVE TEMP-SNO TO SNO IN S;
FIND ANY S;
GET SNAME IN S, STATUS IN S;
ADD TEMP-SNC, SNAME, STATUS
VALUES TO RESULT LIST;

ELSE MOVE BLANK TO TEMP-SNO;
GOTO NXT.

From these two examples, ve learn that some
optimization can be done on the translation of subquery
referencing to a CODASYL DBMS into a sequence of CODASYL DML
statements. This is one of the optimization problems of

local processing. We do not plan to discuss it further

within this thesis,

6.4 Conclusions

In this chapter, we have presented detailed schema
translation rules for translating a CODASYL data model to a
relational data model, and algorithms for translating
relational ALPHA query into CODASYL DML statements whose
associated databases schemﬁta have themselves been
translated. The translation algorithms are developed for
each relational atomic operation. The translation procedures
are based on the relational operations sequence provided by

the query optimizer with the objective of minimizing
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communication complexity and are done one relational algebra

operation at a time. The translation procedures also use the

information of the access path relation.

Some optimization for the local Query processing can be
done by translating a subguery which is a continuing
subsequence of relational operations which reference data at
the same DBMS into a sequence of CODASYL DML statements
rather than translating one operation at a time. Because
our major concern is the communication cost, this local
processing optimization will not be considered in this

thesis.
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Chapter 7

i Summary and Future Research

This thesis addresses the problem of Qquery processing
in distributed database management systems. In distributed

! homogenenous relational databases, we develop a mathematical

& model and algorithms for solving a query by a seguence of
S joins and semijoins using mixed strategy. We extend this
! model to distributed heterogeneous databases and only
consider problems of schema translation and query
translation which are parts of the Query processing problem.

Many other problems, e.g., conﬁistency, redundancy,

-y n
P » B D' Ly
.-‘.-,‘n,fn_»“'.'fvu v a0

concurrent control, security, etc., remain to be done. We

will here briefly summarize our research effort and suggest

the potential direction of future research for each chapter

and then make a8 few concluding remarks.

..1.:.,‘ﬁ'r
L LI

4
eyl
F 7.1 Summary and Future Research :

In chapter 1, we discussed the need for research in

guery processing in the integration of distributed database .

management systems. That chapter also contains a goal and a

LA A8 a0l A AR irr
aMMtal § AQREEIAE

e
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road map for the entire thesis.

In chapter 2, ve first reviewed some formal definitions

O |

of relational terminologies and previous studies of the

query processing problem in distributed relational

e

databases. Under the assumption that  network traffic

RGOS - A

constitutes the main critical factor, we have developed a

-l
[
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mathematical model to compute the minimum communication cost

of a join-semijoin program for processing a given equi-join

RN W W

query . Por each equi-join query, we define a query
processing graph for a given query from which the set of

join-semijoin programs that solve the Qquery can be

DS W L.

characterized. A rule for estimating the size of the derived

ii relation is proposed. The parameters for estimating the size :
%i of the derived relation form a consistent parameter system. 3
= With the assumption that the communication cost dominates :

and that the cost functions are linear in the sizes of the
i, data to be transmitted, the distributed query processing 3

:ﬁ problem is formulated as a dynamic network problem. A slight

:i change of the model made by associating each node with a
. local processing cost will extend the model to the case ]
vhere local computer processing time and transmission delay g
through the network are comparable. This could happen for

distributed databases in a local area network environment,

"

for example.

One future research direction is to extend this model

e B At

to cover a larger class of queries,e.g., the class of
ineqality-join queries, queries with existential quatifier,
etc., - by pro;iding a model of measuring the reducibilities
and estimating the size of the derived relations. Another
potential research direction is the optimization of the
local processing cost. In the case where both local
processing costs and communication costs are important, the

optimization of data retrieval vhen local computer 3

............................................
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processing is used becomes essential. The access patﬁs to
the stored data, the implementation algorithms of relational
algebra operations, e.g., join, project, sélection, etc.,
and the order of relational algebra operations are also
critical factors in query optimization. It would be very
nice to provide a model to consider all those factors as

well as communication costs.

In chapter 3, we studied the computational complexity
of the distributed query processng problem. For a simpler
case where all semijoin reducibilities are zero and join
reducibilities do not affected by join operation, we have
shown that under three different objective functions the
problems of finding a routing strategy of required data to
the site where a query is initiated are NP-complete. This
gives us an indication that the distributed query processing
problem is a hard problem. In fact, ve can see from the
nature of the dynamic network problem how to identify the
reason for the difficulty of this problem. Future research
direction will be the complexity of the query processing

problem in the model of chapter 2.

One of the future research directions is to identify a
set of conditions so that under those assumptions, the
problem will be solvable using a polynomial time algorithm.
Another future research direction is to find the
computational complexity of an approximation problem for the

distributed query processing problem. We conjecture that the
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“approximation problems are also very hard problems.

!! In chapter &, we analyzed the difficult nature of the
§§ query processing problem and provided an analytical basis
% for heuristic algorithms. We first considered the simpler
case of the problem wvhere all possible semijoins are
performed first, i.e. all semijoin reducibilities become
zero. We provided several heuristic algorithms for this
problem..zach of the algorithms has two stages. The (first
stage is to find a feasible processing strategy. The second
stage is the improvement stage where interchange procedures
are used. We then extend those heuristic algorithms to the
general Qquery processing problem by including semijoih

operations into the sequence of join operations.

A future research direction is the study of the
analytic behavior of those heuristic algorithms. Although
some analytic results of worst case and average case

analysis are difficult to obtain, some computational

experiments may be conducted to get a feeling for the
average performance of the algorithms. Developing more
efficient and general solution procedures for general gquery

processing problems is also a future research area.

In chapter 5, we developed a method for query
processing in a distributed Theterogeneous database
management systems environment. A heterogeneous database
communication system is proposed to integrate heterogeneous

database management systems to combine and share

.....................
.............
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.........................................................................................

information. The architecture of a heterogeneous database

communication system is descriﬁed and several components are
identified. The use of a database communication system for
heterogeneous DBMSs makes the overall system transparent to

users from an operational point of view. In this chapter, we

g} are concerned only with gquery processing in a heterogeneous

)
e fm it

environment. Other problems of a database communication

adess

@i system such as concurrency control, updating, redundancy, :

security, etc., are subjects for future research.

In chapter 6, wve presented detailed schema translation ;
rules for translating a schema of a CODASYL data model to a
relational schema. We also ©presented algorithms for
translating relational algebra operations into CODASYL DML
statements whose associated database schemata have
themselves been translated. Translation algorithms are

developed for each relational atomic operation. Relational,

network, and hierarchical models are the major three data
i models that have been used in commercial database management
- systems. The schema translator and query translator for the

case in which the underlying data model 1is relational are

vy
1

B P SEEN PO

rather easy to develop. For the case vhere the underlying
data model is hierarchical, the translation procedures are

similar to the case of the network model.

Some optimization for the local query processing can be

3

made by translating a subquery, which is a continuing

subsequence of relational operations which reference data at

"
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. ,
the same DBMS into a sequence of CODASYL DML statements E

l rather than translating one operation at a time. In the case ‘
vhere the local processing cost is comparable to the 1
communication cost, this optimization is essential and must E

. be taken into account. This is a rich subject for future j

w research. !

7.2 Conclusions

The main objective of this thesis has been to study

query processing in a distributed database environment.

Different data retrieval strategies generally lead to
substantially different system performances in terms of '
response time, computer utilization and network traffic. 1In 1
practice, communication cost constitutes a major factor.

Past experience showed that deciding a solution strategy for

processing a given query is a very complicated problem. The
mathematical tcrmﬁlntion of the distributed query processing
of this thesis provides a formal model of this problem. and

ve shoved theoretically that this problem is indeed a very

difficult problem. The heuristic algorithms proposed in this
thesis, based on the analysis of the problem, should help in

; finding an optimization strategy for a distributed query i
;, processing environment. :
f: The database communication system approach in chapter 5 3
Eﬁ provides a method of integrating heterogeneous database ;

management systems. It leaves several problems for future




research activities, Detailed study and specification of

each component of the system are desired. Future research
efforts should also be oriented toward prototype system

implementation,

Pinally, it is hoped that more applications of the

vorks in this thesis will occur in the future.
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