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THEORETICAL STUDIES OF HIGH FIELD TRANSPORT
IN III - V SEMICONDUCTORS

Hisashi Shichijo, Ph.D.
Coordinated Science Laboratory
and
Department of Electrical Engineering

Two theoretical aspects of high field transport in III - V
semiconductors have been studied. First, a new mechanism to obtain
negative differential resistance in a GaAs-AlGaAs multilayered structure
is described. The mechanism is based on the transfer of electrons in real
space f;Qm a2 high mobility GaAs region to an adjacent low mobility AlGaAs
region wﬁen a high electric field is applied parallel to the interface.

It is analogous in many respects to the Gunn effect, except that this
mechanism allows greater control of device characteristics. These
characteristics can be adjusted by varying the doping densities, the
layer thicknesses, and the Al mole fraction in the AlGaAs.

The mechanism is analyzed using the electron temperature model
and the Monte Carlo simulation. The electron temperature model is exact
in the high carrier density limit, whereas the Monte Carlo method is valid
in the low density limit. Both methods clearly illustrate the degree of
control possible with this mechanism over device characteristics. Com=-
parisons are made between the two models. Miscellaneous effects which are
ngglected in the models are discussed. These include two-dimensional
effects, band bending, statistical fluctuation, and quantum mechanical
transmission at the interface. Switching characteristics have been
analyzed, and the switching timeN\{s estimated to be approximately 1 x 10-l
sec. This fast transfer mechanism is\attractive for microwave, switching,

and memory devices.
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'1 The second portion of the present work deals with the band
structure dependence of high field transport and impact ionization in GaAs.
An understanding of impact ionization is important because of its influence
on the performance of avalanche photodetectors and IMPATT diodes. It also
determines the ultimate performance limits of small semiconductor devices,
such as CCDs and FETs.

A realistic band structure has been included in a Monte Carlo
simulation of high field transport in GaAs. The band structure has been
calculated using the empirical pseudopotential method. Partly due to the

i lack of information and partly for simplicity, we have made simplifying
assumptions on the phonon scattering rate, the ionization threshold, and
the ionization probability. Unlike previous theories of impact ionization,

l! the method requires, in principle, no adjustable parameters as long as the
band structure and the scattering mechanisms are known. The calculated
drift velocity, mean free path, and impact ionization rate are in fair

|[ agreement with the experimental data. It is found that the contribution

of ballistic electrons to the impact ionization rate is negligibly small.

Within statistical uncertainty we do not observe the anisotropy of the

electron ionization rate in contradiction to the recent experimental
results., Based on the results of the simulation, a general discussion of

impact ionization is given.
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1. INTRODUCTIOY

The field of ho%t 2lzctron physics is now 7orz than thirty years oli.
Following earlier work on dielsctric breakdown in insulators, Shockley[1},
in 1351, initiated experimental investigation of hot carrier =ffects in
semiconductors. In the 507s the field saw one of its peaks with the
prediction and the discovery of the Gunn effect. The historical background
which led to this discovery is discribed by Hilsum in his excellent

aper[Z]. The recent revival of interest in this field is due %o hot
carrisr effects which occur in submicron silicon ¥OSFETs and %aids T3Ts.
Oxid=s breakdown, ho% electron =mission from silicon into the zate-oxide,
velocity overshoot, and ballistic transport in GaAs FETs are examples of

such effects.

Among all 'the semiconductors the III-V compounds rank only behind
silicon in technological importance, and are second to nons with respect %o
basic research interests. One of the unique properties of the III-V
semiconductors is their band s?ructure Wwhich makss possihle the
construction of itransferred slectron devices (TEDs)[3]. The fascinating
iiea of electrons transfering in momentum space from one valley to another
has attracted many physicists and engineers[Z]. Another 1interesting
property of III-V semiconductors is that fhey can be epitaxially grown
lattice-matzhed %to each other when proper binary, fternary or 3juaternary
alloys are employed. This property has Dbsen fully u%tilizei in
optoeslectronics devices. From the viewpoin*t of <carriar “ransport,
Meterostructures can provide an en%tire new class of devices with unusual
transport propertiss. The concept of 2 "superlattice" first oroposed by

T3aki and Tsu[i] in 1963 is ons such example. I% is oxpestad ftha’ in the




future more and mors heterostructures will be u%ilized in various

s2miconductor devices.

It is possible, for example, to vealize electron transfer in resal
space utilizing heterostructures as proposed by Hess and co-workers[%].
The mechanism is basically analogous to the 3Junn effect in momen‘um space.
As a matter of fact, when the Gunn effect was discovered in 1963, the
possibility of a similar effect in real space was on the minds of- several
scientists[S]. The actual realization, however, hai to wait for the
evolution of the molscular beam epitaxy {¥3E) technique and the concespt of
modulation doping[4,71. The real space transfer mechanism is based on *he

thermionic emission of hot 2lectrons from the hizh mobility GaAs layer to

This transfer leads to a negative differential resistance {(NDR) just as in
the Gunn effect. The advantage of the real space transfer. mechanisnm,
however, lies in its degree of control of device characteristics. Yegative
differential 2ffects are important for their possidle applications %o
microwave, switching, and memory devices. The present work also aims %o
contrivute generally to the theory of high field transport in semiconducter

neterostructures. Additionally, the theoreticzal techniques used to study

this effect gives us the understanding and the tools to a%tack anothar

interesting probleam of semiconductor physics the rigzorous trea‘ment

of impact ionization in semiconductors.

Impact ionization is a very important hot zarriar affect. 1% directly

influences +h performance »f avalanche phc»odetectors{%] ani  TAPATT

[{]

iiodest?]. It also detzrmines the ultimat2 parformnance limits of gmall

semizoniuctor devices, such as 3335[131 and FET3{11T. Yevaertnalass, &the
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?; - previous theories of impact ionization have been 1limited Dby various
bu l assumptions and also by the use of several adjustable parameters, such as
f: the scattering mean free path. The effective mass approximation and small
;;v non-parabolicity correction have been used in spite of the fact that
ﬁ. 'S carriers gain more than 1 eV in energy (as measured from the bottom of the
3 conduction band). In our work we have attempted to include a realistic
¥ band structure in the Monte Carlo simulation of high field transport in

GaAds. This method can calculate not only the impact ionization rate but
also other quantities of interest, such as drift velocity and distridution
functions. The inclusion of a realistic band sitructure is expectad to

expand our understanding of high field transport to extremely hizh electric

fields .

In Chapter 2 the real space electron transfer mechanism is analyzed
using the electron temperature model and the Monte Carlo technique. Then,
various effects which are neglected in the analysis are described. Some

’

comments will also be made on the application of this mechanism.

In Chapter 3 a new Monte Carlo method using a realistic band structure
is described. The method is applied to the study of high field fransport
in GaAs. On this basis, a detailed study of the band structure dependence

of impact ionization in GaAs is given.
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2. REAL SPACE ELECTRON TRANSFER IN
GaAS’Alea1_xAs YETEROSTRUCTURES

2.1 General Discussion

The basic struciure consists of alternating GaAs-Alxga1_xAs laysrs, 2T
other appropriate lattice-matched materials with dissimilar band-3ap
energies and.carrier mobilities. Typical layer 3iimensions are from 100 g
to a few tenths of a micron. Such structures have been realized by
utilizing molecular beam epitaxial (MBE)[12-14], vapor phase epitaxial
(vPE)[15,156], or liquid phase epitaxial (LPE)[17,13] growth techniques. In
this work we are concernsd with GaAs—Alea1_xAs aultilayers. For D < x <

0.45 the Tdirect gap of Al Sa, _As changes as(19]

E; = 1.424 + 1.247x (eV). (2.1)

In Gads-Al Ga, _As hetsrostructures approximately 58 3 of this band gap
discontinuity is in the conduction band[20]. The potential barriers form a
rectanzular potential well for electrons. At thermal equilibrium electrons
resiie at the minimum of the potential wells, i.e., in the Gais leyers.
Application of a high elsctric field parallel to the laysar interfaces of
this structure will result in heating of the electrons. ‘When the mean
kinastic energy of the electrons becomes comparabls to the potential barrier
height, A%, they can be the;mionically emitted ints the AlGaAs. If the
mobility of elecions in the GaAs layer is much higher than %he mobility in
the AlGads layer, the sample should exhibit negative Jiffersntial

resistance (YDR).
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To properly describe real space elsctron transfer, it is necessary to
account for +the scattering mechanisms encountered by electrons being
sransported at high kinetic energies in the potential well. A mechanical
analogue to real space transfer is provided by the example c¢f a ball
rolling down a chute. The ball will stay in the chute if its kinetic
energy remains small. However, if the ball gains adequate kinetic energy,
then an obstacle can scatter the ball out of the chute. A similar effect
occurs in a layered heterostructures, where electrons drift in a potential

well under the influence of a high electric field.

In order to realize large difference of mobilities in +two materials
modulation doping[7,22] of the 1layers may be utilized. Fig. 2.1
schematically shows the band structure, Adoping distributions, and electiron

mobility of modulation-doped GaAs-AltGa1_xAs layers. The AlGaAs laysrs are

intentionally doped to a density of 1017 ~ 1018 cm's, whereas the Gals

4 1012

layers contain only unintentional background impurities (10
cm'3). At thermal equilibrium the electrons reside in the GaAs layers.
When separated more than 200 2 these electrons experience strongly reduced
impurity scattering. Hess has shown that the Adifferential scattering rate
due to ionized impurities decreases exponentially with spatial
distance[Z}]. This mobility enhancement by spatial separation of electrons
from donors was first proposed by Esaki and Tsu[4], and later verified
experimentally by Dingle et al.[7]. They have observed a mobility of 5000
ca?/Vsec at 300 K, and even higher mobilitiss (. 15000 cm2/Vsec) at low
temperatures. The AlGaAs layers can be made strongly compensated, and
thereby the mobility in these layers can be very low (. 500 cmz/Vsec or

less). In this manner 2 mobility ratio of ten or more can be resalized in

modulation de¢pad structures.
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Fig. 2.1. Schematic diagrams of doping density, electron mobility, and
conduction band energy of modulation-doped layers.




Since the carrier temperature is determined by the power balance

aquation:

enF” = == (2.2)

and the energy loss rates are gsimilar in the two materials, the heating of
carriers occurs only in the GaAs layer. These hot electrons transfer in
space to the adjacent AlGaAs layers and then thermalize. Some of the
cooler electrons in the AlGaAs layers can undergo reverse transfer into the
GaAs layer. In order to take account of this energy and momentum exchange
between the GaAs and the AlGaAs layers, one must solve the Boltzmann

equation:

%+hi§.ka+3'$rf=% (2.3)
c
Wwith appropriate Dboundary conditions. In addition %o +the spatial
inhomogenei%y of this system, there are several other factors which
complicate the analysis:
i) At high electric fields the energy distribution funcitions in
polar semiconductors are highly non-Maxwellian.

ii) There is an energy exchange between the layers because
energetic carriers are flowing out of the GaAs and cold
carriers are returning.

iii) Slectron-electron interactions must be taken into account.

iv) The effects of higher L minima in two marerials should be

considered.

v) There are several other eoffescts which make the analysis
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extremely difficult, such as tws dimensional =2ffects, bani

ry
(o]
fo
(7]
w
<t
cr
5
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bending, reflection and trapping of el=sct
interfaces, etc.
To this end we have chosen two methods; the electron temperature model 2and
the Monte Carlo method. The electron ter;lperature model assumes nearly
Maxwellian distributions in the two materials. The Monte Carlo method is a
one particle simulation of electron transport in a si'mplif‘ied potential
profile. Hach method applies only under certain conditions. Detailed

discussion of +the +two models, assumptions, and the results of the

calculations are presentad in the next two sections.

In both mathods we have deliberately chosen *typical laysr wiiths
larger than 400 8, This avoids +he complications arising from size
quantization effect and other two dimensional =affects. Some of the two
dimensional effects are discussed in Section 2.4. The choice of large
layer widths also 1illcws the use of the semiclassical Boltzmann ejuation.
Otherwise one must resort %o a quantum mechanical treatment. With larze
lays2r widths, the ©potential fluctuations due Lo the gtatistizcal
distribution of the impurities can also be neglectad. OJther simplifying

assumptions in the models are takesn up and reexamined in 3ection 2.5.

- - - —




2.2 Electron Temperature Mode1r24l

2.2.1 Description of the model

In polar semiconductors the energy distribution of electrons can be
highly non-Maxwellian, since polar optical scattering is inelastic and is
not randomizing (see Fig. A.3 in Appendix 1). To make the analysis
explicitly tractable, however, we assumev a Maxwellian form for the
isotropic part of the distribution function. This assumption is partly
Justified by the fact that the electron density is high in the ZaAs layer
at the start of the electron transf2r, since the GaAs 1laysr collects
electrons from the neighboring AlGaAs layers. Typically the GaAs layer
will have an electron density of 1018 ~ 10 19 cm'3. Electron-electron
collisions w#ill, therefore, randomize the energy gained in the electric
field direction and establish a Maxwellian distribution. Above the band
edge of +the AlGaAs the elacitrons in the GaAs will follow a "coolar"
distribution because of the reverse transfer of cooler electrons from the
AlGaAs. This will be shown as a result of Monte Carlo simulations in
Section 2.3.3 (Fig. 2.25). However, since the GaAs layer is sufficisnily

narrow, we can use a single electron temperature in the GaAs.

If there were no interaction between the GaAs and AlGaAs layers, the
electron temperature in the AlGaAs layer would be constant and close to the
lattice temperature, To. However, this is not a realistic assumption. Due
to the transfer of hot electrons from the GaAs layer, electrons close to
the GaAs layer will have considerably higher temperature than the lattice
temperature. As electrons move away from the interface they thermalize %o
the equilibrium. Therefors, we need to consider the position dependance of

the electron ‘temperature in order %o account for the powar flow




p2rpendicular to the intsrface.

Fig. 2.2 shows the model used in the calculations. Ye assume 12
position-dependent electron temperature, TL(x), andi a position-dependent
juasi-Ferni level, E.(x), in the AlGaAs layer. Similar methods have g’
recently been employed by other workers to analyze thermionic emission in -
metal-Gads contacts[25]- Both the concept of the electron temperature and
of quasi-Fermi levels require high carrier densities in order %o be valid.

In the thin GaAs 1layer we assume a position-independent elesctron

temperature, T_, and quasi-Fermi level, With this assumption we only

B
e

need to solve the position dependence of the 2lectron temperature and the

quasi-Fermi 1level in the AlGads 1laysrs. The thermal conduction of hot
2lectrons from the GaAs layer into the AlGaAs layars is then accounted for

by the slope of T,(x) at the interface boundary. Although at the boundary

the slope-of Te in the %aAs layer is zero (since we have assumed Te to be "o
constant), we assume that the same amount of energy as given by the slope

of TL(x) is extracted from the Jais.

2.2.2 Calculations

e proceed to assume 2 distribution function of a form:
£ = fo( e, X) + g(e, x)ky + h(e, x)kX , (2.4)

nere fo(e,x) is a Maxwellian distridbutinn:

fo( £,X) = expt—f;——————— (2.5)

rag
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electric field is in <the y-direction. The second *ern of 3. (2.4)
represent the drift term of the distridbution alang the 2lz2ctric fisld as is

usually used for a spatially uniform system[261. The thiri term is %o take

T

into account the spatial nonuniformity. It represents the Aisplacemasnt of

ey

the distribution perpendicular to the electric field. This *ftern is
essential to account for the energy flow normal to the field dirzction.
The isotropic part of the distribution function in the GaAs layer is given
by a form similar to Zq. (2.5) in terms of T, and Ep,, but without the

vosition dependence.

As is normmally done, we then separatz the variablss in%o equations for
the spatially symmetric part and the drift terms[26]. The method of o

moments[27] is then utilized to obtain %the differential =quations for (x)

PT\
-L.‘

and 3_,(x). The set of equations obtained is given below:

Zhwoijz exp(ZO-ZL)—l i/2 ‘ ' )
<\ " ) eEo e (Z 1 ZL eXp(ZL/Z) RO(ZL/ )
mm,) o

2
d 7
xp (-Egy/KT) 5 [cer))

2 My

/2
=enf e

/2

-3 7
(kT,) exp(Ep, /KT, ) | -

(2.6)
and

2 _ -
4 5/2
;;7 | (k1)) exp(EFz/kTL)J =0 (2.7

“he = = e s LydA tgr is + ~—
shere ZL o * %o TR To is the 1lattice temparature, y, 15 %he

mobility in the AlGaAs laysr, 7 is the applied 2lsctris fi21i, ani ¥X_ is
PP

the Bessel function of the zeroth order. Thz positisn depaadanzes »f

[&]

2o(x) and TL(x) have been omittsd in *he noiatisna. The la2f4 siie of

(&3]

I . . -~ hl
q. (2.5) is the rate of energy loss 1ue %5 polar op%izal scattering 25




and the first term on the right side is the power input from the applied
electric field. The second term on the right represents the energy flow
from the GaAs due to the <transfer of hot electrons. Applying emnerzy
conservation at the boundary, we then obtain a similar power balance

equation relating Te and F in the GaAs layer;

1/2 )
2hu exp(Z -Z )-1
o o e 1/2 2
( *) eE e (Z)-T Ze exp(Z,/2) K, (2,/2)
nml [o)
Su 4T (0)
] 2,22 L 2.8
< en F + e, k TL(O) ™ ) (2.8)

KT
where ze = H_E’ and My is the mobility in the GaAs when only polar optical
w a
o ‘

scattering is operative. This mobility is given by;

1/2

2hw
STy L =372
Wy s ZEO( m*) Nq Ze exp (—Ze/2) {[ exp(Zo—Ze)+l] K1 (Ze/Z)
1
+lexp(Z -2 )-1] Ko(ze/z)}‘1 (2.9)

where K1 is the Bessel function of the first order, and Nq is given by

1
N = _ (2.10)
q exp(th/kBTo)—l

The second term on the right side of Eq. (2.8) represents the power flowing
out of the GaAs into the AlGaAs layers. TL(O) and dTL(O)/dx are evaluated
at the boundary x = 0. We have used the fact that this power flow is Jue

only to those electrons in the GaAs with energy higher than the Al%aAs band

edge. Combining Eqs. (2.6) and (2.7), we can eliminate E_ (x) and obtain

the differential equation in terms of TL(x) only:

TN R T e T e
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5 - -1
. K - ’7
d TL(X) 22 2 Zhwo eXP(Zo “L) 1/2
2 T2 Fo- [ * Eo exp(Z.) -1 ZL
dx Sk TL(x) IPELLN L

X exp (ZL/Z) KO(ZL/Z) . (2.11)

This equation is now solved numerically with the boundary condition; TL(o)

=T m = mn, o=
o» 3nd dTy(x)/dx = 0 at Ty = T_.

To determine the quasi-Fermi levels, EF1 and EFz(x), we need twWo
additional conditions. One is obtained frem the condition j_c = 0. e
simplify this condition %o the balance of the thermionic currenis in both
directions at the in%terface. Under collision-free itransport conditions the

thermionic current j1 5, from the GaAs to the Al%ais, 1is given after

3e4nel 23] oy;

%
em rE_ .= AE-
1 2 Fl
3, = —5= (KT ) exp[_; (2.12)
1-2 2w2h3 e kTe |
The current j, , flowing from the AlGais to the 3ais layer is;
. E_ - AE
em - AE
) N 2 2 ( F2 ( 2.13)
3oy = ;—3;3 (kTL) expl — g | > (2.
m - L

wheare TL i3 evaluated at x = 0. Under steady-state conditions we hare J,

2
<

32_1. The other additional condition arises from conservation of the

total number of z2lz2ctrons, ¥ = H1 + Nz. N1 and N, are calzulatad asing the

2l2ctron temperature and quasi-Fermi level in each laysr.

Ye




3aAs with higher fielis indicates ths depletion of elecirons in *his layar

2.2.3 Results

From Zq. (2.8) we obtain the variation of elsctron temperature, T

e’

With the electric field in the GaAs layer. The result is shown in Fig. 2.3
with the mobility in the AlGaAs layer as a parameter. The dashed curve is
for bulk GaAs, with only polar optical scattering operative. This
corresponds to treating the GaAs and the AlGaAs layers independently (in
other words, u2 =0). As is well known[29,301, at an electric field of
about 3.4 kV/cm the elsctron temperature goes to infinity and "polar
runaway" occurs. Wnen the +ransport of hot elactrons 1is =:aken 1into
account, howevar, the electron temperature does not increase 2s rapidly.
The rate of increase is slower for higher mobility in the Al3aAs, because
of the larger power out-flow. This‘situation i3 quite anz2logous to the
Sunn effect[30,31] where intervalley scattering supplies an additional

energy loss mechanism[BZ].

Fig. 2.4 shows the ©position dependence of both the =2lactron
temperature, TL(x), and the TFermi level, EFZ(X)’ for -everal values of
2lectric fieli. The dashed 1line indicates the GaAs potential well of 250
meV depth. The interface is set at x = 0. It can be seen that both TL(x)
and EFZ(X) approach their equilibrium values within a distance on the orider
of 0.1 u. The small spikes in the quasi-Fermi levels which occur at the
boundary arise from the imposed condition of thermionic current balance and
from the small difference in effective masses. These spikes are of no

physical significance. The rapid decreass of the quasi-Fermi level in %2e

and hence the transfer of 2lecircus into the Al%aAs. The variation of the

fraction of slectrons in the Gads laysr with increased fisli is illustrated

‘aA a8
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in Pig. 2.5. The +transfer is larger for smaller mobility wvalues, a
consequence of the greater carrier heating for smaller mobility as seen in

Fig. 2.3. Here again the analogy with the Sunn effect should bhe noted[32].

.7ﬁ‘.,ijfr-

The current-voltage characteristics are straizht forward to calculate

from this model. The results of the calculations are shown in Fig. 2.5.
The magnitude of the NDR changes dramatically with the mobility in the
AlGaAs layer. For purposes of comparison we include in PFig. 2.5 (insert)
the velocity-field characteristics calculated by Fawcett =t al.[33] in 1370
Tor the Gunn effect. The parameter for their curves was the intervalley
Jeformation poteantial. Since no resliable data on the strength of
intervalley scattering was available in 1370, the intervalley deformation

o tential was used as a parameter.

2

[AV]

.4 Comparisons with the Guan effect

The two sets of curves in Fig. 2.5 show surprisingly similar faatures.
Actually our discussion of real space transfer almost parallels that of the
funn effect, but with two crucial Adifferences. TFirst, in our mechanism =
glectrons lzave the hizh mobility Gads laysr by thermioniz emission and are
transferred in real space to the low mobility Al3aAs layer. Ia the Sunn
effect, on *the other hand, =electrons +transfer from one valley of high -~
mobility %o another of low mobility in momentum or kx-space. Second ani -
mos3* important 1is the fact that our device charactsristiss can be
zontrolled to a greatar degree than with a device utilizing the %unn
effect. As alrealy seen in Fig. 2.5 (insert), the curves for the
effect have as 3 parameter the intervalley deforma*ion polential, which 1is -
a ma%erial property ani cannot be cshanged. The interrallay i2frmation o

. . ' 2
potential between the T and L valleys i3 now mown to be around ' x 12
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e

X

T

eV/em in GaAs[34]. On the other hand, the parameter in Fig. 2.5 for the
real space transfer process is the mobility of the Al%aAs layer, which can
ve controlled by adjusting the doping of the layer. The characteristics
can also be changed by varying other device parametars, such as the layer

dimensions and the potential barrier height.
2.2.5 Influence of material parameters on the real space transfer

The potential barrier height can be controlled by changing the Al mole
fraction of the AlGaAs. The effect of this parameter on thé
surrent-voltage charactsaristies is shown in Fig. 2.7. For this particular
set of parameters the threshold field for the onset of NDR can be varied
between 2 and 3 kV/cm and the peak-to-valley ratio between 1.3 and 2.0.
Fig. 2.3 shows the fraction of =electrons in +*the GaAs for the sane
parameter. The +transfer of elesctrons is more abrupt for the deeper
potential well, which results in larger peak-to-valley ratio as shown 1in
Figz. 2.7. This occurs because the deeper the potential well is, tne more
the elesctrons can be heated before they begin to transfer, and hence the
larzer gradient of carrier temperature results at the interface at the
beginning of transfer. 1In this electron temperature model we do not take
into account the effects of the conduction band L minima, which ars xnown
to be located approximately 330 meV above the I' minimum of GaAs[34,36]. We
have deliberately chosen values of AE such that the L minima ars above the
band edze of the AlGaAs. The effects of the L minima will bve discussed

more extensively in Section 2.3.

The layer dimensions can be varied by changing +the crystal growtn

parameters. Fig. 2.3 shows the electron temperature in the 5GaAs as 1

function of elesciric field for several thicknesses of the 3ais layers. The

21
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degree of carrier heating is smaller for thinner GaAs layers because of the
larger cooling effect of the surrounding AlGaAs layers. PFig. 2.10 shows
the effect of changing the GaAs thickness on the current-voltage

characteristics.

The lattice temperature dependence of the current-voltage
characteristics is another interesting subject[35]. Fig. 2.11 shows the
result of the calculation in the temperature range 77 ~ 400 K. In this
calculation the electron mobility in the AlGaAs layer is assumed to be
constant at 10C cmZ/Vsec. In heavily doped materials, and in particular,
compensated materials, the mobility is knowm to vary very little with
temperature[B?]. Since +the mobility in the fGaAs 1layer increases
considerably as the temperature decrsases, the larger psak-to-valley ratio
results at lower temperature. According to our calculation, the
peak-to-valley ratio improves from 1.56 at 400 X to 7.75 at 77 X. This
suggests that the experimental manifestation of the real space transfer

mechanism can be more easily realized at lower temperature.

Although the electron temperature model is Ybased on several
simplifying assumption, some of which are difficult to justify, it provides
2 Jualitative method with which to analyze +the real space <{ransfer
nechanism. The model is exact in the high carrier density 1limit. The
Monte Carlo method is easily tractable in the other extreme, i.e. the low
density limit. As will be seen the resulis obtained from both method show
surprisingly similar features {such as dependence on barrier height, AlGals
mobility, ets.). This suggests tha% these features are in faci general and

1o not depernd on the assumptions of the model.
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2.3 Monte Carlo Simulation of Real Space Zlectron Transfer

2.3.1 Introduction

Tae Monte Carlo method[}S] used in ftransport theory is based on a
computer simulation of the carrier motion of an individual electron in an
elaectric field. Physical quantities of interest (such as drift velocity)
are obtained as proper statistical averages among sample members of an
ensemble. The Yonte Carlo proceduré has been shown to yield a distridution
function which 1is a solution of the Boltzmann equation[33] and thus
provides a powsrful method %o solve the 3oltzmann =squatien under 3uite
zeneral conditions. It has bsen applisd with great success to the ssuly of

nigh field transport, and in particular, to the Sunn =ffect[33].

The Monts Carlo method follows a carrier experiencing successive drift
and scattering event. The scattering event and the duration of each drift
are Jatermined by random numbers. The simulation is repeated a sufficient

nunber of times to minimize statistical fluctuations.

The effectiveness of the Monte Carlo method 1lies in its simple
orinciple and its flexibility. The inclusion of various complex scattering

mechanisms, time dependence, and physizal boundaries in position space ca

ol

i

be done with minor elaboration of the algorithm. It is this flexibility
that makss the Monte Carlo method especially useful for the simulation of

real space transfar.
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2.3.2 Simulation procedure

Fig. 2.12 shows the flow chart for the Monte Carlo simulation of real
space transfer in GaAs-AlGaAs heterostructures. The quantities ?, ?, and ©
denote the position vector, the k-vector, and the enerzy of the electron
respectively. The appearance of T, in the flow chart means that a random

number uniformly distributed between O and 1 is necessary at that stage.

The 1lower right portion of the flow chart is. specific %o the
simulation of real space transfesr mechanism._ The spatial configuration is
showm in Fig. 2.13. The model assumes an abrupt potential darrier of
neight A% in +the 5GaAs. Band bending effects are neglected a3 in the

2lectron temperature model. The basic cell from x = O %0 x = i1 + 4

5 is
cyclically repeatad in the simulation. The calculation of the transmission

coefficiant is described in detail in Section 2.5.2.

A1l the formula and material constants necessary fcr the calculation
of the scattering rates are given in Appendices 1 2and 2. After <he
scattering rate of each mechanism has been calculated, the total scattering
rate i3 obtained by summing over all the possible scattering mechanisms 3%
2ach value of 2lsctron energy. The probability tadle is then constructesd,
which is used in the determination of the scattering machanism. This table
contains the relative probability of each scattering mechanism a%t esvery
value of elactron energy. The to%al scattering rate is stored in memory in

the form of the slope and the intercept which linearly intzrpolates the ra

ot
W

D

between two neighboring energzy points. This table of the slops ani %1

intsrcept is usead in the lookx-up scheme to calculate the %o%tal scatari

&

rate at an arbitrary electron energy[}?]. The integration
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1 1
; -T—E-,")— dt (2.14)

~/O

is performed by using %the trapezoidal rule with 2 time step which is 1/10

th the average drift time.

The simulation begins by releasing an electron with thermal energy
from the center of the GaAs well and in a randomly selected direction. The
electron then undergoes scattering interactions. The scattering mechanism
considered 1in the calculations[64] include acoustic phonon scattsring,
optical phonon scattering, ©pi2zoelsctric scattering, 2quivalant 2and
non-eguivalent intervalley scattering, ionized impurity scattering, and
random potential alloy scattering[?}] in the AlGaAs. In some of the
simulations only polar optical scattering and intervalley scattering in the
GaAs and ionized impurity scattering and polar optiéal scattering in *he
AlZaAs ars usad to minimize the computer time. This does not affect the
essential features of the results, since these scattering mechanisms are
the most dominant ones. Some comparisons w#ill be made between these iwo
cases in the next section. In all of the simulations only the T (209) and
L(111) conduction bands are considered for %aAs, and only the T {000)

conduction band is considered in AlGaAs.

A typical simulation consists of approximately 100,000 to 250,000
interactions %o obtain accurate velocity estimates. The averags irift

velocitiss in the indiviidual matsrials and the average velocity in the

[oy
4]
t
[}

. . : f2al
rostructures ars calculated using standard velocity estimasors 33!.
or the ohmic range [in the 3aAs 2% low fisli ani in the low-mobility

A13aAs) the diffusion 202ffizisnt i3 calzulatel first from 1 maximum

.
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likelihood estimate:
2
< (y -v4t)” > =2t (2.15)

where 73 is the Arift velocity, and t is the duration of sampiing. Then

the Zinstein ralation is used to calculate the mobility. This method has

been found to reduce the uncertainty in the calculated drift velocity at

low electric field[40,41].

2.3.3 Results

5

ig. 2.14 shows an example of the elsctron trajectory in real space
for low (2 kV/cm) and high (5 kV/cm) electric fields obtained by the Monte
Carlo method. The narrow region between two lines represents the 3ais
laysr, whereas the region outside are the AlGaAs layers. At low elsctric
field (2 kV/cm) the electron stays inside the potential well as it drifts
along the well, since the average eleciron energy (~ 0.06 eV) is much
smaller than the potential barrier height (0.2 eV). The mean free path of
scattering for this electric field in undoped GaAs is approximately 600 8.
Therefore the 2lectron is reflected by the interface mors often than it is
scattered by a phonon. In our simulation we have assumed a specular
reflection at the wall with no loss of velocity in the field direction. 1In
reality the interface scattering may play an important rols in determining
the mobility in the GaAs potential well. When the electric field is high
(5 kV/cm) the electron gains enough kinetic energy (~ 0.17 eV) so tha® it
can be acattered out %o the AlZaAs layer 2s shown on the right side of
Fig. 2.14. Since *he =2lzactron mobility in the Al32As is much lower, the
elsctron moves amuch slower in this laysr, and the mean free path is much

shorter. Thers i3 a possivility, of course, that the zlactiron will move

33
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Fig. 2.1l4. Trajectory of an electron in real space for electric fields
below and above the threshold for the real space transfer
mechanism.




back into the GaAs potential well after it moves in the AlGaAs layer for a
while. This is also illustrated in the figure. ‘When observed over a
sufficiently long time this individual electron”s motion should be
representative of 2all the elecirons in the GaAs-AlGaAs structure. This

provides a one particle picture of real space transfer.

The velocity-field characterictic of a real space transfer (RST)
Jevice obtained by the Monte Carlo method is shown in Fig. 2.15. This
3imulation has been done by Glisson et al.[64] including all the scattering
n2chanisms. For comparison the bulx charactesristics of the Gais and the
125343 uare shown. The 33As has no ionized impurities, and shows t e usual
a2t at 1 ¢V/zm.  The low-field mobility is 3000 an?/Vssc. The

x 10 19 ™’

L3213 13 3%rngly conpensatad with an impurity density of !
s : 17 =3 : ;.

r22 232ctron iensity of 1 x 10 cnm . This gives an electron

= -~.l.i1%y 27 appraximataly 500 cmz/Vsec in this material. The transport in

“o= Al73d3 remains =2ssentially ohmic for the range of electric field shown

.motna figare. The impurity density should be considered as a parameter

Yyt varying the mobility in the Al3aAs layer. In reality it may not be

nec233ary 10 3ope the laysr with this high impurity density if there is

(S 4

another alternative way to grow a low-mobility material. The Al content in
“he Al3aAs is chosen to give a potential barrvier of 0.2 eV (x = 0.18) in
the 38T isvice. The real space transfer structure shows NDR at 2.4 kV/cm

#ith a peak velocity of 1.5 x 197 cm/sec.

For comparison we show in Fig. 2.15 the calculated velocity-fielid
characteristics with only polar optical and intervallsy scatterings in the

5ads and polar optical and ionized impurity sca*terings in the AlZaAs. Ia

this case we have fewer mechanisms for energy and momentum loss. As a
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****

compared with GaAs and AlGaAs including all the scattering

_3, n=1x 1017 cm.3

b

mechanisms [64]. Here NI =1 x 1019 cm

and My = 500 cmZ/Vsec in the AlGaAs.
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result, the Gunn effect occurs at a slightly lower elactric field. The low
field mobility for GaAs and the RST device is slizhtly higzher for the same
reason. The usual  Brooks-Herring formula for ionized impurity
3cattering[27] has been used in +this calculation, whereas Glisson et 2l.
have assumed a cut-off distance for the screened Coulomb interaction. The
Brooks-derring formula gives a mobility of only 270 cmZ/Vsec for a lower
impurity density of 4 x 1018 cm'3-(and the same free electron density of 1
X 1017 cm‘s). The reason for the discrepancy is that for very high dopings
the average distance between impurities becomes smaller than the Debye
screeniag 1istancs. As a result, the Brooks-HYerring formula (which only
considers an isolated impurity) overestimates the intsraction. For the
analysis of real space transfer, however, this discrepancy is irrelevant
because the characterisztics are deternined mainly by the mobility. As lonz

18 the mobilities are similar, the two results are expected to be similar.

3

Tiz. 2.17 shows the relative numbers of elecirons in *he Gais and the

4
14

Al3ads layesrs using the same parameter values as sﬁown in Tig. 2.15.
can be seesn %that even for fields well above threshold a substantial
fraction of electrons ramains in the 3ads. These residiual ela2cirons in the
GaAds layer might hinder the application of this mechanism to switching
devices since they constitute a considerably large current in the "off"
state. The ratio of electrons in the two materials can bde improved,
however, by reducing further the mobility in *he Al%ads. In Tig. 2.13 the
20bility is reduced to about 30 cmZ/Vsec by increasiag the impurity lansity
to 1 x 1020 cm-3. In this case less than 10 % of the elactrons remain ina
the 3aAs at 3 kv/em. The peak velocity of 1.5 «x 197 on/sec, thrashold
field of 2.3 %xV/em, peak-to-valley ratis of 1, ani a negative mobility

. . 2 n
magnitude abova threshold of greater than 1 x ok sm~/Isec ars very
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Fig. 2.17. Relative occupancy of electrons in GaAs and AlGaAs versus
field for the same parameters as in Fig. 2.15 [64].
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attractive parameters for Gunn-type device considerations. On the other
hand, if the AlGaAs mobility is increased, a substantial number of
electrons remain in the GaAs. Now the transport property of the structure
is determined by both the 3JaAs and the AlGaAs. This is illustrated in
Fig. 2.19 for an AlGaAs mobility of 4000 cm2/Vsec. The curve shows the

saturating characteristic and a peak velocity of 2 x 107 cm/sec with very

- small negative resistance. This illustrates the possibility of
artificially creating the velocity-field characteristics using a layered

heterostructure.

As in the elsctron temperature modsl it is possiblzs %o study the
’*Q effects of changing various device parameters with the Monte Carlo

simulation. For examvole, the effect of varying the potential barrisr

&

height (Al mole fraciion) is shown in Fig. 2.20. Although the peak

velocity increases with the barrier height, the magnitude of the negative

oot

differential resistance shows a maximum for a barrier height of about 0.2
1 eV. This result should be compared with the one obtained from the electron
{? temperature model (Fig. 2.7). Fig. 2.21 shows the effect of changing the

layer dimensions. By increasing the ratio of the AlGaAs and the GaAs laysr

width +the peak velocity decreases whereas the peak-to-valley ratio
increased. The larger peak-to-valley ratio results from the larger
fraction of electrons in the AlGaAs as shown in Fig. 2.22. Again,
Tig. 2.21 should be compared with Fig. 2.10 from the electron %*esmperalure

nodel.

So far we have not mentioned tne effects of L valley in the 3ads. The
L wvalley is known to be located approximately 92.33 eV above theT

minimum[34,36]. If the barrier heizht, AE, is close to this enrgy, it is
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possible for some of the hot electrons to transfer to the L valley of 3aAs
rather than %o the AlGais layer. This is illustrated in Fig. 2.23 whicn
shows the relative populations of the T and L valleys in the 3aiAs and
AlGaAs for the parameters used in Fig. 2.16. With this set of parameters
(AT = 0.2 eV) approximately 20 % of the electrons are transferred to the L
valley at 3 kV/em. If the band edge of the AlGaAs is aligned with the
location of the L valley (AR = 0.33 eV), the effect is expected to be
larger. The result of this calculation is shown "in Fig. 2.24. Now more

than 40 % of slectrons transfer to the L valley. This figure also shows

+

that the transfer to the L valley is slightly mors efficiant than re

W

1

5

space transfer to the AlGaiAs layer. For the real space *iransfer mechanism
%o be dominant, the barrier height should be lower than . 0.25 eV. The
effect of the L valley in the AlGalds is expected to be very small, since

the electrons in the low mobility AlGads will not heat up as much.

The Monte Carlo simulations also provide the distribution function by
setting up an energy histogram[}B]. Fig 2.25 shows the distribution
function sampled at the GaAs side of the interface. At lower fislds (.1
xV/cm) the curve is almost a straizht line indicating that the distridbu%ion
is approximately Maxwellian. As the field 1increases, however, a
significant structure appears above 0.2 eV which corresponds %o the
conduction band edge of AlGaAs. Since the mobility in the Al5aAs layer is
much lower, the AlGaAs elactrons 4o not heat up as much as those in the
3aAs laysr. These cooler electrons can be transfered back %o +the 7Zais
layer causing 2 bump in the 4istribution function. It is aiso noizd that
the effective electron temperature (inverse slope of the distridution
function) is smaller at higher energies dus to these zoolsr elscirons from

the Al7aAs. This situation ia juites analogous %o that in the Zunn 2ffect,

46




T | — | T I '
- °
d, =4000 A
80
?E ........
S L N et
o
860
>
Q
c
=
540
(]
[
@)
20
' —_—""—’-—‘
O _nL";.-—’T | | | , '
0 2 ~ 4 5 8
Field (kV/cm) -

Fig. 2.23. Relative occupancy of electrons in the T and L valleys of
GaAs and AlGaAs versus field for the same parameters as in
Fig. 2.16.




oo

x
.-

o~

-
1
)

8

-------

L | | I | !
- dy=400A
{" 100} ——— GaAs Total d2= 4000A .
= AE=033eV
= —_— ~—
- qC_) 80 5 \\\ ' N
3 : T
™ W *-—-'
(eb]
- =
‘ > 60 B —
O
c
O
S R
8-) 40 B —_— <l n
,/
”
/,,
GQAS L /, .’.-—""""—.
20F ,/’ ”.——“" x
Ve =" (Al,Ga)As
,,/" ,.-—“"."
C)L____.“m--u==!‘=:"”°“ | 1 ] 1
O 2 4 6 8
Field (kV/cm)
LP-1728
i! Fig. 2.24. Relative occupancy of electrons in the T and L valleyvs of GaAs

and AlGaAs versus field. All the parameters are same as in
Fig. 2.20, except AE = 0.33 eV.

pu - . R S i dn o . A P




T o T a
L;=400A L2=4000A
AE =200 meV
Ni=10® cm™3 in(Al,Ga)As-

P4t

1071

Distribution Function

8kV/cm
S

\
... \
\
e \
;;. lCTZ [~ ‘ l ‘

O &

: \
: \
N \
3 1 \ L | 1
#9 0 0.2 04 06
& Energy (eV)
o
r_ Fig. 2.25. Distribution functions for electrons in the GaAs at the
{ GaAs-AlGaAs interface.
o
—
b
b el




T

T

"

Wwhere coolsr electrons from the low-mobility L valleys cause a bump in the
iistridbution function in the T valley {compare Fig. 2.25 with Fig. 3 of
Ref. 33). Also, the degree of the deviation from the straight 1line
indicates the degree of validity of the electron temperature model, which

is discussed in more detail in the next sectiom.
2.3.4 Comparisons with the electron temperature model

As seen in Fig. 2.25 the distribution function can be considerably
non-Maxwellian at high electric fields. In this case the electron
temerature model, which assumes a single carrier temperature in the 35aAs,
is not adequate. N¥oreover, the electron temperature model is based on more
assumptions (such as the existence of the quasi-Fermi level) than the Monte
Carlo simulations. The most fundamental difference between the two models
is that .the donte Carlo method 1is a one particle simulation without
zarrisr-carrier interaction being taken into account, whereas the electron
temperature model assumes strong carrier-carrier interaction which yields
the Maxwellian distribution. This results in a differsnt power flow rate

as is explained below.

In quite general situations the diffusion of energy can be
accomplished in +two different ways. The first 1is by actual carier
transport. When a carrier ﬁoves, it takes its energy (kinetic energy) with
it, thereby resducing the total energy left behind. The other is by the
thernal iiffusion[42]. This i3 due to the elsciron temperature agralient
and is analogous %0 conventional thermal 1iffusion of gas particles in a
temperature gradient. These two 2ffects can bve easily demonstraszadi for
one-dimensional case by aultiplying the Bolizmann 2quation {33. (2.3)) vy

the enerzy and in%2grating. One then obtains[i2,437
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3T 2
InE) _ + dE 3 *Te | j (tED)
==L =7 F+n(=)y + 24 i ) 2
3t JF+ncE = K 3% te e (2.16)
wnere « is the thermal conductivity of the el2cirons given by
K = 2nkBD. (2.17)

3. (2.16) is the usual powsr balance equation with %two additional terms
(inside the trackets) due to the inhomogeneity of the system. The first

arria

term represents the thermal diffusion, and the second tern the

(@]
ry

3

>

ot

transport effect. 1In the electron *temperature model both of these effec

(0]

are 1included. In the Monte Carlo simulation, however, only carrier
transport is included, since thermal diffusion is a many-particls effect.
Prom these arguments we can speculate that the power flow out of the 3ais
is larzer in the electron temperature model than in the Monte Carlo @ethoi.
This speculation is born out by the comparison in Fig. 2.26, which shows
the valocity-field characteristizs from the two models using the identical
set of parameters. The Monte Carlo simulation shows a large negative
differential resistance, whereas the elsctron %omperature model result
doesn”t even show velocity saturation. 1In reality the characteristic is
expected to be intermediate between the two, which one is closer depends on

the carrier density in the system.

2.4 Two-dimensional Effects

2.4.1 3ize quantization

In both the elsctron tsmperature model and the Monte Carlo simula‘ion
#2 have considered layar dimensions of typically 400 R or larger %o avoid

the complexity arising from two-diimensional 2ffects. ‘hen the laysrv
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dimension is comparabls to the DeBroglie wavelength of a carrier, bound

states are formed and the energy levels become discrets due o the

tu r restriction of the carrier motion in the direction normal to the layer
(referred to as the z-direction in this section). The energy levels {for a
infinitely deep well) are then given by[44]
3 2
he,
E=E + Lo + kD (2.18)
X y
2m
2
h™ran
B, = —3(17) (2.19)
2m ‘7z

where Lz is the layer thickness. Bach value of En is connected to 2

continuum of levels, called a2 subband. In GaAs-AlGaAs hetsrostructure this
quantum size effect {QSE) is expectad to appear for layer dimensions below
500 2[44]. The gquantization of carrier moéion can also occur at the
': 3aAs-A1GaAs in%terface due to band bending[45,46}. Zlectrons or holes in

such a system can be considered as two-dimensional. The modification of
scattering rate due to this two-~dimensionality and its influence on the

real space transfer mechanism are discussed in the next two sections.
2.4.2 Polar optical scattering in two dimensions

Polar optical scattering is the most dominant scattering mechanism a*t
low energies in GaAs. We show here how the two-dimensional effects modify
the scattering rate of +this wmechanism. Other mechanisms have Dbeen
considered by Hess[23]. There is also a considerable amount of work on
two-dimensional scattering in connection with silicon MOS inversion

layers[47-49]-
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For polar optical scattering we assume that the phonon modes are
three~dimensional, since the GalAs and Alx:‘,a1 xAs are chemizally similar,

espacially for a small value of x. We then start with the HamiltonianiSO]

=5 & T _ -igr 2.20
Hel—ph % . (ae ae ), ( )

> . . \
where q 1is a three-dimensional phonon vector, ag and a”> are boson

operators, and C is given py

2 1
) eh wo(l 1 3 (2.21)
C HTav e Eg/ o

W2 only consider the ground state for the elesciron whose wavefunction is

giren by
! (2.22)

- ->
wnere X, and r, denote the componenis parallel to the intsrface, L is the
layer thickness, and A is the interface arsa. We can then calculate the =t

matrix elsment >f the slactron-phonon interaction:

M=(k" N+1IHel_ph1k, Nq) . (2.23) —
Assuning 9L ¢ 1, we obtain, for the phonon emission,
~
2 |
PIERR (2.24)
q

The total scattering rate is calculatedi as




nEr e n-viwfv -

EARRERS e SO
S L

2
2.2y (N+1)J—C—2L—<3(a++-e +hw )
T z q k-q k
(2.25)
2
--zh—“ V3 da”dq (N+l)—££l—2<§(€_>_>—s +hw )
(2m) q,*+q k-q k

Performing the 4, integration with q, << k,, we get! 23]

L_ (___—)ff dqd¢ (T\I
T 8me

#here upper and lower signs correspond to phonon absorption and emission,

i - ¥ 2.26
+ 5 ) 8( Sletq e e ), ( )

Nlr—'

-> > -> -
respectively, and the notation has been changed ( k,~ k, anl g, > g Y. To

find an explicit expression for T, we perform the integration over the
5-function[51], and obtain:

7eE \I fﬁ/z dé

——— o e e+ = e

h
T f‘——'/ w
ab 2m*E \fcos ¢ + -——EO

2eE N 1 R
o.q '

= hw K hw 7
\/zm*E’ \/l +_._o. "‘\' /l +__E_9_/3‘

(2.27)

for phonon absorption, and




2 de
L 2eE0(Nq+l) ; e
Tem J 2m*E / hwo\ 2
R - sin 8
SR
T he
2B WD) ) e (2.28)

P (A% E
J 2m*E N

for phonon emission. In these expressions Eo is the effective field
strength for GaAs (see Append. 1), and X(x) is the complete elliptic

integral of the first xind.

In PFig. 2.27 these results are compared with the polar opiical
scattering rats in +three dimensions. As seen from the figure, the
two-dimensional scattering rates are considerably higher (for both phonon
emission and absorption) than in the three-di@ensional case for any
2lsctron energies. An enhancement of polar optical scattering rate’ has
been experimentally verified by Holonyak et al.[SZ] using photopumped

multiple quantum-well GaAs-AlGaAs heterostruc tures.
2.4.3 Influence on the real space transfer mechanism

The enhancement of the polar optical scattering rate alone is expected
to increase the threshold electric field for NDR onset by a2 factor of 2 at
room temperature[s]. It is rather difficult, however, to assess all the
effects of two-dimensionality on the real space transfer mechanism becauses

of its complexity. Tor a realistic device, we should take in%o account the

axistence of subbands. The enerzy 1levels of these subbands can b

[('}

calculated wusing 42 wvariational principle[53,54] or a self-consistans

ne*hod[SB]. The intarvallay and %the polar optical scattering rates mus’ be
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obtained including those subbands. It is then possibls to calculate the
transport property in the +two-dimensional system using the =2lz2ctron
temperature mod21{55], or the Monte Carlo technique[56]. The transition
from two to thrse dimensions is necessary at the elsctron energy equal to
the band edge of AlGaAs to account for the real space transfer mechanism.
The Qquantization at the GaAs~AlGaAs interface due to band bending[46] is

irrelevant to the real space transfer, vecause when the carriers become hot

they are no longer bound at the interface.

2.5 Miscellaneous Tffects

2.5.1 3Band bending

n

[\
(4]
r—‘
@D
(¢}
(3
2}
Q
=)

Band bending effects have been neglected both in +th
temperature model and the Monte Carlo simulation for the sake of
simplicity, although it is possibdle to include these effects in the Youte
Carlo simulation in the form of a position-dependent electric field. The
actual potential profile iﬁcluding band bending is schematically shown in
Fig, 2.28. The electric field created by the ionized donors tends to
attract snerzetic electrons and pull them from the GaAs into the Al3aAis.

Hence, it 1is expected %o enhance transfer out of the well and impeile
transfer back into the well. An exact treatment to calculats the band .-
bendinz should employ a self-consisteant method[SB] to account for the
rearrangement of the elactrons. However, a rough estimate can be 3iven

rather easily if we neglect two-dimensional =ffects and assume a1 uniform

carriaer distridbution (valid only for small band bendinz).
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Using the deplation approximation{3], we obtain (Fiz. 2.28)
e .2 (2.29)
by = ge Ypl2
and
_ e 2 _ e (2.30)
bp =gt < Ml o

where n is the carrier density in the GaAs. Here we have used the rslation
_ ’ (2.31)
n = NDLZ/Ll |

at the start of the transfer. In order to have 2ll the electrons in the

3aAs layer before the real space transfer, we want to nave

w2<AE—(EF—E‘.C)-w1 . (2.32)

EF—EC

kBT

Using I3s. (2.29) and (2.30), and n = Ncexp(

) , We can rewrite this

inequality as

T N, L
2 8¢ “s D2,y _roi . (2.33)
L, <eND(AE- S lnNcLl) oLy

If we replace the inequality by the equality, we can find the maximunm

allowable lay=r dimension to have all the electrons in the GaAs.

6

Assuming L2/L1 =5, ND =1 x 101 cm'3 and AE = 0.25 ev, we obtain L

1
= 240 %, L, = 0.12 4, and y, = 25 meV. In order to have low-mobility
AlGalds, the layer must be doped higher than 1 x 191 cm-s. Then the bani
bending effect is certainly not negligibla. By utilizing zompensa%ion

doping of the Al%alds, the mobility can bYbe lowered without 1large band

bending effects. In any case, to obtain a more re2alistic picziure of the

oo
[T




real space transfer mechanism, band bending effects should be examined in
the Monte Carlo simulation. Tunneling through the barrier may also be
significant for largze band bending. Furthermore, in stead of trying to
eliminate the band bending effects, there might be a possibility of charge

storage device utilizing this effect.
2.5.2 Transmission coefficient at the interface

It is well known[57,58] that when an electron c¢ollides with a
potential step, either reflection or transmission may occur with finite
orobability. Therefore, 2%t the GaAs-AlGaAs interface some electrons are
transmitted, whils others are reflectead during +the *ransfer. Wu and
Yang[59] have calculatad the transmission coefficiesnt across heterojunction
interfaces taking into account the difference of effective masses on the
two sides of the junction. Their <{reatment is not correct, however,
because the effective mass concept 1s not valid at an abrupt potential
step. A more rigorous calculation has been done by Osbourn and Smith[60]
using the empirical tight-binding approximation. Their result, as compared
with Wu and Yang”s r2sult, is shown in Fig. 2.29. The figure shows the
transmission coefficient at the interface as a function of elactron energy
for a wave vector perpendicular to the interface. Osbourn and Smith”s

result in terms of wave vectors has been replotted using the relation

. (2.34)

Their calculation gives asmaller transmission coefficisnt than obtainei oy
e - . . . -
#a  and Yang“s calculation as pointed out Dby Prlce’b1]. In actual

heterojunctions the interface is no* atomically abrupt, but is gradel ovar
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more than 15 & even for MBE grown heterojunctions(62]. This compositional

grading has ©been shown to increase the transmission coefficisnt

slightlyl53].

Glisson et al.[64] have compared a classical transmission model and

m > the quantum-mechanical transmission using the formula by Wu and Yang in the

Monte Carlo simulations. In the classical model, the transmission
- :'_ coefficient is a step function, being unity at the conduction band edge of
E‘ the AlGaAs. Within the statistical error of the simulation they have
:_': observed no substantial differences in the results between these two
’ transmission models. If the results by Osbourn and Smith are used, there
,-,__ may be a small difference. Intuitively, the inclusion of the
|

quantum-mechanical transmission is nearly equivalent to slightly incrsasing

the barrier height in the classical model. In any case, the effect is

expected to be small.
2.5.3 3tatistical fluctuation

Due to the small layer dimensions, the statistical fluctuations of the
electron density and the impurity density might be substantiall65]. For
example, if we assume L1 = 400 R, N1 = 4 x 1018 cm'3, and the device area
of 100 uym by 100 pym, the total number of electrons will be ¥ = 4 x 104
electrons, which is rather small for a total number of carrisrs. The
average distance betweeﬁ electrons in this case is 100 K. For the
impurity density, we take L, = 2000 &, ¥, = 2 x 10'7 ™, and the same
device area. Then the total number of impurities in the AlGaAs is 4 x 197,

The average distance between impurities is 170 %8,
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9f course, this problem can be circumventsad by utilizing many stacksd
laysrs. By the YBE technique, for example, it 1is possible to grow more

than 100 stacked layers{44].

2.6 Switching Characteristics

When considering the application of the NDR mechanism to microwave and
switching devices, one of the most important questions to ask is how fast
loes the mechanism occur , or, how fast does it respond to the applied
electric field. We first consi\;ier the transfer time of the electrons from
the 5aAs into the AlGalAs layer. Under collision-free transport conditions,
the transfer is due to the thermionic emission curren%, which is given

byl 28] (see Eq. (2.12))

jj_p = en e ' expi- —— (2.35)

Wwhere n, is the electron ‘demnsity in the GaAs, and AE is the potential

barrier height. Comparing Zq. (2.35) with

1 1
- =i, = = - = (2.36)
eL1 1-2  dt Ti22
gives the time constant Tl 5 as
2
™
(M AE
Tip = (kT J Ly exp/kT > (2.37)
L e \"e
3ubstituting the 4ypizal values, 4% = 0.2 eV, kTe = 0.17 eV, and L, = 130
2, we zet Ty o= 4.8 x 10"3 sec, which is an attractively short fime

Since the time required for heating of the elsctrons is much larger v 5 %

e dhon s Bt - -~ P _ e P PP Sy L. |
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10712 3ec) than T , the switch-on time is limited by the heating of

1-2
carriers.

Depending on the impurity density in the AlGaAs layer, the transfer

time from the AlGaAs to the GaAs .fiter switching off the electric field

will be limited either by diffusion (high density) or by thermionic
emission (low density). For the diffusion limited case, the situation is
similar to charge transfer in charge-coupled devices, where electrons move
by diffusion from one gate to another of.lower potential energy. Using
this analogy, we obtain the transfer time,T2 L from the AlGaAs to the

Yads, given byl 5,66 ]

- 2
4L2
Tou1 T T2 0 (2.38)
T D
'_. wiere D is the diffusion counstant in the AlGaAs. This formula is valid
only as long as the diffusion concept applies, and mean f{ree path for
phonon scattering, )\ph , is smaller than L1 . If )‘ph is longer than L.l , the
C probability of an electron being captured in the well is reduced by L1 '/Aph'
Then we have
4L§ A h
. T = —=<P1 (2.39)
2-1 2
m DL1

For typical wvalues such as L1 = 400 2, L2 = 2000 %, Aph = 1006 2, and D

uszL/e = 10 cmz/sec, we obtain Ty " 4 x 19°'"1 sec. Tnis give an

egtimate of the switch-off time for the diffusion limited case.
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If the transport is collision-free, the time Ty can be estimated in a

similar way as for T1-2" We then obtain
eN L,m
c 20 ‘e¢p (2.40)
T = expi i ’ *
2-1 A*Tim* KT

where A" is the Richardson constant (120 A/cmsz), m' is the effective mass
in the AlGaAs, M, is the free electron mass, ¢ is the potential created by
the donors in the AlGaAs (wz in Pig. 2.25), and N, is the effective density
of states in the AlJaAs. If we 2assume e¢/kTL = 2, we obtain To_j = 2.2 x
10-12

sec. Therefore the switch-off time is also determined by the cooling

time of electrons in the Gals.

Of course, these numbers only give rough estimates of the transfer
time. A more rigorous calculation can be done by 2 transient Monte Carlo
method[67] including the real space transfer mechanism. It 1is also
interesting to compare the real space transfer time and the transfer to the
L valleys, and observe the relative population as a function of time,

especially for a large potential barrier height (AE ~ 0.3 eV).

An example of an actual device configuration for a switching device is
shown in Fig. 2.30[68]. The GaAs and the AlGaAs layers are contacted
separately, so that voltages can be applied independently to the two
materials. Such structures can be realized using the MBE technique. There
#ill be a negligible current in the AlGaAs until an appreciable fraction of
electrons are emitted from the 5aAs. Fig. 2.31 illustrates this switching
effect calculated by the electron temperature model. The electric field to
the AlGaAs is kept constant at 12 kxV/em. The GaAs and the AlTalds currents

can be switcned on and off by the electric field applied %o the 3ads laysr.
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Fig. 2.31. Switching characteristics of a real-space transfer device. The

GaAs and the AlGaAs layers are contacted separately. The
electric field to the AlGaAs layers is kept constant at

12 kV/em. Each layer can be switched on and off by the applied
field to the GaAs layer.
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The dotted curve is obtained in the case of 20 thermal conduction.
Fig. 2.32 1illustrates another aspect of the switching characteristics.
Here the same elactric field is applied to both the GaAs and the AlGaas
layers. The figure shows how the current in the AlGaAs increases as the

field increases with *he AlGaAs mobility as a parameter.

The possible problems which might be encountered in the application of

the real space +ransfer mechanism ¢to switching devices include the

remaining electrons in the GalAs, 2and the existence of +traps at the
interfaces and in the AlGaAs laysr. ©Electrons remaining in the 3ais layer

abors threshold field cause a large power consumption. Traps cause the

loss of carriers and/or slower switching speed.

2.7 Summary

In this chapter we have described the mechanism of real space electron
transfer which can occur in GaAs-AlGals neterostructures. A negative
differential resistance results from the transfer of electrons from 1
high-mobility GaAs region to an ad jacent low-mobility AlGaAs region under
the influence of a high electric field. The mechanism is analogous in many
respects to the Guan effect, except that the device characteristics can be
controlled primarily through doping densities, layer thicknesses, and the
Al mole fraction in the AlGaAs. We have analyzed the mechanism using two
different methods, the e2lectron temperature model and the Monte Carlo
simulation. Both methods clearly illusirate the degree of control of the
device charactesristics. Some comparisons have also been maide between the
two models. The electron tempsratur2 model has been shown to give a larger

power flow to adjacent layers than the Monte Carlo simulation.

69

i

PRy ¥ Rpe)

N - - y Y I U G W Ty ihahands “*-‘“‘M




PP
H S Py

mobility as a parameter.

g I T ) ; ] | I —— S x 1
3 S| L1=01p, Ly=1p
> | AE =250 meV _
< 1000 500
. 5 2
5 | 3000 cm¥ V-sec
b
L 250
O
= I -
2
= 100
RN -
I=
5 ~50
5
O l | | i | ! i !
0 5 10
Electric Field, F (kV/cm) LP-154
Fig. 2.32. Current in the AlGaAs layer versus electric field with AlGaAs
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- Two dimensional =ffects might be important in actual devices, although

« v T,

SN
3

they have been neglscted in the two methods. More work needs o be done on
this subject. Other effects, such as band bending and quantum-mechanizal
transmission have been discussed. These effects might also influence the
actual device characteristics. Especially, band bending effects should be
v - included in the Monte Carlo simulations. Switching characteristics

including the switching speed have been examined. The switching speed is

o012

estimated to be on the order of 1 x 1 sec, which is an a%tsractively

- short time for device applications.

There is also 2 possibility of enhancing the transfer-oul from the
GaAs, such as simultaneous application of an electric field and a magnetic
field parallel to the interface to divert the electron trajzctory. Monta
Carlo simulations including a magnetic field effect shoulil be easy. The
'[ . possibility of charge storage {resembling charge-coupled devices) utilizing

band‘ bending effects should also be pursued. Finally, we nots thas a
similar mechanism is important in other semiconductor devices. Tor
[: example, in silicon MOS devices hot electrons move to +the 3i-Si0
interface, causing s3ome unwelcome effect3[70,71]. In the same way,
2lectrons are emitted into substrate in FETs causing higher output

conduc tance[ 72 ].

Regarding experimental work on the real space transfer mechanism,
fv Xeever =2t al.[69] have recently carried out measuremants of the
current-voltage characteristics of 3ads-AlGals heterojunciions. They have
observed current saturation and negative J1ifferential resistance in
qualitative agreement with +the Monte fCarlo simulation 1iscussed hers.

Their results tend %o support the general concept o
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described in this chapter. In any case, there is no question <+hat hot
elsctron effects in semiconductor heterostructures will attract more

interest in the future.




3. BAND STRUCTURE DEPENDENT TRANSPORT
AND IMPACT IONIZATION IN 3aAs

3.1 Introductory Remarks

A large number of semiconductor devices depend on high-snergetic (hot)
electrons for their operatidn. Impact ionization is an essential mechanism
in the operation of many semiconductor devices, such as photodetsctors and
IMPATT diodes. At present, however, the theoretical understanding of this
effect is provided by a number of theories[74—79] which contain several
ad justable parameters whose physical significance 1is 1ot well Xxnown.
Currently the most widely used theory of impact ionization has been given
by Earaff[76]. The adjustable parameters of his theory are the threshold
energy for ionization, the optical phonon energy, the ionization mesan free
path, and the mean free path for optical phonon scattering. Although sone
attempts have praviously been made +to determine these parametars
theoretically(30,81], a “"complete" theory of impact ionization, which is
capable of calculating these quantities (and therefore the ionization rate)
from first principles, has not been developed. The main reason is that any
theory applicable at hizh electriz field {causing ionization) must abandon
the effective mass3 approximation or simple extensions using
non-parabolicity constant, and instead includz a realistizc band structurs.
The surprising success of Baraff”s theory in explaining the electric field
dependence of the ionization rats is due %o *he aijustahls parameters,
Wnich can smear out the band structure 2ffects. The inclusisn of the band
structurs in analytical solutions of %he 3Soltzmann 21ua%ion, "owever, is

impractical. It i3 also difficult %o includ2 r23listiz scatbtering

s

mechanisms. For exampls, the inclusion of bo*h small angle scattaring ani

randomizing scattering mechanisms in *the 3ame analytical framework is
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difficult, not to mention several different mechanisms. As a consequence
all the previous theories are only applicable to specific materials. For
instance, Dumke”s theory[78] is only applicable to InSb or InAs, whereas
Baraff’s[76] or Chwang's[79] treatment is only valid for  nonpolar

materials, such as Si or Ge.

As we have seen in the analysis of real space transfer, the Monte
Carlo method provides an alternative to the solution of the Boltzmann
2quation. The method can take into account a larse variety of scattering
mechanisms, and therefore, is applicable to both polar and nonpolar
semizonductors. It can calculate the juantities of intesrest such as Arift
velocity, mean free path, average electron energy without any 2 priori
assumptions on the form of the distribution function. Some attempts have
praviously been made to calculate the impact ionization rate by the Monte
Carlo me+hod(33,84], but without including a realistic baAd structure. 1In
this chapter we describe a Monte Carlo method that insludes a realistic
band structure as calculated by the empirical pseudopotential nethod[%S].
This method should provide a tool for understanding slectronic transport in
very high fields, which has not been possible with conventional methods
utilizing effective mass theory. Of course, we do not yet have all the
necessary information to perform a rigecrous calculation at such high
fields. TPor example, not much is known about the selsction rules for
scatterings at the non-symmetric points, the changes of the ionization
matrix, and the scattering rats at high energies. Because of this lack of
information, we must 3till use a simpler model than is possidle with this
sechnique. These simplications should not be consiiered as restrictions of
the method itself. As more information becomes available in the fu%ure,

the method can be improved with ease %o accomodats new information. In
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svite of the simplications, the results we obtain provide insight into how
the various parameters in previous theories are connected and into how the
band structure influences the impact ionization rate. In particular, the
method is applied %o study the electron initiated ionization in GaAas.
Finaliy the results also give us information about the accuracy of the

pseudopotential band structure at high energies.

3.2 Summary of Experimental Results

Before we discuss the theory of impact ionization, it is instructive
to summarize the availabls experimental data. Various experimental
techniques to measure the ionization rate ars described in d=tail in a
review paper by Stillman and Wolfe[B]. Their article also contains some of
the experimental data on the slectron initiated ionization rate in Gads.
Fig. 3.1 summarizes more racent data[36—901. The experimental data usually
shows a 1/E or 1/E° dependence of the ionization rate. As can b2 seen from
the figure, the data of different workers scatter almost by an order of

magnitude.

Of special interest are the results of Pearsall et al.t%?], wno
measured the slectron ionization rate with the elactric f{ield applied in
three different crystallographic directions. Their data are replotted in
Fig. 3.2. They have measured thé highest ionization rate in the <110>
direction and the lowest in the <111> direction. They have atiridbuted this
difference %o Dballistic electrons and electron ‘tunneling to upper
conduction band[39,91]. Although these data raise an in%eresting question
as to how the band structure actually influences the ionization rate, their
notion of ballistic electrons seems to be incorrsct, as is shown ia %his

work. More systamatic and reliable data are necessary to maks a3 comparison
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with theory.

3.3 Previous Theories of Impact Ionization

WOlff[74] was the first to calculate the ionization rate in
semiconductors. He applied the gas discharge theory to solve the Boltzmann
aquation taking into account the effect of electron-phonon and
pair-producing collisions on the distribution functions. The velocity

distribution function was approximated as

n (v,9) = no(v) + nl(v) cosf , (3.1)

where v is the electron velocity, and € is the angle between the velocity
and the electric field. This is an energy diffusion theory, in which the
electrons undergo many collisions when moving to higher enerzies. The
Boltzmann equation was then solved to calculate the ionization rate with

the rasult

a( F) ~ exp(-A/F2) , O (3.2)

x
(33
(]
g ]
o»
ny

is %the 2lectric field.

Shockley[75], on the other hand, argued that ionization is mainly due
to "lucky" elesctrons which completely escape phonon scatterings and reach
the threshold energy. In this streaming appréximation the distribution is
2 spikxe in the direction of the electric field. He considered the relative
probability of phonon scattering and pair production, and obtained an

ionization rate w#hose dependence on ¥ i3 given by:

a( F) ~ exp(-B/F) . (3.3)
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Next, Baraff[76,92] solved the time dependent Boltzmann =quation and
showed that his result contained Shockley’s result as a low field limit, and
Wolff”s result as a high field 1limit. His theory gives the "universal"
curves with phonon mean free path and ionization threshold energy as
parameters, which are adjusted to fit theory to experimental data.
However, it does not provide a way to calculate these quantities, nor does

it include the band structure.

Recently, Chwang et al.[79] took a different and interesting approach
using a finite Markov chain fommation. Their method is Dbasad on the
zalzculation of a transition matrix which charactesrizes the transition
probability Dbetween virtual states defined by small discrete evergy
intervals. Interesting as it is, their method is unfortunately limited by
the analytical formulations. It still requires the same assumptions as
Baraff”s theory and does not produce much moreiinformation. For example,
an assumption of a constant mean free path for phonon scattering is still
necessary. Moreover, the Markov formulation is only applicable to nonpolar

semiconductors.

Vevertheless, Baraff”s and Chwang’s theories contain some "truth"
about the impact ionization mechanism, as does Shockley”s or Wolff’s
approach. How they are related, and how they complement each other will be
clear as a2 result of the Monte Carlo calculation described in this work.
This Monte Carlo method includes a realistic band strucfure. As a result,
the orientation dependence of the impac®t ionizatior rate can be calculated

for the first time.

79

AR L.
I L] P I

7 '
Itk ot ol L

P

Cae ot
PP

e



80

3.4 The Band Structure _o_g GaAs

;‘ The band structure of GaAs has been calculated using the empirical
pseudopotential method as described by Cohen and Bergstresser[BS]. Only
the lowest conduction band has been considered. The effect of higher band
h is briefly discussed in the later sections. Advantage is taken of the

48-fold symmetry of the Brillouin zone of the zinc-blend structure[9'5]. It

' is then nece isary to examine only that 1/48 th part of the 7one indicated
J‘ in Fig. 3.3. This region is defined by the conditions:
)
3 0<k <k <k <1, (3.4)
i -z - X—- 'y —
ani
3 <
k +k +k <= (3.5)
X y z — 2

w“here all the k components are in units of 27/a (a is the lattice constant;

a = 5,64 B for GaAs). Mesh points (kx, k., k. = 0.0, 0.1, ..) are sampled

vy’ Tz

from this region, and the energy and its gradient (vélocity) at each
k-point is calculated. A total of 249 points have been sampled, with 156 .
points within wlhe sampling region. The extra 33 points outside the region

are necessary for the interpolation of energy in the proximity of the

surface of the sampling region. Table 3.1 1lists the calculated E(I) -
relation for these 249 points. Fig. 3.5 illustrates the isosenergy lines in
the cross section of the Brillouin zone shown in Fig. 3.4, with the numbers
representing the elactron energy from the bottom of the conduction band /T
point). It can be seen that the T valley is nearly isotropic, whereas <%he
X valleys are more elliptic. A similar plot of isoenergy lines in the
cross section shown in Fiz. 3.5 is illustrated in Fig. 3.7. The overall

electron energy in %this cross section is consiierably lower than in the




.....................

Fig. 3.3. Sampling region for the calculation of the band structure of
GaAs. The region is a 1/48 th part of the Brillouin zone.
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Fig. 3.4. Cross section of the Brillouin zone.
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LP-1597

Fig. 3.5. Isoenergy lines of the lowest conduction band of GaAs in the

cross section shown in Fig. 3.-. The numbers represent the
energies measured from the [ minimum.
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Fig. 3.7. 1Isoenergy lines of the lowest conduction band of GaAs in the -
cross section shown in Fig. 3.6. The numbers represent the ]
energies measured from the T minimum. 1
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cross section of Fig. 3.4. This band structure is stored in memory, and

used in the Monte Carlo simulation which is described in Section 3.5.

In the study of bvallistic electron transport in three major crystal
directions, i.e., the <100>, <110>, and <111> directions, extra k-points
have been sampled, and the E(ﬁs felation is calculated. The result of the
calculation is shown in Fig. 3.8. It is obvious from the figure that the
use of effective mass and non-parabolicity constant is not wvalid for
electron energies above approximately 1 eV in some directions. In fact,

the 2ffective mass dafined as

1 _ 1 3%E® (3.6)

goes to negative values at higher energiess.

3.5 Ballistic Electron Transport and Phonon Scattering

The term "ballistic elactrons” is used to denote those elactrons which
do not suffer .phonon scattering. This is equivalent to the "lucky"
electron notion in Shockley”s theory. Since the possible contribution of
ballistic electrons to impact ionization has been suggested[91], the
behavior of ballistic electrons has been examined using the pseudopoisntial
band structrure[94]. The study has been performed by solvineg the equations

of motion:

eF (3.7)

f=
&%
]

and
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Fig. 3.8. Band structure of GaAs.
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-> ->
where F is the applied electric field, k is the electron wave vector, E 1is
the electron energy, and ; is the group velocity of the electron. With the

-> -
initial condition k¥ = 0 at t = O, we obtain

hk = et . (3.9)

™e fisld is assumed to be constant. Egs. (3.8) and (3.9) are solved
simultaneously to express v and E as a function of time t. The results of
the calculations are shown in PFigs. 3.9 and %.10 for the three major
crystallographic directions. The electric field has been chosen to be 500
xV/em, a typical field for impact ionization. Fig. 3.9 shows the electron
velocity, v, as a function of time. The orientation dependence of the
ballistic behavior is obvious from this figure. The highest peak velocity
is reached in the <100> direction {(~ 1.1 x 108 cm/sec) and the lowest in
the <111> direction (. 0.8 x 108 cm/sec). TFig. 3.10 shows the variation of
electrog energy with time as measured from the conduction band edge. The
rate of increase is largest in the <100> direction and smallest in the

<111> direction.

In reality, however, ballistic transport must compete with scattering
processes. It will be shown by the Monte Carlo simulation that on the
average an electron can +travel ballistically for only ~ 3 «x 14'14 sec
before it suffers a phonon scattering. In the <111> direction, the
2lactron can never gain sufficient energy ballistiecally for dimpact

ionization[BQ]. In the <100> direction, the impact ionization *hrssholil

can be rzached only if electroas funnel in k-space to the nsxt higher bani
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Fig. 3.9. Variation of ballistic electron velocity with time in three
crystallographic directions of Gaas.
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~ 0.2 eV above the principal conduction band[39]. Therefore, scattering

events become crucial for the occurrence of impact ionization in +hese
D

“ [ directions.

Blectrons can be scattered to other regions of the Brillouin zone with
a single scattering event being sufficisnt to permit the electrons to reach
threshold energy. This mechanism is illustrated in Figs. 3.11 and 3.12 for
an electric field applied in the <111> direction. An electron starts at
the [ point and moves along the <111> direction. At point A {k =
EKO.S,O.S,O.B)), the energy is at the maximum for this direction, but it is
8till much less than the thrsshold energy. Subszquently, ths slactron can

- be scattered {by a phonon or impurity) to some other point in the Brillouin

zone, point B, for example. Following this scatterinzg event, the 111>
component of the electron wave vector continues to increase. However, the
i’ Wave vector points in a direction different from the <111> so that the

elszctron can now reach a higher energy. As shown in Fig. 3%.12, the

rory LA N A
. . . . .

PRI - D

AL W . . .

electron can actually exceed the threshold energy for impact ionization {.

2.0 eV).

N

This is, of course, only one example of an elsctron trajectory to show
y p R J

r

the importance of scattering processes %o impact ionization. The actual

I St an

i@y

calculation of the impact ionization rate must involve averazing of all the

Y
\

possible electron trajectories until the electron reachss the threshold

et}
e

energy. This is achisved by the Monte Carlo method which is descrived in

he 4

.
P Y
i N

the next section.
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Fig. 3.11.

(a) (110) section of the first Brillouin zone.

(b) Wave vector trajectory of electron in this plane under the
influence of electric field in the <111> direction.
Electron is scattered from A to B. Energy change in the
scattering process has been neglected.

2 . DR TP SR IR S N G

94




P, Creve v me
-

L e, SR ALY ST AT

0.5+

| | |

0 1 2 3
Time (sec)

5
x10° 14

LP-15863

Fig. 3.12. Variation with time of electron energy for the process shown

in Fig. 3.11.
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3.6 Simulation Method

o

'! The Mon%e Carlo simulation keeps irack of an 2slaciron k-v2c%tor in *he
Brillouin zone antil it reaches the threshold enerzy for impact ionization.
This is done w#with a knowledge of scattering mechanisms, scattering ratss,
and band struciure in %he whole Brillouin zone. The %{%) relation “or 2an

arbitrary k-point can be calculated in the following way. First, the

x-point is mapped inio the sampling region (Fig. 3.3) by syametry
‘ operations which consist of taking absoluts signs and the permutation of
P.

|
) wave vecitor componenis. The energy 1is then calculated Sy quadratic
i

A intarpolation utilizing the energiss and the gradisais of the surrounding 3
b . -
E mesn points. The gradient is interpolated only linearly. Avplying the o
E | 1 /->\

invarse operations on the calculated 2nergy and gradient gives the Ik}

r2lation and the gradient at the original k-point.

Yext we need to imow +the phonon scattering raias. Iieally

b

<F
W

Q

scasvtering rate should be calculated at esach k-point in o=der to %ake int
account the overlap integrall95] (see Eq. (A1.7) in Append. 1). Also, when
the initial or final slectron state Iis not on the syumetry poinis, tha -
selaction rules‘:96] become less restrictive and may give rise to additional
scattering mechanisms. Moreover, sven near the bottom of the vallsys, it

-~
is known that the scattering rates ars differsnt in the T, L, and X
valleys. 1In spite of these facts, w2 have assumed the scattering rates %o
oe isotropic {only energy-dependent) for simplicity 2ani becauss of lack of —

D

addiitional information. We hnave

'

aken the scatteriang rats as

o

central valley. This ovarestimates *‘he scatiering rate whan *he 2lactron

is in the satzllite valleys. The simplification is partly justifiad Dy she

PR SR PR ST > an 2 s fam B o - N
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higher 2energi

WL

s. Turthermore, since scastering o upper bands i3 possisla
in reality (which incrsases the scatfering rass in the satallifts valleys)

the overesstimaslon is a*%t least partly compansated.

The values of the parametsrs for the calculation of the scasiariag
rate ars the same as +the ones used in the simulaition of the r2al space
transfer mechanism, which are known to give a good fit to experimental ia:a
of the Gunn effect[34]. Below 0.33 eV only polar optical scattering accurs

in the central valley. Above 0.33 eV polar optical scattering occurs only

wisn an elactron is in %he ceniral valley i2fined arditrarily a3

]
(o]
(9%
N
=
e
~
A
(@]
(V8]

-
—
(8]
‘-
(o)
~o

¥hers she components are ia units of 27/a. Otherwise inSsrvsalley
scattering occurs. It is not appropriate %to simply extend the sczattering
rate to hizher 2nsrzies because of the comniicatsd band structurs. 3Becauss
the 1intervalley scattering ra*e is proportional 10 the density of final
states, and the density of states in the conduction band decr=ases nearly
quadratically above 1.5 eV[971, we have assumed a juadratically iecr=asing
scattering rats abova 1.5 eV. The rasultant tofal scattaring rats as a
funciion of elsctron energy is shown in Fiz. 3.13 (solid 1lin<‘. The

maxinmum scattering rate is 4.5 x 1014 seg

=

at 1.5 eV,

In the <100> direction +the thresholl state for elsciron initiatad
ionization lies in the second conduction bandf%S]. in elsctron can ftunnel
through the "pseuda-zap” (. 0.2 eV) betwesn the lowsst and the sesond

conduction 2and to reach thrashold. Yo afttzapt nMas besn malz o simulate

this %sunneling meshanism. 3ince *he tuanelinz time is estimatad o b2 on
. A ~1 r . . . . o
the order o7 ! x 12 E sec;BS,}S], and the intarvallay scathering tine Tor
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A an electron snerzy of 2.0 o7 is much shorter (< 1 x 1914 sec) than this

tunneling time, 2l2ctrons are more likely to be 3czttared before they can

B

tunnel to the upper band. Therzfare, the contribution of these *“unneli
¥ > ’

elsctrons to 1mpact ionization is expectad to be small.

The final state of the scattering ovrocess is determined in the
following way. Since polar optical scattering is dominant only at low
anergies in the ceniral valley, the usual formula (see Append. 1) with
effective mass and non-parabolicity terms is used to choose a candidats for
the final %-poin%t. The energy at this k%-point is then recalculated using

the exact bvand sitructurs to check if it is within an allowedl range

(typically 30 meV) around the final energy (for example, E+ﬁwo in %the case
of phonon absorption). If it is outside this ranze, 2 different final
state is chosen and the process is repeated until a proper state w#within the
correct enesrgy range is found. TIatervalley scatisring is known %o be
complataly raniomizingi26]. For this m2chanism, once %the final energy is

calculated, those mesh points whose energiss are within the allowsi range

are tabulated. One of them is then randomly selectzd as the final state.

Our treaiment of phonon sca‘tering processes represents a compromise

between accuracy and numerical tractability. Fo of mesh

ry
\Y
)
e
&1
,._‘
<t
P
:
o’
D
]

points, the enerzy separation bdetwsen any itwo Xx-points is finite. For
example, for our 156 mesh points this energy separation can be as large as
50 maV. The allowed energy range luring the sczat*sring mus: be largs

N

enough %0 bridgze this gap in order to assure +the continuity of the enerzy
=l =1 2

band. In the limit of infinitely fine mssh points, the 2llow2dl rangs fHr

final snergy can be infinitely small. The number 2f kx-points in 3his

enargy rangs Tor a given final ensrzy 13 proporiional to %as i12nsity of
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3tates at =2ach region of % space with *his final ensrgy. Therafore

srocadure is bvasizally correct, sinece %h2 sca%ttering rate fr d2fHhrmatisn

Lat]

potential scattering is proportional 4o *he final iensity o

The impact ionizing collision is treatad as an ailitional scas*ering
mechanism. We assume an isotropic threshold enerzy of 2.0 e/. Anderson
and Crowell[BO] have shown that the threshold energy actually depends on
the kx-vector. However, their graphical procedurs is almost impossible %o
verform in three-dimensional momentum spacs. A morzs 3ystamaiic approach
may oe possible[99]. If the threshold energy is calculatsd for =ach
kX-point, 1t can be easily included ia +*his simulation procsdure. The
impact ionization probability can be calculated from the matrix ='ement Zor
tne scresned Joulombd interaction[34,1oo,13‘]. However, rers W& us2 32
simpler model demonstrated by Keldysh{77,102] and used Dby others{???.
According to Xeldysh the ©probability of ‘impact ionization ©can e
reprasaniadi as

E-E, 2

11 i (3.11)
Ti(E) T(Ei) L Ej

wnere I is she elsctron ensrzy, 2, is the threshold enerzy, 1/ Tiai\ is the
scattering rats at ¥ = I, and P is a dimensionlass coastant which is

l’
usually much largsr than unity. This foraula is valid for semiconductors

with larze dislsctric constants. We take P as a parameter. P = 50 .

[ \
nas been us=d by Jlawang e} al.[??]. As shown by 3araff 757, ani %hen by

Chwang[7a the impact ionization ra%te does not sironzgly 3depsai on fhis

paramet2

o]

23 long a3 P i3 largs comparsd with uniity. The 2nerzy 1252ni2n22

1

of impact ionizatisn pro
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Once the scattering rate 2and the ionization oprobability are
determined, <the rest of the simulation procadurs is similar %o the ons

lescribed for the real space transfer mechanism, =xcept %that insteail of
determining the drift time by the integral (2g. {2.14)), the scattering
probability (At/t(®)) is calculated at sach time inierval, A%, and compared
#ith a random number. This is necessary because of the complicatad E(;)
relation. A%t is taken to be approximately 1/10 th the average drift time.
The simulation starts by releasing an elsctron with zero energy at tne
bottom of the central valley. The energy and the k vector of the 2lectron
are traced. ‘Wnen Impact ionization occurs, the znerzy is rsinitialized to
zero %o start 2 new history. This is justified by the £fact that the
resultant 2lectron after iﬁnization lies very close to the bottom of the
central valley[BO]. The impact i1onization =rats can b2 cdbiained Yy

averaging =ach distance that an eleciron travels until imapact ionization

oczurs ovar a sufficisnt number of icnizations. The distance, Ax, travelad

during 2ach 1rift is calculated either by accumulating a diffsrential

11

4
v

tanca, vAL, or oy 1tilizing the rela%ion

m

AE = eFix , (3.12%

Wiere AZ is th

(M

energy gained Juring the irift. The velocity v 1is

Y
calculated from +the gradient of B(k) relation.

3.7 Results

3.7.1 Contribution of ballistic elacirons

By terminating %the simulation

0

fte

s

the first scattaring the 2l2cirom
s3uffers, the behavior of ballistic 2l2c¢trons can be studiadl. 434

“aege ballisbsis elzctrons 22n%ridvuaszs o
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impact ioniza*ion. Since therz is no eleciron initiatsd threshold 3ta*e

the <100> or the <111> directionl 8S], we only consiler the <110> diractism
. 8¢] 7

)

¥e have also zhanged the thres

)

hol

L

to 1.7 eV, whizh is the correct

[ 1

anerzy
Y, D . L 3 . 1 . : . -
threshold energy in this dlrectlon[SOJ. Typizally 120,000 trials have d2en

done for each =lectric field.

The result of the calculation shows that an =2lectron travels on the
average approximately 200 2, for an average time of 3 x 10714 sec bvefore
the first scattering event. These numbers differ slightly for different
orientations. 3y counting those electrons which cause impact ionization

instead of scattering, w2 can es

ot

imate the coniridbution of ballistic

electrons to the impact ionization rate. If the same scattering rate is

Yy

used as showm in Fig. 3.13 (known %o give a 3good it to the Tunn
sffect{34]), we find no electrons {less than 2.001 %) causing impact

icnization. There may be some uncertainties in the scattering rale,

particularly in the values for the effective masses or the d2fornation

'8

tan%ial constants. To find the maximum possible contibution of ballistic

elactrons %to impact ionization, 2 smaller scattering rats has been irisd.

We have used %tne values given by Vinson 2% al.[103]: EF_T = 0.4 eV
2., 0= 0.38 ef; Dpy = 1.1 x 19 e¥/em; and D= 2.3 ¢ 107 s¥/em.

Tais gives the scatiering rate shown dy the broksn line in Fig. 3.13. This
rate is approximately half of the previous wvalue. Ysing this scatiering
rate in our calculation we obitain the rasults showm in Fig. 3.14. This
fizure 3hows the probability that an 2lsctron causss impact ioaization

prior to its 3cattering by 2 phonon 2s a functio

3
o
h
(U]
)
(0]
[¢]
or
a1
9
[}
rh
™
)]
1
=
3.
n

san b2 3een, sven at the aaximum /300 kV/am frr P =), only 0.2 % of the
"

alacirons causing impact ionization ars "ballistiz". Therafors w2 zonczlad2

that the contridution of bvallistis =2lactrons %5 impact 1isnizatiosn i3
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Fig. 3.14. Probability of ballistic electron causing impact ionization
as a function of a reciprocal electric field.
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negzlizibdly small if our prosent understanding of the scattering rats is
. . . ) \ r

correct. This conclusion negates the considerations by Capasso et al.*?l]

Who suggested that vallistic electrons give a non-neglizible contribution

t0 the total ionization rate.

These "ballistic" electrons were discussed by Shockley who called them
"lucky" electrons(75]. We have shown that Shockley™s theory gives
ionization rate that are too small. It is interesting to note, however,
that the two curves in PFig. 3.14 show the correct 1/E dependence as in
Snocklay s theory inspite of the more complicated bvand siructure and

3cattering rate that we used.
3.7.2 Transport properties and ionization rate

In the calculation of the impact ionization rate a typical simulation
consists of approximately 200,000 to 400,000 scattering avenis. Depending
on e2lsctric field this would give 40 - 300 impact ionization =even’s.
Fiz. 3.15 shows a2 %typical trajectory of the k vector in the Brillouin zone
for an elsctric field of 500 kXV/cm in the <100> direction. The solid lines
represent the drift of *the eleciron, and the broxen lines represent the
scattaerings from one =nd to the next. ‘Wna2n the k vector lies outside of
the Brillouin zone, 1t is placed back insids the zone %o the egquivalzsn?
voint. This is done by adding the appropriates rsciprocal lattice veztor to
the orizinal % vector. As seen from the figure the Adrift fime is very
3nort vecause of the high scattering ra*es a% hizher 2nergies. The elactiron

i3 {requantly scattared ovar practically the eniire 3rillouin zona.
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Fig. 3.15.

LP-1599

Typical trajectory of the electron k vector in the Brillouin
zone for an electric field of 500 kV/em. The solid lines
represent the drift and the broken lines represent the
scatterings from one point to the next.
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Fiz. 3.16 shows now the calculatsd drift velocisy convarzes as <he
number of scatterings is incresased. TFollowinz some inifial fluctuations
the velocity seems to "settle down" after approximately 2000 scatteriangs.
Therefore, 200,000 scatterings should give 2 good estimate of the 4rift
velocity. Similar curves are shown in Figz. 3.17 for the iomization rate.
Because of the limited CPU time it has not dYeen possible to taks averages
over more than 300 ionizations. However, the convergence is fairly good
after 10 ionizations. TFrom this figure <%he statistical fluctuation is
estimated to be apporoximatly 20 %. The problem of statistical fluctuation
can be overcome by repeating the simulation only for %the hizh =nargy

tail[104]. This has not been attempted ia this work.

ig. 3.18 shows the averags electron sesnergy as a function of the
2lactric field. The reason for the steseper increase beyond 12C kV/cm is
not xown, but may be rzlated to the bvand sitructure. Fig. 3.13 shows the

2l

()]

ctron mean free path as a function of electric field. In the elactiriz
fi2ld range whers impact ionization occurs, the mean free path changss {rom

2 % s 30 R, This is in good Aagraement with the e2xperimental

(o]

. . . T
iata[?,?OS] and the conventional Yonte Carlo calculatlong31]. The resason

that our calculation agrees in %his raspect with $a

14
Q
3
<
[
3
o+
pets
O
3
15}
]
i3
[
<
=
o
3

which does not incluis a realistic band structure that the m=an free

[
w

path 1s main'y deotsrmined by the average elaciron energy, wnich i3 still
small enough (. 0.8 eV) for effective mass and non-paradbolicity sorractions

50 ve sufficiant.

Tae calculatad 2lsectric field depenience of the elactron irift
valocity is shown in 2Fiz. 3.20. The Ybrokaa curve rapresenis ke

B .rs r - . -~ e
sxperimensal 4ata by Ruch and Xino 106 a% low sleciriz fiald (< 11 k7¥/am),
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scattering events obtained with a Monte Carlo simulaticn.
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: . (3) or from Eq. {3.12) (o).
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and by Housiton and 3vansg1J7] at nizh field 20 L 100 %xV/em). Th=e
agrzeman® is zood ovar she 2ntire rangs o7 2l2ctric fields experimentally

investigzatsi. The result using %3. (3.11) zives much bettsr fit than %he

-
result using the slopes of the (k) relation. It i3 suspectazd that the

o'
—
w

ccumulation of numerical arrors in the slops calculation is responsi
for the discrepancy. Theslight deviations betwsen theory and experiment a%
wizher fields are believed to be mainly due to the pseudopotential band
structurs whicn gives the satellite wvalley effective massses larger than
are usually measurad. In ®ig. 3.20 1t <can also be seen that <the
ralonlations descride quanftitatively the Tunn effect. Tais n2ans that ‘he
m2thod  can simulate polar optical scattering as well 23 intervalley
scattaring, and that the transition from polar optical scattering "low

. . . LTS
2nerzy reglon) to intervalley scattering <Thizh  energy 2

ig. 3.21 shows the calculated elactric field dependence of the impact
ionization rats in 3ais for thrze different crystal orisntations. W2 have

assumed 2 = 100. The shaded region indicat:

Ay
(4]
ot
5
o

rangs coveral by the
experimental da%ta (Section 3.2). The agreement is fair, consiiaring the
acertainty in the scattering rate at higher 2nergziss. The inclusion of
app2r bands i3 expectad to increzass  the calculata ionization rass

ntly, and thersfore to improve the fit £
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wowavar, thabt the calculasion 3hows within s*atistical fluctuations (. 20

3) no orizn%ation iependece for ihe ioinszation ra%ta. This coniradicis the
axgerimantal dasa by Pearsall =% al.[%?](?ig. 3.2). Another way to

la%e %he orian%ation dspendanca 13 by rosatiag she 2laciriz Ti2ld
dirastisn from osn2 axis Lo anokher. The rasult is shown in Fig., 3.22 for

an elaciris fiali of 10D 27/cn waan the fiald is rotasal from sha {112 %5
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Calculated impact ionization rate of an electron in Gads with
an electric field in three crystallographic directions as a
function of a reciprocal field. The shaded region indicates
the range of available experimental data (Fig. 3.1). Within
statistical error, we do not see any orientatior dependence.
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111> direction. Azain we Jdo not 3e2 any orientation dependance wi

statistical =2rvor. A solution including this rotation of the
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fieli can »e obtained only by the YMonts Carlo method.

The effect of changing the value of P has been also examined. The
result is shown in Fiz. 3.23 for the case of P = 100, 400, ani !'500 [the
different definition from Chwang£79} has been used. P = 100 in our case

corresponds to P = 50 in their paper). All the cases give practically the

[

same impact ionization ra%te. This confirms the rassult by Bargff 75

[N

an
Chwang that the ionization rate is 1insensitive %o the ionization

prooadility as long as it is much larger than the probdability of phonon

ot

scattaring.

uq

De to the naturs of the Moni2 Zarlo principla, *he calculatisn »7 the

effective threshold energy[iOBl is %trivial. Tae effective thresholl enersy

pa
U
fon
N
-t
W
o]
O]
59
v

3 *he =snargy at which impact ionizasiosn actually %akss placa.

simulatisn is shown in Fig. 3.24. The effectiva sarasholil az2rzy is n2ar
indapendent of the electric field for large values o7 F, 221 2 3liza®ly
increasing function of the fisld for smallar values of T in agrssment wiih

~ . . 1y - - . N
othersl79,109]. This also 2grees with the result 123 a2t on *he avera

snergiss, anil how imspact ionization is aciually acsonpiisnei, ws 3show in
Pizs. 3.25 ani 3.25 th2 variasion 97 2l3ctron 2nsrzy afier =2azh szattariag
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case of 500 «V/cm, the slsciron snerzy stays around 2.7 ~ 1.2 27 most >°¢
the time, but the =lactron occasionally =scapes phonon scafering and movss
up to higher energiss. In Fig. 3.25 we can see 4 . 5 spikes which rszach %0
~ 1.8 eV. TWhen an electron resaches 2.0 eV, it causes impact ionization.
We can think of these elsctrons as the "lucky electrons"” in Shockley”s
theory, anq those electrons around the average energy as the diffusing (in
energy) electrons in Wolff”s therory. However, 2s seen in the figure this
classification is-not very distinct. HEven those elsctrons in %the spikes
suffer several _scatterings before they reach the peak ensrziss. Jur
rasults, therefore, contain Shockley”s and Wolff s notions of ionizing
2lsctrons as does 3araflf’s theory, bu® under much mors gensral coniitions.

Using Baraff’s wordL76}, the notion of ballistis elzctrons by Snockley and

4iffusing 2lz2ctrons of Wolff are "complementary” in determining *he impact

ionization rate. This is due to the fact that the height of spikes (in
Fiz. 3.25) depeails on the average enerzy oFf =2lsctrons. It 1is also
important %o 1nots the difference between our ionizing =2lescirons and
Snocklay”s "lucky™ elecitrons. Shockley s "luckyd electrons start from z2ro
energy, escape the phonon scattering completely, and impact ionize. The

ionizing electrons of our result sbtart at the average energy and reach

120

ionization threshold after a few scattering =vents. Tais explains why

Shockley s theory badly underestimates the ionization ra%e. The actual
cause of impact ionization is exactly what Shockley neglected, i.e., those

alactrons which suffer phonon scattering at in%esrmediate enerzies and

continuzs uapwards in energy.

e
|




3.3 3JSummary

A Monts CTarlo simulation of hizh fi2ld transport in GaAds employing a
r2alistic band structure has been described. The m2thod has been usel fo
study the impact ionization mechanism in GaAs. The band structure of Gais
has been calculated using the empirical pseudopotential method. Partly due
to the 1lack of information and partly for simplicity, we have made
sinplifying assumptions on the phonon scattering ratss, the ionization
threshold energy, and the ionization probability. This, however, is not an
inhersnt limitation of the method. Unlike previous theoriss of impact
ioniza<tisn, the method rsquires, in principle, no adjustadbls parameisrs as

long as the Yband structurs and +the 3cattering mechanism are xmown. The

da

m2taod has provided new v

[()]

sults and incrsassd the unilersiandiang of high

£

fisld <transport and impact ionization in GaAs. The calculatad drift
velacity, the me2an free path, and the impact ionization rate are 1ia fair
agreement Witn ths esxrerimental data. The 1inclusion of the Thigher
conduction bands is expected to further improve the fit. We do not expect,
however, to obtain *he anisotropy measured by Pearsall =t al.[39]. In our
opinion this anisotropy i3 nct a conssquence of the band structure, dut is
rather causad by crystal defechts or other effects not well undersiood. It
i3 found <+hat +the con%ridbuiion of Dpallistic elacirons %o ths impact
ionization rats i3 neglizibly small. Shockley s theory, therzfore, badly

underestima*tes the ionizatio

o]

rate. We have confirned *that *the impact

ionization rats is rather insensitive to the ionizatison probadbility abore

pnonon scattaring rata. The effective therashold ensrgy =as also 221

caleulatad and discussed drisfly.
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Based on the results of *he simulation, a general discussiosn of impazi
ionzation has besn given. Ve find that typically el2cirons stay around an
average 2nergzy and axperisnce a large number of phonon sca*tesriags.
Occasionally electrons ascape phonon scattering and move up to higher
energy. Some r2ach ionization *%hreshold after a f2w scattering events.
This feature is seen in Fig. 3.23. It can be considerad as a2 combination
of Wolff”s and Shockley”s notion of ionizing electrons, but the distinction
is rather vague. The reason for the suﬁcess of Qaraff's theory is that nis
theory also contains this feature. However, because of his formulation
using distribution funcitions, +he vhysical victure is not as clear 2s in
our results. Moreover, our method includess r2alistic scaiizsring mschanisms

and bvand structurse for the ma*terial considerad.

Unlike previous theorizs of impact ionization, the present method can
in principle be applied to any semiconduc*or. The method can be used for
both polar and noapolar matarials. This is obvious from the successful
simulation of the Sunn effect, which gontains the transition from wvolar
optical scattering to intervalley scattering. The calculation of hole
initia%ted ionization rates should also be possible, although pressntly our
understanding for hole transport is not as deep as for eslaciron *iransport.
This implies a tremendous importance for understanding tae operation‘of
photodetectors[S], since their performance depends on the ratio of electiron
and hole initiated ionization rates. It should be understood that the
mathod is quite versatils in its application. A <transiant ¥on%t2 Jarls
m2tnod including +the band structurs may be us2i to invasiigate %he

orisntation depszaien:

[eh)

2f the avalanche r23ponss timet11u;. The diaclusion
of the position d2pendesncs should enabls us o stuly the 29f20% 00 the

"darg-space”" 1141,
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There ars some improvesments which should be investizatad ia the

future. Tirst of all, the upper zonluction bands, 2t least the second

n aoaduction vand, should be included in %“he simulation. This can b2 done
rather 2asily if we know (or calculat2) ths scattering rats Ddatween

differen* bands. The inclusion of tunneling is also possidle. Yext, finer

. mesh points should be used in the calculation o°f the Yand structurs to

§
3 increzase the numerical accuracy. Ideally %the maximum energy separation
betwesn any *wo points should be much smaller than the vhonon =nergy.
E‘ .- Improvament on the scaitzring rates also seems important. The sga*iering
. ratas 3hould be assiznel a*t each k point incluling the overlap in%tazrals

Wwnizh ars availadls from the hand structure calcu
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ZONCLUSIONS

ot

Two  theoretical aspects of  high fis2ld  <ransport in III-V
semiconductors have Yeen studied. One occurs in real space {real-space
slectron transfer), while the other is related to momentum space {band
structure). To understand and exploit hizh field transport, we have to
examine it in boih real and momentum spaces. Just as the band structurs
{inhomogeneity in momentum space) makes possible the transfer of elsctrons,
inhomogeneitiss in real space (heterostructures) 1lead to 1interesting
transgort ©phenomena. As for our simulation of hizh fisld transport
a%tilizing a realistic vani structurs, we feel this study is s*till in 2
preliminary stage. Our ultimats goal is to understand what an 2lactron
undergoes at 2ach point in momentum space at hizh energiss, including

jetails of the scattering mechanisms.

I would like to close this thesis work by quoting 3 s%atement by
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in particular materials is limited to regions close to the band sdges. In

the near future we should be abls %o penetrate further into %he baadis,
proceeding hand in hand with the detailed studies of band structurs now
} becoming availabls, and perhaps even contributing to *these studiss. 3Such

advances should maxe possibls a mors da2%tailed understanding of avzalanche

p.

o

t and perhaps ultimatzly of the problam that first siimulatsd iniare.  'm
-

" these studiss, dielsctric breakiown.” A siep towsrd these gnals nas teen
p

F male in *his thesis work.
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