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FOREWORD

The Proceedings contain the papers presented at the Ninth Annual
Precise Time and Time Interval (PTTI) Applications and Planning Meeting

The questions and answers following the presentations are also inc]uded'

after each paper.

This meeting provided an opportunity to exchange information on

precise time and frequency technology.

The attendees came from various

U. S. Government agencies, private industry, and universities. A number
of foreign countries were also represented.

The meeting was divided into six sessions:

I.
IT.
ITI.
IvV.
V.
VI.

Topics of Special Interest

Very Long Baseline Interferometry (VLBI)
Time Transfer Techniques

Time Distribution

Hydrogen Masers

Frequency Standards

On behalf of the Executive Committee, I want to thank all those who

contributed to the success of this year's meeting.

Special credit should

go to the Technical Program Chairman and his committee, the Editorial
Chairman and his committee, the Session Chairmen, Speakers and Authors.

g (L i

James A. Barnes
General Chairman




CALL TO SESSION

Dr. James A. Barnes
National Bureau of Standards

DR. BARNLS: Good morning. I am Jim Barnes with the Time and Frequency
Division of the National Bureau of Standards. It is my pleasure to call

to session the Ninth Annual Precise Time and Time Interval Applications
and Planning Meeting.

The main purpose of my opening remarks this morning is to handle a few
housekeeping details and then introduce the speakers for the Welcoming
Address and the Opening Comments. But first, I want to take this oppor-
tunity to call your attention to the banquet Wednesday evening. The
speaker is Professor Franz Halberg, who will speak on "Human Periodic
Phenomenon," which is a time and time interval problem and somewhat akin
to what we are doing here. If not quite as precise as we will be talk-
ing about for the next three days, i1t should be at least interesting.

I would heartily recommend that you consider the banquet.

I also want to bring up my personal indebtedness to the members of the
organizing committee who are listed in the program, and I want to take
this opportunity to publicly thank each and every one of them. I would
like to give some special thanks to a few members of the group: in
particular, Clark Wardrip of NASA, who has handled the many, many details
of putting the meeting together; and Lauren Rueger, who was the General
Thairman last year, for his guidance and assistance in helping me under-
stand what needed to be done. Also, of course, I must thank Henry Fliegel
of JPL, who is this year's Program Chairman, for putting together an
excellent program for the meeting.

llow to a couple of housekeeping details. As I am sure most of you remem-
ber, the questions, answers, and comments that follow each of the technical
papers dare recorded and transcribed into the published proceedings of the
meeting. It is important that you use a microphone so these comments get
on tape and that you state your name and affiliation so they can be attri-

buted to the right person. In this way, we can get the proper documentation
and the proceedings will go much easier.

At this time, I would like to call on the representatives of the agencies
who sponsor the PTTI meetings, and to start with, Dr. Robert S. Cooper,

Director of NASA Goddard Space Flight Center, will present the Welcoming
Address.

{
!
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WELCOME ADDRESS

Dr. Robert S. Covper
Director, Goddard Space Flight Center

Thank you Dr. Barnes and good morning ladies and gentlemen. It was my \‘
pleasure last year to welcome you to the PTTI Meeting hosted by the Naval Re-

search Laboratory as a representative of one of the Sponsors. I am very pleased '
to welcome you here this morning to Goddard as the host. This is the fourth (4) 1
time that Goddard has had the pleasure of hosting this annual meeting. As every-

one has probably become aware of by now it has become traditional for Goddard
and NRL to alternately host these important meetings.

Last year I talked briefly about some of our programs in the PTTI and re-
lated areas. We have made progress over the past year which is worthy to note.

To bring you up to date on our hydrogen maser frequency standard activity,
the four (4) Goddard built (NASA Prototype) NP type masers continue to be the
backbone of our frequency standard field work. These four (4) masers have im-
pressive field operable records. They have accumulated a total of thirty-three
(33) years of field operation and have traveled over one hundred and twenty thou- !
sand (120,000) miles to thirty-five (35) separate installations in support of vari- '
ous VLBI programs in the geodetic and astronomical work such as the ARIES,
MJS (Mars-Jupiter-Saturn) and the Goddard VLBI validation program.

We hope that the second generation hydrogen masers that we are presently l '
designing and constructing with support from the Applied Physics Lab will have
an equally impressive record. These new masers which we call NASA Research

or NR Hydrogen Masers have oscillated and are nearing final assembly and
testing.

With the NR masers, we hope to achieve the performance of our latest ex-
perimental masers in a rugged package designed to simplify field set up and
maintenance. These masers will have a microprocessor based electronics pack-

age which among other things will monitor its own performance and perform
self-diagnosis.

Work on our variable volume hydrogen masers and a new mercury ion fre-
quency standard is continuing. As you have heard us mention in the past, we hope
to achieve 10-14 frequency accuracy with these devices. I might mention that
because of some recent measurements we made with our Concertina Maser and
a new capillary bulb collimator developed at Williams College under a NASA
grant, we think we can develop field operable hydrogen masers with a line of 6.5

xix
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times ten to the ninth. This maser is presently being designed and promises to
yield parts in 1016 frequency stability.

Our new Frequency Standard Test Facility will at last be complete early in
1978. We have long awaited the completion of this separate isolated building.
This new facility, in addition to housing hydrogen masers of various designs and
configurations for our R&D programs, will contain an automatic data acquisition
system capable of intercomparing up to 16 frequency standards with picosecond
resolution. The facility will basically be used to study the long term stability,
environmental performance and accuracy of hydrogen masers under controlled
conditions.

As I mentioned we use hydrogen masers in support of VLBI work. Goddard,
with collaborators at MIT, Haystack Observatory and colleagues at J PL, pioneered
in applying hydrogen maser techniques to VLBI measurements in the geodetic and
astronomical work. Kydrogen masers of various designs are currently at use in
tracking stations, and radio astronomy stations in Massachusetts, California,

West Virginia and Sweden, to study polar motion, the structure and kinematics
of quasars and to develop VLBI techniques for subdecimeter accuracies neces-
sary to measure continental drift.

The VLBI activity at Goddard in FY-78 will include the completion of the
development of the wideband, centimeter accuracy Mark-II VLBI system. Bread-
board Mark-III system tests were successfully completed in September and the
implementation of the final system is underway. This Mark-IIT system will be

used in the planned operational polar motion/UT.1 network of the National Geo-
detic Survey.

Starting next month, Goddard and JPL will jointly construct an interim in-
tercomparison between the satellite laser ranging and the older Mark-I and
Mark-II VLBI systems for measuring transcontinental baselines between Hay-
stack Observatory, Massachusetts, Goldstone, California, and Owens Valley
Radio Observatory, California. This is part of the NASA validation program to

prove the capability of laser ranging and VLBI for measuring small crustal
motions.

Since VLBI utilizes hydrogen masers and correlates the received signals
from widely separated stations, VLBI has the potential of very accurate time
synchronization between these stations. In March 1977 the GSFC/Haystack
Observatory/MIT VLBI group and the U. S. Naval Observatory eonducted a VLB
time synchronization experiment between stations at Haystack Observatory
(Westford, Massachusetts) and the National Radio Astronomy Observatory (Green-
bank, West Virginia). The synchronizaton was found to agree to within 25 nano-
seconds with an independent synchronization by USNO traveling cesium clocks.

XX




In addition to our frequency standard work and VLBI activity, Goddard also
has requirements for very precise global clock synchronization, and we are con-
tinually looking to new techniques to meet our timing needs. As I reported last
year, in cooperation with the Applied Physics Lab and the Naval Surface Weapons
Center we were developing a time transfer receiver which would utilize the NRL
developed Navigational Technology Satellites for world wide sub-microsecond
clodk synchronization. I am very happy to report that these time transfer re-
ceivers are being implemented into our eight (8) transportable laser tracking
vans. One of the NTS time transfer receivers is on display at the rear of the
auditorium. I would like to congratulate Roger Easton's group at NRL and others
for the successful launch of NTS-2 this past summer. I know that the paper
scheduled for presentation on the preliminary results of the NTS-2 satellite should
be very interesting.

During the early to mid 1980's there will be two U.S. satellite systems that
can be used for sub-microsecond clock synchronization. These two systems are
the DOD Global Positioning System (GPS) and our own NASA Tracking Data Relay
Satellite Systems (TDRSS). I see from the program that papers will also be pre-
sented on the use of these two systems for tens of nanoseconds global timing.

Among our guests today from the other PTTI sponsoring agencies are Rear
Admiral Earl B. Fowler, Jr., Commander of the Naval Electronic Systems Com-
mand, Captain Joseph C. Smith, Superintendent of the Naval Observatory, Dr.
Gart Westerhout, Scientific Director of the Naval Observatory and Dr. Alan Ber-
man, Director of Research of the Naval Research Laboratory.

I would also like to welcome and acknowledge the attendance of the many
foreign nationals. Your presence here makes the PTTI Meetings that much more
meaningful. Goddard looks forward to continued cooperation with each of you and
this includes our friends here at home.

I think that it is significant to note that of the 34 papers scheduled for pre-
sentation, ten (10) will be presented by authors from other countries. This world
wide participation is evidence of the importance that the PTTI community and you
the attendees place on these annual meetings. I encourage to you to continue your
efforts.

I look forward to participating in the Sessions as my schedule permits and I
hope to get a chance to talk with many of you during the sessions. I thank you for
coming and hope that you have a rewarding three days here at Goddard.

Thank you.

xxi
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OPENING COMMENTS

RAdm. Earl B. Fowler, Jr.
Commander, Naval Electronic Systems Command

RADM. FOWLER: Thank you very much, Dr. Barnes, and good
morning, ladies and gentlemen. It is my pleasure to be
here at Goddard Space Flight Center this morning as one of
the co-sponsors of this meeting. I welcome each of you and
especially our distinguished foreign visitors. The Naval
Observatory, the Naval Research Laboratory, the Naval
Electronic Systems Command, the Defense Communications
Agency and the National Aeronautics and Space Administra-
tion, Goddard Space Flight Center, are co-sponsoring this
event which bring together many of the national and inter-
national agencies with responsibilities and interests in
PTTI.

It is quite appropriate that three Navy organizations
participate in this co-sponsorship. It was the increasing
speed of ships as sail gave way to steam and their need for
improved timing to improve navigation that placed the
United States Navy in an early leading international
position in PTTI.

Our illustrious Nava. Obscryvatory has from early time been
the timekeeper of the world, and much later our very
renowned Naval Research Laboratory began to play a key
scientific and engineering role as the use of PTTI became
important to communication and then later to almost all
electronic systems.

The Naval Electronic Systems Command is a late arrival on
the PTTI scene, but we now have a key role also. It among
other things contains the Navy project management for the
newest navigation system, the Global Positioning System
which Dr. Cooper mentioned, so now PTTI has come full circle.

We need your best PTTI efforts to improve navigation once
again. Just as our forefathers saw sail give way to steam,
we modern naval officers are seeing the most exciting and
revolutionary changes in our ships and airplanes, space-
craft, weapons, and command systems. Your best PTTI efforts
are needed now in more ways and in more places for more uses
than ever before. For the scientists here 1 challenge you
to put forth your best ideas, and for my colleagues the

xxiii
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engineers here we must do substantially more to‘mage communi-
cators and navigators, the data processing specialists, and
so on, the designers of these systems, understand better the
fundamental place for PTTI in their design concepts.

Since the last time I addressed this meeting, the Naval
Electronic Systems Command has grown and matured in its
assignment as the Navy manager for PTTI. We have developed
a master plan, which has provided the Navy's PTTI program
with a new system concept and program direction which will
meet the current and future PTTI requirements of the Navy
and also be in accordance with the Naval Observatory's plan
for the Department of Defense PTTI program.

The new concept for a PTTI system will provide the communica-
tion and navigation systems on Navy ships and aircraft and
stations with PTTI information from the Naval Observatory to
the required accuracy on a continuous worldwide near real
time basis via two major subsystems. These are a primary
worldwide PTTI dissemination subsystem and a standardized
local distribution subsystem.

Today the technology is satisfying the current Navy PTTI re-
quirements. However, it appears that we must continue to
improve on that technology in order to meet the needs of
tomorrow. This does not negate the need I outlined the last
time I addressed this planning meeting to encourage maximum
usage of existing capabilities, to minimize the proliferation
of PTTI equipment and systems. This need to improve tech-
nology and to maximize the use of existing systems emphasizes
the need for exchange of ideas and the dissemination of
information, which these meetings provide.

1 encourage each of you to take full advantage of this forum
to lncrease your knowledge and understanding of the problems
techniques, and capabilities. The work you are doing is so ,
very, very important.

I am certain tpat our NAJA hosts will provide once again an
enjoyable and informative meeting, and I certainly thank each

of you for your participation. and I wish you the v
for this session. Thank you very much y ery best

xxiv




OPENING COMMENTS

Captain Joseph C. Smith
Superintendent, U. S. Naval Observatory

CAPT. SMITH: Dr. Barnes, Ladies and Gentlemen. It is indeed a
pleasure to have the opportunity to address the 9th Annual PTTI Plann-
ing Meeting. I thought it would be appropriate today to give a status
report of where we have been this past year and where we intend to go
this next year in PTTI and timing matters. T have found this past
year at the United States Naval Observatory most enjoyable and stim-
ulating working in this import-zat field. During this past year we
have made advances in at least 10 separate timing matters:

1. The West Coast Loran-C chain has been synchronized and is now
directly traceahle to the U. S. Naval Observatory Master Clock.

2. The U, S. Naval Observatory Master Clock is now automatically up-
dated by computer to provisional U. S. Naval Observatory mean time.
This additionally includes a new computer system which was put into
operation in Richmond, Florida.

3. Our publications have expanded in order to better service the

many users of PTTI worldwide. There are over 1200 different organi-
zations and individuals on our mailing list for various Time Service
Announcements of which 300 are foreign. Series 4, 7, and 17, which
are published weekly, go to about 800 different subscribers. Times of
coincidence tables for the new Loran~C chain are sent out to over 400
subcribers. The new experimental series precise time transfer report
is sent out to over 200 subscribers. It contains results of satellite
and television timing transfers, portable clock trips, and Loran-C
monitoring. The experimental series 6 publication is now sent to over
100 subscribers. This series contains time and latitude observations
at Washington and Richmond and other data.

4. In the astronomical area, we are now determining UTO using new
and different PZT's. The 65-centimeter PZT number 7 has become
operational in Washington, and the 20-centimeter PZT number 6 has be-
come operational in Richmond, Florida, along with a microdensitometer
to measure plates there.

5. We have expanded our telephone service to include daily 1TV,
Loran-C, and VLF phase values. The telephone series 4 is now avail-
able on both commercial and autovon numbers.

6. In the area of satellite usage for time transfer, the U, S. Naval
Observatory has worked with the Transit Satellite Office on the com-
mercial development of a transit time recovery receiver, which will
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allow worldwide 25~microsecond time svnchronization traceable to the

U, S. Naval Observatory Master Clock. Additionally, the Naval Observa-
tory was the prime mover in obtaining the funds necessarv to build

the first GPS timing receiver,

7. 1In the area of TV, our time work has expanded to now include
Channel 11, KTTV, in Los Angeles. This station is used for distribu-
tion of absolute time traceable to the U. S. Naval Observatory Master
Clock.

8. Our portable clock trips this year have visited 5 continents.
They have gone from north of the Arctic Circle to south of the Tropic
of Capricorn. They have traveled halfway around the world, east and
west, visiting some 70 installations worldwide.

9. We have not neglected international cooperation and assistance in
monitoring various timing systems. We are currently working with 10
different countries at 11 different sites on timing matters worldwide.

10. In the area of VLBI time transfers, we have had the opportunity
to work closely with NRL and NRAO in setting up time transfer experi-
ments. These experiments, conducted with Haystack and Algonquin Park
as well as Green Bank, West Virginia, have proven most useful in sett-
ing the course for future VLBI work.

During the coming year, we intend to continue these areas as well as
push forward in 10 other areas of concern.

1. We will be working on the synchronization of the Canadian West
Coast and Alaska Loran-C chains.

2., We will develop an algorithm to compute UTC (USNO) in real time.

3. We are constructing an additional clock vault which will house
the special clock boxes developed by the University of Maryland, and
we plan to continue the applied research using the University of
Maryland team working in close conjunction with our scientists.

4. The series 16 publications will be expanded from 4 to 6 pages in
order to contain more Precise Time Reference Stations (PTRS).

5. Construction of PZT number 8

has started and will be part of our
overall astronomical instrumentat

ion system to better observe time.

6. We will begin observatio

ns with NRAO utilizing their 35-kilometer
interferometer.

7.

z The GPS time transfer unit will continue to be developed and the
rs

t operational test will take place at the Naval Observatory upon !

xxvi




receipt of the unit.

8. The Washington local distribution of time utilizing TV will be
further improved with a goal of 1 nanosecond precision,

9. We shall continue VLBI experimentation in conjunction with the
Max-Planck-Institute (West Germany) and the NRL Maryland Point facility
for time transfer.

10. We shall continue work with the Department of Defense on time
details in order to strengthen the timing capabilities and procedures
so necessary for the DoD to meet the future challenges of improved and
rapidly-increasing technology requiring precise time.

It is our sincere desire at the U. S. Naval Observatory to continue to
support the important role of timing in DoD and in the Navy. Obvious-
ly, these efforts carry over both nationally and internationally. It
has indeed been a pleasure for me to have had the opportunity to meet
many of you during this past year, and I look forward to meeting many
more of you during the coming one. Please do not hesitate to call us
on timing matters at any time. We are happy to be a part of this most
important undertaking. I am sure this meeting will once more point
out new avenues to explore and new challenges to conquer. We of the
Naval Observatory wish you well in this important collective endeavor,




WELCOME ADDRESS

Dr. Alan Berman, Director of Research
Naval Research Laboratory

On behalf of the Naval Research Laboratory, I would like to
welcome you to the Ninth Annual Precise Time and Time
Interval Application and Planning Meeting. It is a pleasure
for NRL to act as one of the Co-hosts and Sponsors of this
meeting. As Director of Research of NRL, it has been my
privilege to welcome five or six previous meetings in this
series. 1 have noted that the PTTI meeting has grown in
prestige each year. From rather small beginnings, attendance
has expanded remarkably and each year has seen more and more
foreign attendance.

In the course of writing welcoming addresses over a period
of years, I have run out of anecdotal information to use as
filler material. Therefore, I think it is appropriate that
I look somewhat seriously at the progress which has been
made by the PTTI community over the span of the last nine
meetings.

I am impressed with the progress that has been made in the
availability of frequency sources since the first meeting.
While rubidium and cesium sources were generally available
nine years ago, they have been made extremely compact,
highly reliable, radiation hardened, and space qualified.
Indeed at this moment, there are cesium sources in space in
the NTS-2 satellite. Ten years ago a hydrogen maser was a
large ungainly installation that required a team of PhD's to
act as baby sitters. There are some who claim that this is
still the situation. Actually, I think considerable progress
has been made and we are developing hydrogen masers which
will be space qualified, physically compact, and relatively
light. For those of you who get a chance to visit Roger
Easton over at NRL, I think he can show you some space
qualified hardware that has been functioning for several
years and is yielding excellent performance.
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FUTURE DEVELOPMENTS IN U.S. NAVAL ORSERVATORY
TIME SERVICE

Gart Westerhout
U. §. Naval Observatorv
Washington, ND. C.

ABSTRACT

During the next 10 vears, the U. S. Naval Observatorv will

be embarking on several new nrograms. These programs are
intended to improve the U. S. Naval Ohbservatorv clock svs-
tem in order to meet the stringent reaquirements of future
systems and to improve time transfer and monitoring tech-
niques. A descriptive review of these programs and their
implementation will be given. Thev include radio astrometryv
methods to determine UTO and polar motion and to do VLBI time
transfer, incorporation of hvdrogen massers in the clock svs-
tem, development of GPS monitoring eguipment, and additional
smaller programs.

INTRODUCTTION

The U'.S. Naval Observatorv (NAVOBSY) is charged, bv NoD directive, with
sole responsibilitv for establishing, coordinating and maintaining PTTT
capabilities. Increasingly accurate time information is needed for both
navigation and communication. Since the development of capabilities for
better accuracv takes time, the Naval Observatorv must, of necessitv,
always be many years ahead of denlovment of new svstems requiring accu-
rate time, This paper will review some of the plans to imnlement new
and more accurate methods of time determination and time transfer,

THE RADIO ASTROMETRY PROGRAM

The Naval Observatorv plans to utilize the inherentlv more accurate
information obtainable through radio interferometrv in its overall
effort” of obtaining more accurate positional reference frames. Of
interest at this meeting, of course, is the determination of UTO. The
main task of the NAVOBSY Time Service is operational: providing dailv
values of time and Earth rotation parameters. In Table 1, various
methods of determining these data are compared. The first part lists
the optical determinations for four different instruments, visual
zenith telescope, photographic zenith telescope, astrolabe, and the
NAVOBSY 65-cm photographic zenitu telescope. The internal mean errors
listed in the second column are averages over one night using the
observations of approximately 20 to 40 stars., The third column, giving
external mean errors, providing averages over manv nights. Note that




Table 1

OPTICAL DETERMINATIONS OF UTO AND POLAR MOTION

m.e. (internal) m.e. (external)

VZT + 0V20 (PM) + 013 (PM)
PZT 0v04 (PM) 009 (PM)

4 ms (UTO) 7 ms (UTO)
A trolabe 006 ov10

4 ms 10 ms
"65-cm 1'LL 0v03

3 ms

Average over one Average over

night, 20~40 stars many nights

RADIO DETERMINATIONS OF UTO AND POLAR MOTION

m.e. (internal)

35-km Interfer. + 0V01 expected
1 ms

VLBI 0002 expected
0.1 ms

AVERAGE CURRENT DETERMINATIONS

m.e. (internal)

IPMS + 0v01 (40 observatories)

BIH 0'015 (50 observatories, one month)
1.2 ms

Doppler 0012 (10-20 stations, 2 days)




in a number of cases the external mean error is larger than the internal
mean error, This is due to svstematic errors caused bv refraction
effects of a local nature which cannot be corrected for bv the standard
methods. Another cause for svstematic errors is the fact that on
different nights and in different seasons of the vear different grouos
of stars are used: these stars are tied to a reference svstem which has
errors that can amount to 0.1 to 0.2 arc seconds, and the errors are
caused to a large extent by the poor knowledge of the proper motions of
the stars. Methods are being developed to better determine atmospheric
refraction and there are extensive efforts underway to considerably im-
prove the internal consistency of the stellar reference frame. It is
especially in this latter effort that radio interferometry, as well as

optical interferometric methods, might eventually plav a very important
role.

In the second part of Table 1 are listed the expected mean errors using
two different types of radio determinations of UTO and polar motion.
The 35-km interferometer referred to is the connected-link inter-
ferometer of the National Radio Astronomv Observatorv in Green Bank, WV,
The expected mean errors are based on a limited series of observations
of a few days each of a small number of radio sources. Similarlv, the
expected very long baseline interferometric values are based on a few
experiments that have taken place in the last few vears. '"Expected",

in this context, means that, with proper care and with extended observa-
tions, it is hoped that eventually such accuracies will be ohtained on
a routine basis. 1In particular, it is hoped that development of equin-
ment especially geared to polar motion and UTO will increase the
accuracies considerably.

In the third part of Table 1 are listed the average mean errors of
polar motion and time published bv the International Polar Motion
Service (IPMS) and the Bureau International de 1'Heure (BIH). Tt will
be noted that averages over a month's observations using manv different
observatories provide approximatelv the same accuracy that a radio
interferometer can reach in a few hours of observation. Doppler and
laser ranging techniques provide approximatelv the same kind of
accuracies as expected from the 35-km interferometer. Dailyv values of
UT and polar motion to this precision are basicallv unknown. It should
be noted that 1 millisecond of time is equivalent to 1 feet. Obviously
the improved accuracy is needed for geodesv, surveying, and the phvsics
of the interior of the Earth.

The NAVOBSY, in collaboratiown with the Naval Research Laboratory, hopes
to acquire and operate the Green Bank 35-km interferometer for daily
measurement of UTO and polar motion starting in FY79.
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TIME TRANSFER VIA VERY LONG BASELTNFE INTERFEROMFTRY (VIRI)

The inherent capabilitv of a VLBT svstem to svachronize two oscillator:
at each end of a network is better than 1 nanosecond. This is an in-
herent capabilitv - it has not been nroven that this accuracv can be
realistically utilized. No svstem vet exists to calihrate or check
this value.

It is important to realize that the most accurate time transfers with
portable clocks have accuracies of aporoximatelv 25 nanosecnnds.. Tn
very special cases, using multiple trins, it is possible to obtain

10 ﬁanoseconds accuracyv. One experiment, which used an entire clock
ensemble and provided extremely carefullv controlled pressure and
temperature surroundings, claims to have maintained an accuracy,
during transport of the clocks over a period of 15 hours, of the order
of 1 nanosecond. Transportation of a clock ensemhle in this manner
may make it possible to verifv the VLBI accuracies.

In order to reach such accuracies with VLBI, all antenna svstem delavs
have to be very carefully calibrated on each end. It seems nossihle
to set up an internal VLBI svstem with sub-nanosecond accuracv, but
eventually the svstem will have to be tied to other time svstems. 1t
is dependent, therefore, on currently existing time transfer mech-
anisms, such as Loran-C, which presently provides accuracies of, at
most, 100 to 150 nanoseconds. Hopefully, more accurate continuous
time transfer techniques will be developed in the course of the next
few vears.

The advantage of VLBI time transfer is, of course, its great inherent
precision. There are manv possible locations for VLRI stations usine
existing antennas; it is relatively inexpensive to construct new
stations at the existing antennas if such are reauired: and the svstem
spans intercontinental baselines with ease. Ancther great advantage
is that there is no direct reliance for time transfer on vulnerahle
satellites, A disadvantage is that clocks get svnchronized ex post
facto; the digital tapes acquired at each of the VLBI stations have
to be transported to a central location for nrocessing. Fxneriments
have been run where the dara has been transterred via sitellites and
these will be reported on elsewhere in this volume. This technique,
of course, does give instantaneous results but denends, again, on
satellite availabilitv which is expensive.,

Requirements now demand an accuracy of 10
ronization around the globe.
type of accuracy, the Naval Observatory needs to be

time to approximately an order of magnitude better.
even reach the current
we already are re

nanoseconds for time svnch-
It is clear that in order to reach that
able to transfer
So in order to
and navigation
of 1 nanosecond.

requirements for communication
auired to transfer time to the order




[t is especially for these reasons, and because the NAVOBSY is resnonsi-
ble for this work as far as the Dol is concerned, that we are pushing so
hard towards making svstems like this onerational. We simnlv cannot
atford to remain in an experimental state for too long.

MASTER CLOCK TMPROVEMEXNT

The requirement exists for an improved operational master clock svstem.
The current Naval Observatorv Master Clock is an ensemhle of more than
20 cesium clocks interrelated via a computer. Presentlv, the computer
calculates a provisional mean and controls a real-time clock which
differs from the provisional mean bv 5 nanoseconds, on the average. A
final mean is later calculated, and the difference of the provisional
mean from the final mean can sometimes be as high as 40 nanoseconds.
‘he noise of the final mean is only a few nanoseconds. Ohviouslv,
correcting the time provided bv the real-time clock a few davs later is
a4 verv cumbersome method. NAVOBSY's goal is the calculatien of a real-
tire final mean and to have a real-time clock which differs from this
mean bv no more than 1 nanosecond. Two things are reauired in order to
reach this: (a) improved algorithms in the calculations and, (b) im-
proved oscillators in order to eliminate noise and to obtain greater
inherent stabilitv. The NAVOBSY is in the process of studving: (a) the
acquisition of a clock ensemble consisting of hvdrogen masers and,

() the feasibilitv of using super-conducting cavitv oscillators or
other high performance crvogenic oscillators. Again it should be noted
that accuracy of a real-time clock of 1 nanosecond is a reauirement
that is here now. Users come to the NAVORSY with their portahle clock
and expect accuracies of better than 10 nanoseconds: thev do not want
to later correct their time transfer from provisional to final mean
time, We need an vperational svstem with 1 nanosecond accuracv.

BYVELOPMENT OF GLOBAL POSTTIONING SYSTEM (GPS) TIME TRANSFER UNIT

'n order to utilize the GPS svstem for time transfer and clock svnchro-
nization, a single channel time transfer unit is now being developed
nd will be tested at the NAVOBSY, The unit will be availahle commer-
_iallv. The NAVOBSY will monitor on a regular basis the GPS satellite
¢locks for comparison with the improved master clock svstem which,
‘opetully, will be stable enough as a comparison standard.

¢ mparable work has been done using the Transit Satellite svstem, in
conjiunction with the Navv Astronautics Groun. To improve time distri-
hution around the world, a timing receiver was developed that can pro-
~ide time anvwhere with an accuracy of a few microseconds. This
receiver is commercially available at nominal cost, It is hoped that
the GPS receiver now under construction will allow time distribution
«everal orders of magnitude better.

'x
|
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IMPROVEMENT OF TV TIME TRANSFER

Details concerning NAVOBSY's efforts in this area are published else-
where in this volume. The TV Time Transfer svstem which has been
operational in the Washington, D. C. area for some time is now'being
implemented in the Los Angeles area as well. Currentlv, work is under
way to use this system for very precise navigation in local areas.

INCREASED LORAN-C COVERAGE

Due to the expansion of the Loran-C system, the NAVOBSY, which monitor
the Loran-C timing, will have to increase its monitoring capabilities.
Improvement in the 1006 to 150 nanoseconds accuracyv of Loran-C is not
expected as effoirts for improving accuracies are going into other
systems. The very large area of coverage of the Loran-C svstem is its
major benefit.

LASER TIME TRANSFER

A program is underwav, in collaboration with NASA, to perform an ex-
periment using the space shuttle. This svstem is the reverse of the
normal laser timing experiments in that the laser will be on-bhoard

the space shuttle and the retro-reflectors will be on the ground. The
ground stations record the time of arrival and, using the on-bhoard
clock on the space shuttle it is possible to transfer time with ex-
tremely high accuracy. In fact the accuracy expected is such that the
only method we see of checking it is by VLBI techniaques and, therefore
it is planned to mount ground stations at various VLBI sites. Of
course this will work only if we already have proven the inherent
accuracy of the VLBI system.

CONCLUSION

The NAVOBSY continues to improve its determination of the Earth's
rotational parameters as well as its master atomic clock and time
transfer techniques. It is important to point out that the various
efforts in these directions should be coordinated as closelv as
possible., All factors, whether thev be astronomical, technological,
or geodetic, influencing time and time transfer should be considered,

It is hoped that the efforts being made for closer coordination will
continue.
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QUESTIONS AND ANSWERS

LAUREN RUEGER, Johns Hopkins University, Applied Physics Lab:

You indicated Doppler measurements were only integrated for a
couple of days and you take your interferometer measurements
for a month. Is there some reason you discriminate against
the Doppler?

WESTERHOUT:
No, I didn't discriminate against the Doppler at all. I was
simply saying that typically the Doppler values that are published
are averages over 10 or 20 stations over a few days, and they have
the same accuracy as what one expects to get out of the 35-kilometer
interferometer.
RUEGER:
OQur experience has been that we get a substantially better mean
for month averages.
WESTERHOUT :

Thank you.
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ATOMIC FREQUENCY STANDARDS:  SURVEY AND FORECAST
bv

Jacques Vanier
L.aboratoire d'lLlectronique Quantique
Département de (énie Electrique

Université Laval

Mucbhec, Canada

The present paper is a concise surveyv giving the characte-

ristics (mainly stability and accuracy) of state of the art Atomic Fre-

quencv Standards. A modest attemnt is made at a projection in the fu-

ture on improvements that could be accomplished with major research and
development efforts. The reader will find well documented information
on Atomic Frequency Standards in several review papers which have been

npublished within the last ten ycars (1-7). The present paper is based

on some of these articles, and owes much to some other publications

more closely related to the question of forecast (8-10). Tt is also

based on private communications with various scientists working active-
lv in this field.

The Basis of Atomic Frequency Standards.

Basic concepts

An atomic frequency standard is a frequency generator in
which the essential harmonic motion is produced by an atomic resonance.
This resonance originates in a transition between two specific cnergy
levels of the atom in question. The resonance frequency is given by

]:2 - El

0 h 1)
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where Ez and El are the energy of the two levels involved and h is
Planck's constant. The main reasons behind the idea of using such an

atomic resonance for producing an harmonic motion are:

a) The energv difference #F = F,-F; giving rise to Y is primari-
ly a function of fields internal to the atoms and, within some speci-
fic conditions and limits is only slightly affected by external fields
or perturbations. Furthermore these perturbations in many cases can be
well controlled and calculated, and corrections can be applied to the
frequency observed experimentally. Vhen the corrections are well
known, one can retrace back from the frequency measured to the actual reso-
nance frequencv Yy of the free atom at rest. This consideration is
related to the accuracy of the particular standard. Here accuracy is
defined as the cumulative uncertainty on the frequency corrections which
must be applied to the observed frequency in order to obtain the transi-
tion frequency of the free atom at rest, divided by the nominal frequen-
cy. In practice it amounts to a measure of innacuracy, The smallest
numbers give the highest accuracy.

b) With some ensembles of atoms it is possible to obtain verv narrow
resonance lines. This is in fact related to the actual life time of
the atoms in a particular statc. The longer the lifetime of the
atoms, the narrower the resonance is and one defines a line quality
factor as

\)0

where Av is the width of resonance line, Although, in principle the

lifetime of atoms in a given state may be years, 1n practice the simple

process of probing the resonance 1limits this lifetime and a compromise

must be made between signal amplitude and linewidth, Furthermore, as
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will be discussed below, other perturbations which broaden the line are
always present in actual devices. However, the line Q's possible in
practice for some atoms are still much higher than those obtained in the
best standard mechanical devices such as quartz crystals used in preci-
sion oscillators. The line quality factor relates to the precision with
which the line center can be determined experimentally. The line quali-
ty factor relates also to the stability of the frequency standard. Here
frequency stability is a measure of the degree to which the frequency
will stay constant after the oscillator has been set in operation. In
the present article we will characterize the stability either through
the spectral density Sy(f) of fractional frequency fluctuations or |
cv(r), the two sample variance. (11)

E, - E
¢) It is also believed that v = _Z____;L, for a given pair of le-

|
-
vels 1in a specific atom, is a constant independent of time. This is ‘

in contrast with the actual rotation rate of the earth which is known
to fluctuate and quartz crystdls whose frequency is known to change ’ '
with time. The idea is fundamental and drifts observed in actual fre-

quency standards are assumed at present to be entirely inherent to the

practical realization of the standard. The second is currently defined

in terms of a particular transition in cesium, whose frequency is

9, 192, 631, 770 Hz.

Practical realization.

In order to realize an actual device based on the concepts
discussed above, several practical considerations must be examined.

These considerations actually dictate the choice of atoms which is of o
course a main point in the whole discussion.

The problem can be best situated with a block diagram sho-

wing the two possible approaches. In general one wants an oscillator
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at a g¢iven nominal frequency of, sav, 10 ‘iz to represent as well as
possible the characteristics of the atormic resonance line. Tt thus
amowts to a question of locking a frequency generator, generally a
quart:z oscillator to the atomic resonance line. This can be done in
the two modes illustrated in figure 1. Tn the active mode, the atomic
cnsemble, well prepared in a given state, emits energy at its resonance
frequency.  The quart:z oscillator is locked in phase to the coherent
signal emitted hy the atomic ensemble; one has what is called a phase
lock loop. In the passive mode, the ensemble of atoms also well prepa-
red in a given state is questionned or interrogated with a signal deri-
ved from the crystal oscillator as to what its frequency is; we then

have a frequency lock loop. Figures 2 and 3 give more details on the
two approaches.

From figure 1, it is seen that one must consider as essen-
tial processes: a) the choice of the atomic ensemble, b) its sto-
rage, c) its preparation, d) its interrogation and e) the detec-
tion of the atomic signal. These points have been discussed in some
details by several authors in various wavs., (9, 10). Tt is clear that
the process~s are not completly independent and that interaction can
exist between them. TFor exemple the choice of the atomic ensemble is
dictated by practical considerations such as ohtaining a decent vapor
pressure at a moderate temperature, the possibility of storing it in
some enclosure or forming a beam of these atoms,

a) Choice of the atomic cnsembles: As a general rule and added to cons-
traints of practicality, the AF of the atomic ensemble chosen should
be affected as little as possible by external force fields and by the
experimental set up used to detect the resonance. Another considera-
tion, of course, is also that the line width should not be affected to

a too great extent by the same mechanisms used to detect the resonance.

12




For the purpose of the discussion it is hest to look at the requirements
for active and passive devices separatly. However on a general basis,
for practical reasons, a first criterion should be fulfilled: the ato-
mic resonance frequencv should be in a usefull range in order that its
detection is not too difficult and that it can be used; for example, for
locking a crystal oscillator. This constraint has greatly limited the
choice of atoms for practical frequency standards. Of course, freauen-
cv standards exist at very high frequencies (stabilized lasers). Howe-
ver their signal frequency cannot be processed as easily as in the case
of basic standards in the microwave region. These standards exist as a
class almost by themselves and until, reliable, low cost, low comnlexi-
ty synthesis techniques are developed they will stav that wav. This

in no way, however, has inhibited research as such in this particular
sector.

In active devices, such as the hydrogen and rubidium masers,
vhere the storage principle in a bulb is used, other reauirements are
low atomic polarizability, in order that upon collisions AE and Av
arc not altered too drastically, as well as ahsence cf reaction with
other atoms used as buffer gas or wall coating of the container.

In passive devices using beam techniques, tie detection of
particles requires a low ionization potential if the hot wire technique
is used for particle detection. On the other hand if selective optical
absorption is used to detect the state of the ensemble, the transition

probability at the photon wavelensth should he hioh,
Noble gases are chemically inert but thev-have a eround

state 1SO, thus have no magnetic moment, have no hyperfine structure

and do not possess a resonance frequency in the microwave range which
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v5dmae of freguencies easily treated with present technology. On
e other had, hwiregen and alkali atoms (Li, K, Na, Rb, Cs, Fr) have
4 :$: grvarsd stase and thas have a strong magnetic moment, Their
hvwr?:zzf Troguensy s oin 3 usefull range where present day technology
DML odsv enperimental signal processing, However they are far from
Noang chemicaliv iunert. A compromise is thus made. They are either
WA AY & tean o wnder the fom of a vapor pressure contained in an
CINLUSUNY SCaled intertallv with an inert film or. imbedded in an inert
Cisvs matrin sxh as g dwffer gas. The atoms that have been most
staliad @07 e nowese of atomic frequency standard applicationg are
ToThLand G300 Treserilv hev form the core of the most documented
AT dvecnenew stumdsris. Thev have been used in different type.é of
LTTE Q0TS QLT Litive o massive, Unfortunatly their frequency
SITEMAS T ok W0t o e magmetic field present and serious orecau-
TS MST N taker o oskiell these atomic ensembles from environmental

'
’

JT mmwe otwT 2tomx o melecules have been used for fre-
JaTC ST WCEiications o lave been tried. For examle N and
Too o rremestizg Sucweteristics and Rave been used for imlm;n— f
LN RTINS dowerenow stumdards,  These will be discussed below.
WD AT e ALK deen rroposed and are presently under investiga-
Ctnm. These sow, W, Cx, Ag, 3a, Hg, Bi and others, l‘bsever the
SE-MmIIIL o These Jtms iz a given system, forms, for each one,

* UITIler ase amd st be discxssed n an individual basis. Fop
ITepuenss sTmdErs? mrlicatims 2ex peverally suffer from one of the
TRLLTITMIY mMUiime? sivwe:  pemeradlv it is the ‘frequmcy which is
T oun a el taoge., Some Qe zzms suffer from the signal detec-
T MR I wiew. Stwever, Siis o velated to the sctual experimen-



Thus the main point to remember here is that the choice of
the atomic ensemble for practical frequency standard applicatior= depends
largely on considerations related to the problem of '"usable frequency"
and this will stay true until reliable frequency synthesis from micro-
wave to optical frequencies becomesroutine work in the laboratory. On

the other hand, intrinsic atomic particularities will dictate the eipe-
rimental arrangement to be used.

b) The storage of the atomic ensemble: The atom must be stored
somewhere to be examined as to what is its resonance frequency. Here,
storage is taken in its most general sense. The most conventional sto-
rage processes are the following:

- Storage in a bulb under the form of a vapor.

. The inside of the bulb may be coated with an inert film. In that
case the atom is free to move inside the bulb and makes collision
with the wall. This nermits long observation times; for hydrogen
a tifetime in excess of one second is possible. However collisions
with the wall create perturbations in the atomic wave function, cau-
sing relaxation and an average frequency shift.

. The bulb is not coated, but an inert gas is introduced by which the
motion of the studied atoms is inhibited to some extent and can
take place mainly through diffusion, This technique is used pre-
sently in Rb and Cs vapor frequency standards (passive and ac-
tive). The buffer gases commonly used are Ny, Ar, Ne, CH4. The
atom has a lifetime limited by collision processes with the buffer

gas atoms and diffusion to the wall.

. In some cases, it is preferable to use both techniques at the same
time: wall coating and buffer gas. In this case the lifetime is

15




limited mostly by collision nrocesses with the huffer g¢as,

- Storage through drift in a heam.

In this case the storage region is the atomic beam and the interro-
gation or observation of the atomic ensemble is done at verv sneci-
fic regions in the path of the beam. A tynical example is the casc
of the NI, maser in which the beam of molecules passes throuch a
microwave cavity and emits its energv inside this same cavity, The
average storage time t is simplv the length of the cavity djvided
by the average speed of the molecules. The line width is thus of
the order of /. Another typical example is the Cs beam tube
whose observation is done at two different regions of the heam rath
in two microwave cavities. Tn this case although the observation
time in each region is short, the drift time between the two regions
\ } is of fundamental importance. Tf L is the distance between these
d l regions the effective time of storage is ~L/\ (v=atomic speed). 1t
should hi realized that this technique can Le applied at any fre-
quencies up to the visible. Since the line width, v/1, is in
principle  a constant for a given L, the linc 0O increases with
the frequency. It is also clear that this type of storage is the
one that is closest to that in which the atom is observed as a '"'free
atom". However secondary effects are alwovs nresent which affect

either the stability or the accuracy of a particular device.

- Other storage techniques.

There are other storage, techniques possihle like those used in ion

traps, in which the ion is kept in a region of space by altermating
electric fields.

Associated with storage the main effects on frequency affecting
stability or accuracy can be, collisions with the buffer gas or the

Su——
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vessell wall, storage time (line (), clectric and maonmetic {ields,

first and second order Doppler effects, The first order NDonnler

cffect is mostly a desion problem and is eencrallv eliminated

through a suitable experimental arrangement.

¢) Preparation of the ensemble: Atoms are distributed among  the
cnergy levels according to the Boltzmann distribution law. This means
that for temperatures above BOOOK,whcre the frequency standards normal-
1v operate, all levels are equally populated even for energv differen-
ces  corresponding to the microwave region. This is of fundamental
importance for the following reason. The detection of the resonance
<ienal is done through the excitation of transitioms among a pair of le-
vels, Tt is clear that if the levels are eouallv populated, the exci-
tation of transitions has no effect on the populations themselves as
well as on the excitation ficld itself, Consequently no effect is ob-
served.  llovever if there is a difference of population between the
levels, the excitation (icld may either be cnhanced or decreased, de-
pending on the sign of the population difference. On the other hand
the atomic distribution among the levels may be altered by the excita-
tion and this effect, in a beam for example, may be detected through
proper techniques like the counting of marticles.

There are secveral methods that can be used to alter the no-
pulation of the levels. \mong those, the most common are spatial selec-
tion through magnetic field gradients (electric field gradients in the
case of molecules with electric dinole moments) and optical pumping.
Other mechanisms that can be used for state selection are also snin
exchange, chemical reaction, electronic collisions, temmoral decay
from on state to another along a beam. tHowever, they are not used in
the traditional frequency standards as such, and will be mentionned at

the time of discussion of sgme particular devices.
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The process of preparation or state selection, has in some
cases profound influence on the frequency of the atomic ensemble. For
example we may mention light shifts in the case of optical pumping and
creation of magnetic field inhomogeneities in the system where snatial
state selectinn is done with magnets,

d) Interrogation of the ensemble: In order to know the actual ato-
mic resonance frequency,a signal at that frequency is used. In the
case of masers, a signal is generated inside the device which in a sense,
interrogates itself. This is the case of the H, Rb and NH3 masers for
example. Lasers fall also in this class. It should be noted that in
all these cases the signal is affected by various effects inherent to
the process of emission in the resonance structure which is necessary
to obtain maser action. This is the so-called cavity nulling effect
and it affects both accuracy and stability,

In the case of passive devices the interrogation of the
ensemhle is done also at the resonance frequencv. The atomic resonance
signal, however, is observed through particular techniques which will
be discussed below, However, here again the process of ensemble inter-
rogation has veryv profound effects on the resonance signal. It can
affect its frequency (stability or accuracy) through unsymmetrical in-
terrogating spectrum, power shift through an unsymmetrical resonance
line, a phase shift associated with cavity construction in the case of
separated interrogating regions and cavity pulling,
signal used may also cause broadening of the line whi

the ahility to find its center and consequentlv influy
and stability of the system,

The interrogat ing
ch may decrease
ence the accuracy

e} DNetection:
sign

In the case of masers, and some passive devices the
al to be detected is in the microwave range and normally a
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sunerheterodyne technique is used. Although verv efficient and sensi-
tive, the technique adds noise to the signal and decreases the observed
stability of the device. In passive devices the population difference
of the particles having made a transition is monitored. These techni-
ques are also very efficient but, of course, noise limits their sensi-
tivity. In optically pumped devices, the noise comes from the photo-
voltaic device itself or the detected light. In some beam devices the
counting of particles createsshot noise. Thus, detection in general is

plagued with the problem of noise inherent either to the detector it-

self or the signal being detected and it is a major subject of research.

Improvements in noise levels associated with detection means generally
improvements in short term stability.

Survey.

Traditional frequencv standards.

Three atomic frequency standards have known a rather inten-
sive development phase. Those are the lydrogen Maser, the Rubidium Gas
Cell Frequency Standard and the Cesium Beam Freauency Standard . Their
physical characteristics are given in table I.

shown in figure 4 along with a schematic diagfam showing the principles
of operation of the device. The maser operates between levels F = 1,
m.-=0 and F =0, m;=0. Atomic hydrogen is produced in a dissocia-
tor and sent through a selector (hexapole magnet) under the form of a
beam. Atoms in the upper state tend to focus on the axis of symmetry
of the magnet while those in the lower states have a trajectorv which
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Cegium_Beam Frequency_Standard: (19, 20, 21, 22, 23)

A diagram  showing the principles of oneration of the
cesium beam frequency standard is shown in figure 5 along with an cner-
- level diagram of the atom. The drift region between the two cavities
acts as the storage region. In the diagram shown, atoms in the F = 3,
m. = 0 rrate are those which strike the detector. Thus when the atoms,
which are selected by magnet A, are induced to make a transition from

the level F =4, m.=0 to [ =3, m = 0 in the microwave cavity,
the beam becomes populated with atoms in the T =3, m; = 0 level at

the exit of region C. The flux of atoms reaching the detector is
then a critical function of the frequency applied. The signal ohserved
is also shown in figure 5. The application of r.f. radiation at two
scparate interrogation regions allows a considerable reduction in line
width. It is in fact a function of the distance L between the two

arms of the cavity: Av= 0,65 Vp/l, where Vp  is the most probable
velocity,

The cesium heam tube, is a frequency discriminator and
must be incorporated in an electronic servo system which locks a crys-
tal oscillator to the resonance line. The spectral purity of a tyni-
cal laboratory frequency standard is given by:

NORER 1072Y¢ & 107% )

Its stability of(r) in the time domain is given in figure 7. In the
short term region the stability is limited by shot noise at the detec-
tor. In laboratory devices, a flicker floor is observed at a level of
the order of 10714 or 1ower. The accuracy is about 1 x 10713 in
long laboratory models and is limited by magnetic field, cavitv phase
shift and 2nd order Doppler effects.
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The cesium heam frequency standard exists as a nrimary

standard in several laboratories and small units are available cormer-

cially,

Rubidium vanor. frequency standard: (24, 25, 26, 27, 28, 29)

S A A A Y e s SR T e S e S s

Ficure 6 shows a diagram of the passive, opti-
cally numed, rubidium 87 frequency standard (optical package). The
hasic princinles are the follawine. Light from a rubidiim 87 lamp is
filtered hv a so called hwnerfine filter made of an ampoule containing
rubidium 85 and a buffer gas such as argon. This arrangement shapes the
spectrum of the light in such a way that a population inversion is ob-
tained in the cell which follows and which contains rubidium 87 and a
buffer gas. This cell hecomes transparent through this optical pumping
effect. If it is exposed to radiation at the proper frequency, corres-
ponding to that which is necessary to excite transitions between the
states b = 5, mp = 0 and F =2, me = 0 of the ground state, this
same cell becomes ovaque again and this effect can be detected through
a decrease in licht intensity reaching the silicon solar cell detector.
Thus, in this present case, storage is done in a cell with a huffer gas»
interrogation is done in the same region, preparation is accomplished

throuch ontical pumning and the detection of the siecnal is done with
a solar cell.

This optical package is used as a frecuencv discrimator to
lock a crvstal oscillator to the resonance frequencv. The spectral
nurity of the svstem is tvnicallv

-26 =2
S.(6) = 1077 € 45 L 10773, 5)
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and its stability in the time domain ‘s shown in figure 7. The princi-
pal factors limiting its stability arc magnetic field, 2nd order Doppler

cffects, buffer gas and light shifts. All these effects may varv in }
time depending on the environmental conditions. Furthermore, there is
generally a drift associated with the absorption cell which can be due l
to a reaction of rubidium with the glass of the enclosure. The accu-
racy of this device is not competitive with the two previous standards,

'mainly because of the very large buffer gas shift present.

The rubidium vapor frequency standard is available commer-
cially under various models,

Other well documented frequency standards. '
The physical characteristics of some other well documented l }
frequency standards are summarized in table 2. \

15NH3 maser: (30, 31)

In this maser the storage is accomplished through a single ;
prssage of a beam in a microwave cavity. The preparation is spatial i
electrostatic deflection. Interrogation is,as in the hvdrogen maser, ‘
in a cavity,and the detection is done with a superheterodyne receiver.
The short interaction time limits the stability of the maser to about
5 x 10_11 (cavity pulling). The accuracv is limited to the same value

by collisions between molecules in the beam (32). The amonia maser has
plaved a very important role in the history of the development of pre-
sently available frequency standards.

Masers using either of the two isotopes Rh85 or rh87
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have been realized, Figure 8 is a block diagram of a Rh87 maser, The
nrinciples of operation are the same as in the passive Rb gas cell, but
the cavity is designed to have a verv high quality factor and self
oscillation is obtained. Thus the storage is done in a cell with a
buffer gas, the premaration is done through optical pumping, the
interrogation is made in a microwave cavity (self oscillation), and
the detection is done with a superheterodyne receiver. The main advan-
tage of the rubidium maser is its small size and its unsurpassed short
term stability. IHowever its long term stability is limited by cavity
pulling effects and bv the same factors as in the passive rubidium gas
cell. The short term stability in present devices, is described by

oft) =1 x 10-131'_1,

and it is not believed that the flicker floor has been observed vet,

T2 _beam: (38, 39, 40, 41)

- ——

This device works essentially in the same way as the Cs
beam tube, the only difference being the atom used and the frequency
involved. The main problem in its realization has been a detection
problem. The advantage over Cs would be a low magnetic field sensiti-
vity. No work is presently being done on the device,

R beam: (42, 43)

The implementation that has been studied in some detail is
shown in figure 9. Here the only difference from the cesium beam is
the method of preparation and of detection. This is done through op-
tical pumping. One advantage of this method over the magmetic selection

could be the realization of a better homogeneity
accross the beam.

. of velocities
This could make cavity phase shift evaluation more
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rigorous. This selection method could also be used with a Cs heam.

saturated absorption_stabilized_lasers. (44, 45, 46, 47, 48, 49, 50, 51, 87)

This class of frequency standards falls in the nassive tvne,
the laser radiation beine used as the interrogation sienal eenerator
and thus being slaved to a resonance apnearing in an ahsorntion cell,
These frequency standards form a class by themselves operating at very
high frequencies, in the terahertz region, where frequency comparisons
are still an art. A schematic diaeram of the device is shown in fi-
cure 10. lere the storage is done in a cell and actual preparation is
not necessary. Due to the high frequency involved, the Maxwell Boltz-
mann law provides sufficient population difference between the levels
of interest. The molecules commonly used are CH,, I, and CO,, with
the proper laser providing the power for interrogation. The main nar-
ticularity of the device resides in the method of interrogation called
saturated absorntion. The beam of 1licht traverses the absorption cell
twice in opposite directions, pnroduces transitions and creates satura-
tion only for those atoms having no first order Doppler effect or in
other words crossing the beam at right angle. Thus, at the resonance
freguency a slight increase in transmission is observed and this is the
signal used to lock the laser to this same resonance frequencv. The
detector can be a PIN photodiode or an infrared device such as an In Sb
detector. The stability o{t) of the methane stabilized He Ne laser
is shown in figure 7 along with the traditional frequencv standards.
The accuracy of stabilized lasers is in the range of 10_11 to 10-12
and is limited by hyperfine structure, pressure shift, wave front cur-
vature, 2nd order Noppler effect and recoil effect. (52).
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;ubmillimq;er wavelenght radiation exciting the transition 3Po to
Y for instance, replenishes the 3Pllevel. Its decay to the ground
state gives an added emission of 1light which allows the detection of
the transition. The main advantage would reside in a very high line Q,
due to the 10ﬁg lifetime involved and the high frequency of the transi-
tion. Major problems reside in the generation of the submillimetre

wave for interrogating the resonance.

Ton_storage (65, 66, 67, 68, 69, 88)

~ This device is based on the storage of ions in a trap
formed by non uniform alternating electric fields without the need
of any applied magnetic fields. The stored ions do not collide with
any surfaces and storage times longer than several hours have been re-
ported for sufficiently low background pressures. If the stored ions
possess a hyperfine structure, one could then think of state prepara-

tion, interrogation and detection in the same way as in conventional
3

. passive frequency standards, The hyperfine splitting of He © has been

precisely measured and the sources of frequency offsets analysed (65).
However light ions have a large second order Doppler frequency shift
and are not suited for frequency standard applications. Heavy ions
such as mercury appear to be more convenient, The hyperfine splitting
of 199Hg+ has been.observed with a fractional linewidth of 2 x 10~ 10
and has been precisely measured. This result is attractive for fre-
quency standards application. The proposed scheme fordetection of the
resonance is similar to what is used in the passive optically pumped
standard., Light from a ZOZHg * lamp is selectively absorbed by one of
the hyperfine components of the 199Hg+ ions, The hyperfine transition
at 40.5 Gtz is thus detected by the change. in the intensity of the re-
sonance fluorescence. One main difficulty in this technique resides
in the low signal to noise ratio available due to the low ion density

at which the trap operates.
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The basic idea behind the operation of this device is the
same as in the operation of the hydrogen maser, except that it is ope-
rated in the passive mode, A microwave signal is used to interrogate

tho ntoms stored in a contod bulb and the offoct of tho atomic transi-
tions on the interrogation signal is used to lock a crystal oscillator
to the atomic resonance. In one version, the modulation technique used
is one in which the intensity of the beam is altered, Otherwise the
system works in a way similar to passive frequency standards, The main
advantage is the reduction of the effect of cavity nulling through the
possibility of using very low 0 cavities since the oscillation condi-
tion does not need to be satisfied, lowever the wall shift nrohlems
remains and should be the principal 1limit to the accuracy of the device.

This is one of the simplest versions of an atomic frequency
standard and is based on one of the oldest ideas. The storage is done
in a cell and the full Doppler broadened absorption line is interroga-
ted. The states are not prepared and for the absorption, one relies
on the Maxwell Boltzman distribution law of the populations among the
levels. The microwave absorption is detected through standard techni-
ques and a ¢rystal osc1llator is locked to the atomic resonance 81g'na1.
The accuracy is low (~10" ) and the stability is given by

o(c) = 6x 107101

with a flicker floor in the 10~ -10 range, The main purpose
lization of a small, rugged, fast warm up device.

is the rea-



This is a class of devices in which a laser is stabilized
through its interaction with a resonance frequency that can exist in an
~atomic beam as shown in Fig, 11. In this case the atoms which are used
as a reference for stabilizing the laser can be considered free in the
same sensc as in the passive cesium frequency standard. Several imple-
mentations are possible.In the simplest approach the absorption of the
laser light by the atomic beam is detected and is used as the resonance
signal for locking the laser, More recently the technique of separated
Ramsev interrogation regions has been proposed for the optiéal range,
Tn principle it should provide extremely high line 0 (101%~'1012).
This proposal coupled with the two photon absorption technique. (78, 79)
shows promises in stahility and accuracy. Atomic beams which appear
to attract much attention are calcium, bismuth and iodine.

IFurecast
- - — ]

Traditional devices

Figure 7 and equations 3, 4 and 5 give the present state
of the art stability of the three most documented and most utilized
frequency standards: H maser, Cs beam tube, Rb gas cell, An analy-
sis over the past years shows that the stability of these devices, espe-
cially in the long term region has been increasing continuously, Better
understanding of the physical processes involved and of the sources of
noise has provided a basis for a better design of the devices them-
selves, The H maser has now passed the 10-15 level in the 10,000 se-
“cond region and it appears that the limitation is still a question of
cavity temperature control and magnetic shielding, It is thus proba-
ble that with some reasonable effdrt, further improvements will be rea-
lized, 1t should be mentionned that the order of magnitude of

29



stability mentionned here is not common laboratory practice, Care
should be taken in the transfer of this kind of stability to quart:z
crystal oscillators, It appears that onc must be extremely cautious
about time varying phase shifts being generated in the detection com-
ponents, However it is not unlikely that through better cavity design
and magnetic shielding and through improved detection systems a flicker
floor betow the 1071° level would be observed. The laboratory Cs beam
tube has reached a level of flicker floor of the order of 7 x 10-14.

Iﬂ the short term region, better stability'could be achieved withﬂmore

intense beams but this could affect the lifetime of the device. ;

The accuracy of the hydrogen maser is still limited at the
time of writing by the wall shift, to about 2 x 10'12. This is two
orders of mégnitude worse than any other uncertainties related, for
- exemple, .to the magnetic field determination or cavity tining, It is
not possible at this time to tell exactly what kind of improvement we
can hope for. However there is intensive work being done on wall coa-
tings and bulbs with variable geometries. It appears that operation at
a temperature close to the point where the wall shift goeé t&kzero may
be a proper avenue of research. The accuracy of the léBOratory cesium
beam device has passed the 10713 level, The.main unCerfﬁﬁﬁiiésﬁérew
originating in the magnetic field and the cavity phase”éﬁiffs. One
problem lies on the non-uniform distribution of velocifieS‘across'_
the beam. This makes the actual evaluation of the cavity‘ﬁhase shift
difficult., It is possible that through homogeneous state preparation
a better evaluation of the cavity phase shift could be"dbné.‘:Peoplé
working in this field believe that an accuracy of 1 x 10'14‘cah.effec-
tively be achieved. These comments are sumarized in thbie~4”a16ng |

with some nrojections on the rubidium gas cell device, "The numbers in

circles are the author's evaluation of the possibility ‘that!

‘tion will be realized, 0 me¢dhing no confidence at dil‘éﬁ'miéﬁéﬁning
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certainty. This .evaluation is based on many intangible factors and is
centirely subjective, '

Weight and size: The hydrogen maser has been reduced considerably in
size during the last several years and it appears that further reduc-
tion could be realized by using cavities in the TElll mode (80). Pre-
sent state of the art masers occupy a #olume of the order of 100 liters
and weigh 45 kg. In the case of commercial cesium beam frequency stan-
dards it appears that further progress in size and weight could be
gained through a reduction in size of the tube.but with a parallel de-
gradation in stability and accuracy. On the other hand it appears that
further improvements are possible in the field of passive rubidium fre-
quency standards. The optical package is gaining more and more in sim-
pliCity and the use of integrated circuits and modern technology has
made péésible real gain in size. At present, units 2 liters in volume
and weighing 2 kg are available cormercially.

Other devices.

The other devices or techniques which appear most promising
are the hydrogen beam device, the ion storage technique, the magnesium
beam device and atomic beam stabilized lasers using optical Ramsey reso-
nance techniques. The hydrogen beam storage technique has proven to be
feasable and reports on its stability are most encouraging. The tech-
nique-will also élldw an easier;determination of the wall shift than
in an actual maser. The ion storage technique has made some progress
but it appears that serious problems are still encountered at the S/N
level. Work is in progress to solve this problem (81). In the case
of the magnesium beam proposal, the problem of generating an interro-
gating signal at the resonance frequency appears to be important. Ho-
wever efforts are being méde with infrared lasers in this direction and we *
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FIGURE CAPTTONS !

Figure 1. The two basic versions of atomic frequency standards., The

continuous paths apply to the passive mode, while the dotted
paths apply to the active mode.

Figure 2. Block diagram of the phase lock loop commonly used to lock ;
a crystal oscillator to a maser signal. 1

Figure 3. Block diagram of the frequency lock loop normally used to

lock a crystal oscillator to the atomic resonance line. ' &

|

!

Figure 4. Schematic diagram of a hvdrogen maser, ' I \

Figure 5. Schematic diagram of the cesium beam tube used in passive

cesium frequency standards and using the separated Ramsey %
cavity technique,

Figure 6. Schematic diagram of the optical package used in the passive
rubidium 87 frequency standard. In some practical devices
the isotopic filter is removed and natural rubidium is used
in the storage cell, ‘'lixtures of isotopes can be used in
the lamp to reduce the light shift.
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Figure 7.

Figure 8,

Figure 9.

Figure 10.

Figure 11.

Time domain frequency stability of the three traditional fre-
quency standards: I maser, Cs beam frequency standard and
passive Rb gas cell. The stability of the methane stabilized

laser is also shown for comparison.

Schematic diagram of the optical package of the Rb maser.
This is similar to the diagram of figure 6 except for the
detection of the resonance signal. Here the cavity Q is
high enough to permit oscillation and the signal is detected

with a superheterodyne receiver.

Passive rubidium beam frequency standard using optical pum-
ving for state selection and detection.

Schematic diagram of a saturated absorption stabilized laser.
Basic concepts used in the stabilization of a laser with an

atomic beam. (One version is shown and several other imple-
mentations can be thought of,)
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should expect results soon (82). Finally the two photon ahsotption
technique coupled with the separated Ramsey interrogation techniaue
appears to be extremely promising. In fact a line 0 of the order of
1012 is projected and appears realistic (83). These projections are
summarized in table 5 along with projections on some other devices

which were examined in this paper.

Frequency synthesis.

As was mentioned earlier, stabilized lasers form a class
by themselves which has no easy connectionwith the traditional frequen-
cy standards such as the Cs beam frequency standards. Until reliszble
synthesisg up to the frequencies encountered in the laser stabilization
field, becomes a common laboratory technique, a gap will exist between
the traditional standards and the stabilized lasers, and these last
devices will have limited use. However research on this subject is being
done in some laboratories. (84, 85). Presentlvy it is possible through
the use of several lasers and point contact metal diodes, to mix up and
synthesize frequencies up to a corresponding wavelenght of 1.5 u. (86)
However, this still remains somewhat of an art and intensive work is
required in this direction if substantial results are wanted.
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CRITERIA FOR THE SELECTION OF ATOMIC CLOCKS
IN SYSTEMS APPLICATIONS

Gernot M. R. Winkler
!'. §. Naval Observatory
Washington, DC

ABSTRACT

Increasinag numbers of time ordered electronic
systems envision the use of atomic clocks as
their central or remote station time-freauencv
T/F) reference. The selection of one of the
commercially available devices is not often a
clear and simple matter but reauires a good
compromise between performance (given as spec-
tral purity of the output signal or as fre-
guency stability in one of the accepted
measures), environmental sensitivity (maagnetic
field, temperature, pressure, etc.), relia-
bility, maintenance requirements and price.
After a brief discussion of the fundamental
concepts, as pertinent, the specifications

of the different types of clocks will be re-
viewed and examples for actual selection and
rationales discussed.

LITERATURE

Hellwig, H., "Freguency Standards and Clocks", NBS T™N 616,
March 1974,

Hellwig, H., "A Review of Precision Oscillators", NBS TN
662, February 1975.

CCIR Study Group VII Document Number US - 7/107, 1978.

(Informal Remarks — Paper not Published)

FRECEDING PAGE BLANK-NOT F1LMED

-\ N

59




A REVIEW OF METHODS OF ANALYZING
FREQUENCY STABILITY

James A. Barnes

ABSTRACT

Extensive research over the past years has provided a
model for the description of frequency instabilities of
clocks and osciilators. This model consists of the
superposition of three distinct parts: (1) random, non-
deterministic fluctuations described as noise; (2)
long-term, systematic trends or aging; and (3) fluc-
tuations induced by environmental sensitivities of the
oscillator or clock. The random part of the model
includes noises which have presented certain mathematical
problems. These mathematical problems are partly
responsible for the creation of numerous techniques of
analysis, but these techniques have neither produced
substantively new models nor have they added insight
into the physical origins of the random fluctuations--
some of which remain obscure. The purpose of the
measurement process is to estimate the levels and kinds
of instabilities present in a given device--that is, to
quantify the model. The mathematical analysis used is
merely a means toward this end, and it is important to
retain this perspective. Fortunately, there are rela-
tively simple means of analysis which are also commonly
used--the two-sample variance and the power spectral
density.

Crucial to any measurement are the intended uses of the
resu.t. This includes the levels of accuracy and
precision needed, as well as the intended application.
For example, one may wish only a relative comparison
between two oscillators; and, thus, absolute accuracy
(as opposed to precision) is of no interest. The
specific application intended for the measurement will
often influence the form in which the final quantified
model is reported.
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I. INTRODUCTION

r reviewing the con-
t appears to be a custom, nowadays, to haye.a pape .
ieptgpof the measurement of frequency stabllyty at confe(ences dealing
with time and frequency. Consistent with this tfend, this paper has
been prepared at the request of the program committee.

aps one of the most useful aspects of review papers is to provide an
z§;2a2ce into the literature of the field being rev1ewed._ In the case
of frequency stability, there is really a great deal published; and.lt
is with some difficulty, now, that anything new can be added--especially
in review papers. In order to provide entrance into the literature, four
specific papers are cited here. The first two reasonably cover the tech-
nical subject prior to about 1973. The next two papers are excellent
review papers on the subject and are more current:

[1] Barnes et al., "Characterization of Frequency Stability," IEEE
Trans. on I&M, Vol. IM-20, No. 2, May 1971, pp. 105-120.

[2] Lesage and Audoin, "Estimation of the Two-Sample Variance with
a Limited Number of Data," Proceedings of the 31st Annual Sym-
posium on Frequency Control, 1977, pp. 311-318.

[3] Rutman, "Oscillator Specifications: A Review of Classical and
New Ideas," Proceedings of the 31st Annual Symposium on Frequency
Control, June 1977, pp. 291-301.

[4] wink]er, "A Brief Review of Frequency Stability Measures," Pro-
ceed}ngs.of the 8th Annual Precise Time and Time Interval (PTTI)
Applications and Planning Meeting, Nov. 1976, pp. 489-527.

Not only are the last two excellent review papers, but they also provide

rather extensive bibliographies covering the more important publications
in the field.

The present paper attempts (in a rather tutorial vein) to review the sub-
ject of frequency stability mainly from the viewpoint of Operations
Research (OR), with the hope of developing an intuitive understanding of
the concepts and operations. Those who prefer the more mathem:tical
approach are referred to the above-cited references. Thus, it is by

intent that detaijled mathematical calculations ar i
possible in this paper. @ avolded as far as

IT. MEASUREMENT AS AN OPERATION

Figure 1 is a somewhat simplified diagram of measurement operations.

In any measuremgnt, one begins with some idea about what one wants to
measure. That is, one has a model in mind




ot —

In the case of a measurement of the acceleration due to gravity, for
example, one assumes Newton's laws and assumes that g is reasonably con-
stant. In the case of a voltage measurement, as another example, one
assumes that a volt meter will not unduly load the source and that the
meter covers the range of expected voltages. A1l of these underlying
assumptions are part of the modeling process, and it is important not
only to make the assumptions but also to document them.

In the case of frequency fluctuations of clocks and oscillators, rather
comprehensive models already exist and are discussed below to some sig-
nificant extent. Thus, it is not necessary to invent new models to
begin the measurement process--they are aiready well documented. On
the other hand, a researcher might be able to improve our understanding
substantially with new models, but research is often a separate field
from straightforward measurements. The emphasis of this paper is to
review present measurements and not to discuss the opportunities for
research to produce or evaluate new models.

Based on the model assumed and the equipment available, one designs an
experiment to evaluate the model. If the experimenter is wise, he
will also design his analysis of the data at the beginning.

If one is performing a measurement, there is some aspect of the model
which is unknown. In the above-mentioned example, concerning the measure-
ment of the acceleration due to gravity, the parameter g of the equation

S =1/2 gt2 was to be determined by experiment. It was assumed that the
object accelerated uniformly, and only the constant g was to be deter-
mined. That is, g was an undetermined parameter of the model.

In the case of the measurement of frequency fluctuations, the typical
models consist (among other things) of the superposition of several dif-
ferent noises. The levels of each of these noises are not normally
known in advance. That is, the noise levels are undetermined parameters
to be estimated in the measurement operation.

This leads us to what I think is an important definition: A measurement
is an operation designed to estimate the numerical value of a model pa-
rameter. Thus, without a model, no meaningful measurment is possible.
Given a model, many measurements often suggest themselvas. For example,
when Newton suggested that every particle in the universe attracts every
other particle in the universe with a force that is prnportional to
etc., etc., one can immediately set about measuring that constant of
proportionality, big-G. Without the model, the experiments don't make
sense,

Based on the experimental design, one next actually performs the experi-
ment and obtains data. The data are subjected to the analysis rout1nes
which had been previously designed, and the unknown parameters of :hg
model are "fitted" to the results. One typically designs test experi-

ments to verify the functioning of the equipment and to ensure that
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one is actually fitting parameters to the osg1]1ator pe1ng me?su;eih
and not the measuring system. For example, if phe noise 1§ve tgst e
measuring system is higher than that of the oscillators un e;ts wii]
one might get good model fits to the data; however, the resu v

not be applicable to the oscillator but rather to the measureme

system.

is at this point that the researcher and the engjneer part company.
%Ee iesearcherpinto frequency fluctuations wi]! be 1nterested in per-
fecting and refining the models or gainjng insight into more fundqmenta]
models. The specific levels of noise might not be of part1cu1qr in-
terest to him, but rather the adequacy of the model in ref]ec§1ng
"reality might be more important. For example, he might be interested
in whether other models might provide a better fit. On the other hand,
the engineer who just wanted to know how bad the oscillator was in order
to decide whether or nat it was useful in his particular application has
his measurement, and he can leave the operations of Figure 1.

Fortunately, researchers have produced some rather comprehensive and

useful models which seem quite adequate to describe present-day oscillators
rather completely. This is a sign of a mature field of study. Even
though the physical origins of some of the noise components of oscilla-
tor models remain obscure, one really doesn't expect significant

revisions in the models themselves. We may gain added insight into

their origins or get small refinements; but, overall, no great changes

are expected in the mathematical form of the models.

IT1. MODELS OF FREQUENCY FLUCTUATIONS

The conventional models [1] of an oscillator begin by assuming that the

output signal, V(t), is approximately sinusoidal and can be represented
by the equation

V(t) = [V, + e(t)] sin o(t) (1)

where V_ is the nominal (constant) amplitude; (t) represents the
fluctuafions in amplitude; and ¢(t) is the instantaneous phase of the

oscillator. In particular, the phase is assumed to be represented in
the form

(t) = 2nvot + o(t), (2)

wherg Vo 1s the nominal fr
the instantaneous phase dev

equency of the oscillator and ¢(t) represents
iation from the nominal phase, 2wvot.




For the sake of compieteness and utility, it should be noted that
therc are certain restrictions on eq. (1) and (2). Stated in a quali-
tative way, these restrictions are (a) that the fluctuations in ampli-
tude, «(t), are small compared to the nominal amplitude, V_; and

{b) that the fluctuations in instantaneous frequency, 1 g% , are
small compared to the nominal frequency, Vo

2T
Mathematically, these
can be expressed in the form

e(t) << Vo ]

Normally, high-quality oscillators easily meet these conditions.

It is of value, also, to introduce certain terms which are commonly used
{ throughout the literature on frequency stability. The instantaneous
(angular) frequency of an oscillator is defined to be the time rate of
change of the phase. Expressed as a cycle frequency, v(t),

w(t) = 4 G oe(t), (4)
where v(r) is expressed in Hertz. l !

Also, the instantaneous, fractional frequency fluctuations about the
nominal are commonly defined by the expression [1]

y() = g GHEL (5)
[¢]
which, with the aid of equations (2) and (4) can be expressed in the
form
v(t) - Vo
y(t) = —s—2 (6)
0

Most models are concerned with the quantiyy y(t). Occasiona]ly,
however, one sees in the literature the time error, x(t), being
used. This quantity, x(t) is defined by the relation

K(t) = g (1), (7)
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and clearly satisfies the relation
y(t) =~ - (8)

i i i lock run from
In words, x{t) is the instantaneous time error of a ¢ K T
the oscillaiol. It is thus expected that frgquency st§b111ty measure-
ments will be concerned with various statistical functions of both x(t)

and y(t) such as power spectral densities, e.g., Sy(f).

The conventional model used to describe frequency fluctuations, y(?)z .
has three main subdivisions (see table 1): (1) random, non-deterministic
fluctuations described as noise; (2) lTong-term, systematic trends or aging;
and (3) fluctuations induced by environmental sensitivities of the oscilla-
tor or clock.

The treatment of environmental sensitivities is a rather special case and
(although extremely important) will not be covered here. In general, one
wants to minimize environmental sensitivities. The separation of environ-
mentally induced fluctuations from intrinsic fluctuations is normally
done by correlation technigques. Toward this end the transfer function
models of Box & Jenkins [5] are of value.

The treatment of systematic trends is often given short shrift. In
principle, a linear drift in frequency of an oscillator with time can

be measured with arbitrarily high accuracy. In practice, however, one
might not have the time to evaluate the model parameter with sufficient
accuracy to relegate it to the status of an adequately well-known con-
stant. This is especially true when one realizes that the random parts
of the model disturb the accuracy with which the systematic parts can

be determined, and that an error in the frequency drift term, for example,
becomes a quadratic error with running time in the indicated time (or
phase) of a clock. Indeed, when one is attempting to predict clock per-
formance for the future, errors in estimating the systematic terms almost
a]ways predominate for very long prediction intervals (months to years).
Percival [15] has proposed using prediction errors directly as a measure
of frgquency stability because the important contribution of the Sys-
tematic terms is automatically incorporated.

The random, non-deterministic parts of the model have received a great

deal of attention with primary emphasis on the continuous, Gaussian ele-
ments.

Generally, experiments have revealed five different noise t

: , ‘ ypes that
might be needed to model an oscillator. Typically, only two or three of
the'terms are necessary to describe the noise elements of an individual
oscillator over a large range of time intervals. The five terms of the

Egg?zign noise elements listed in table 1] have names and are listed in
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The sporadic elements constitute a special problem. The objective docu-
mentation of their existence is limited [7,8], and no clear consensus
exists on how to handle them [4,6,8]. However, it does appear, in general,
that no great errors are committed if one simply ignores these elements
entirely. The reasons behind this are twofold. First, the step sizes
are normally small (of the order of other noises); and second, they tend
to be infrequent (perhaps less than once per day). For the remainder

of this paper, the sporadic elements will be ignored--a subject more
appropriate to research on oscillator models than to practical measure-
ments of frequency stability. It is acknowledged, however, that in some
applications the sporadic parts could be quite important.

IIT. EXPERIMENT AND ANALYSIS

To this point in the paper everything has been reasonably straightforward
and without much controversy. Indeed, there is amazing consensus on the
model elements. In the areas of analysis and (to a lesser extent) ex-
perimentation, there is not such close agreement. One can find numerous
analytical techniques designed to fit the model parameters (noise levels,
drift rate, etc.) to the data.

Each of the analytical technigues has its own advantages. Typically,
these advantages either favor a certain method of analysis of the data
as derived from special equipment (e.g., frequency counters or spectrum
analyzers), or they have the value of being useful for richer models
than those considered here. (For example, if one were to consider a
model with a frequency spectral density (S, (f)) varying as |f|% for

+ < =3, then very special analysis techniq%es would be needed. However,
such models are almost never needed in practice.)

There are two general considerations which should guide the design of
the experiments and the analysis. Basically, these two considerations are
(a) the resources available and (b) the intended use of the results.

The resources available which limit the measurements include equipment,
mathematical and computational sophistication, and time. In the absence
of elaborate equipment it may well be necessary to fill in with more
mathematical and computational skills. Time constraints 1imit both the
precision and range of the results and hence the range over which a model
can be verified.

The intended use of the results is equally important. For example, if

an experimenter has a requirement gor an oscillator to remain stable

in frequency to, say, a part in 10° for sample times from 1 to 10

seconds, and he discovers that his oscillator is, say, about 100 times
better than this, then that experimenter would be foolish to pursue his
measurements to a 1 percent accuracy tolerance--he can be sure that it's
adequate with a very rough experiment. Also, of course, one has greater
confidence in results which require less mathematical manipulation. Thus,
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one gains in designing experiments which come closest Fo reflecting the
intended use of the oscillator or clock when that use is known.

In the absence of overriding reasons to choose one analytical technique or

data-acquisition system over another, i§ c]early_makes sense to chgﬁse

the simplest and easiest. Of course, g1th t?gns;gig$: :2222;§g$2 coﬁ??
iti r errors, and one -

Gonce n o opore aites 1o In keeping with the above, this paper

is confined to two analytical techniques as recommended in [1]: the power

spectral density of the fractional frequency fluctuations, Sy(f), and

the two-sample variance, o§(w). (The two-sampie variance is sometimes

dence in a short period of time.

referred to as the "Allan variance."

Certainly there are values in

other techniques, but they are adequately covered in the !iterature anq
will not be covered here. In particular, Rutman [3] provides an especi-
ally lucid comparison of the various analytical techniques.

Power Spectral Density of y(t)

Since the noise models suggested above were expressed directly in terms

of the spectral density, Sy(f), of the fractional frequency fluctuations,
estimate directly S,(f). This is typi-

cally done either with analog techniques or by samp¥i

intervals and converting to a spectral density with

y(t), an obvious approach is to

puter [9]. Systems also exist w
and convert to spectral estimate

to a computer.

ng y(t) at regular
the aid of a com-

hich perform the sampling automatically

s without the need to transfer the data

Of course, the spectral estimates will not automatically be provided in
the same form as the model elements given in Tables 1 and 2. One must

"fit" the parameters or noise levels to, say,

of the spectral density. In suc
model are revealed in an especia

a graphical representation

h a display, the periodic elements of the

3 11y lucid form. The presence of the
other systematic etements, however, is not 50 obviou

require special treatment to resolve.

With any of the measurement schemes there is often a
reliable values of y(t) or an analog signal of y(t)

by the noise of associated circu
sources this is a major problem.
oscillators and "beats" their si
frequency between the two oscill
amp]ified anq analyzed by fairly

tions, one can make a8 statistica
use of a model assumption that t

s and will probably

problem in obtaining
not contaminated

itry. For very high-quality signal
Often one takes two or more comparable
gnals together to obtain the difference

ators, This differe
conventional tezhni

divide the results be

e intercompared in a
1 separation of the
he fluctuations of e
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tween the two oscii-
11 possible combina-
results if one makes
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statistically uncorrelated with the others [10]. Various techniques for

acquiring data on very stable oscillators have been devised and can be
found in the literature [11,12,13].

Two-Sample Variance, oi(r)

One of the most common ways of acquiring frequency data is by means of
a frequency counter which totals the number of cycles, n, of the signal
in a specified interval of time, 1. The sample frequency is then just
n/t, and large volumes of data are easily generated.

The quantity n/t can be related to y(t) by some straightforward mathe-

matical manipulation. One can define the average fractional frequency,
Yy» over the interval tk to tk + 1 by the relation

— LT
Ty y(t)dt. (9)
. /

where tk+1 =t .+ T, and T is the interval between the beginnings of suc-
cessive averages. With the aid of (4) and (6) this can be written in
the form

Tt tT v(t) - v
y, =1 /‘ k ° dt
k T v
t 0
k
t, +t
- 1 k do
2TV T / dt dt-1 (10)
° ¢t
k
7 [(D(Tk""f) - ‘I’(Tk)] -
T vt 2T :

However, the quantity in the brackets is just the accumulated phase (in
radians) during the interval, divided by 2m. That is, it is the number
of cycles, ne- Thus, (10) becomes

Yy = ¢ — -1, (11)

LI
Vo T
and M is just the k-th counter reading.
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pe tempted to do some simple and conventional .
one might compute a mean and.a vari-
However, this 18

At this point one might
statistics on the y, . For exaque, o
ance for the set or perform a linear rege .
fraught with difficulty. The prob]gT arises fﬁom the model elements of

Sy(f) which are proportional to |f] ~ and |£]7¢; that is, flicker fre-

quency noise and random walk frequency noise. These types of noise do

not have convergent variances. That is, as more and more data are taken
and the variance is estimated with more and more data, the variance jtself
grows, seemingly without pound. *

Clearly, some other statistical tool is necessary to analyze the data for
practical applications. Since the problem arises with adding too much
data to the variance estimate, the obvious solution is administratively to
limit the data used for each estimate and then average all of the indivi-
dual estimates. By convention the data 1imit has been taken at only two
values of y, for each variance estimate [1]. 1In order to gain confidence
in this estimate, one averages many estimates of the variance. Lesage

and Audoin [2] have derived expressions for the confidence intervals for
the estimates of the two-sample variance estimated in this way for the
model elements Tisted in Table 2.

It is of value to explicitly state the computations involved with
the two-sample variance. Normally, statisticians estimate a mean of a
set of N values of a random variable, Uss by the equation

: N
U= —I\T c U,i. (]2)
The variance, 02, is estimated by the equation
2 1 !
o =T E (ui - U)Z. (13)

i=]

For the case N = 2, e i i i
simple fom quations (12) and (13) can be combined in the

(uz = u-l )2

N = 2) = (14)

*One is not suggesting here that th
2 e frequency fluctuations of
devices are actually unbounded. Rather, in a practical se:se o::a}s

unlikely to have the time (
perhaps many, m
to see convergence in fact. Seepref. %BJ.GHY years) to take enough data
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At this point, we can define the two-sample variance, 02(1), as the
(infinite) average of estimates of the variance for two’ samples.
That is, mathematically,

-l o =2
200y = Li 13 (Y1 - %)
o (1) = m o g% k+12 K (15)

In practice, of course, one estimatg§_q§(r) from a finite set of m
values of Y and cannot pass to the limit.

An additional restriction must be added. In equation (9), above, }k
was the average from tk to tk + 1, but the next average began at
‘K] tk + T. The two-sample variance, o (T), is defined to be
restricted to those cases for which T = That is, in words, each
sample of Yk must be exactly adjacent in time to §k+] with no "dead
time" between measurements. There are times when this condition is

difficult to meet, and corrections must be made. Again, for the model

elements of Table 2, the corrections can be found in the literature [14].

A final point on o§(r) is to note that there is a bandwidth, fh’ to the
measuring system, and this can influence the results. Again, it is a
matter of convention to specify fh with the measurement and to require
2wfhr >> 1 for all measurements.

In practice one can determine a set of yk-values, each of which is an
average of the fract1onal frequency fluctuations from nominal. One can
then form an estimate, cy(T), of oz(r) with the equation

-1 = =2
20y T B -5
oy =gy 2 KTk (16)
k=1

For t' = 21, one can average adjacent values of yk and obtain a new
list, yk » where

Yt Yy '
R (a7)

and hence determine 85(21) based on m' = g-va1ues.
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This process can be repeated for integer multiples of T out to
half of the total data Tength.

1t is then normal to plot ‘Jo;(t) yersus 1 on log-109 graph paper.

i i i ith straight line
Typically, regions of the plot can be app(ox1mated wi
sigmentsy(seegFig. 2). Since straight lines on log-log paper can be

represented by equations of the form Gi(T) = A", one is fitting this

form of a modei to the o (1) estimates. However, this is essentially
equivalent to the models of Table 2 [1]. In fact, Table 3 shows that
the models of Table 2 translate into G§(T) values varying as v to some
power. With the aid of Table 3, then one can estimate the levels, ha,
of the various noise terms; and, with the aid of the uncertainties
listed, obtain confidence intervals for the oy(r) estimates plotted.

Thus, the analysis by the use of the two-sample variance al!ows one
to quantify the model parameters (i.e., to measure the stability of the
oscillator) and evaluate the adequacy of the model fit.

Although the two-sample variance has required a fair amount of space

to explain here, it is really one of the easiest analysis techniques to
use. Probably for this reason it is one of the most common techniques
used, also. The price one pays for this ease in analysis is some lo0ss

in confidence in the results. If one is interested in the spectrum of
the frequency fluctuations, then it is probably true that direct spectral
estimates are slightly more precise for the measurement process than the
two-sample variance, but often this is not a critical issue. Often,
"final" results are simply reported as values of the two-sample variance

or its square root, since they can be readily translated into the spectral
densities via Table 3.

Spectral Density of Phase Fluctuations

One can estimate the power spectral densities of various gquantities. Two
interesting quantities in addition to y(t) are V(t) and ¢(t) as defined
in equations (1) and (2). The rf power spectral density, Sv(f), is just
the spectral density one would obtain if he were to analyze directly

the output voltage, V(t), of the oscillator. Of course, it is important
whenever the rf spectral purity is important (e.g., in communications
systems). Included in S _(f) are effects from th2 amplitude fluctua-

tions, €(t), as well as %he phase (frequency) fluctuations t
Typically, direct estimates of Sv(f) are limited in reso]uiigg %6 a

few Hertz of bandwidth and, thit., are not i
: . e particularly useful
evaluating long-term performance of the oscillator. d ul for
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For short-term fluctuations, one often sees estimates of the power spectral
density of the phase fluctuations, S (f). Often it occurs for precision

oscillators that e(t) is sufficiently small that [1]
~ 4
S,(F) ¥ 25 8 (v, * f), (18)

where f > 0. That is, the sideband power at +f removed from the carrier
frequency, Vo is proportional to the phase power spectral density.

There is another useful equation relating S

(f) with S_(f). Reference [1]
shows that ¢ y

\Y
o]

2
- (L
Sy(f)—< ) So(f)- (19)

Often one measures the sideband power of the rf spectrum, Sv(vO + f),
and uses (18) to estimate S (f). Occasionally, one devises a circuit

to obtain a voltage analog of ¢(t) and spectrum analyzes it directly
[13]. Equation (19) provides a link of S¢(f) with S _(f) and hence
the rest of the oscillator model. y

Systematics

The power spectrum and the two-sample variance are useful tools for the
analysis of the random, non-deterministic elements of the model. Their
use in the presence of the systematic elements can cause problems [4,15],
and for this reason it is often important to remove the systematic ele-
ments before the noise analysis. It is important to emphasize that
"removal for analysis" does not imply that these elements are discarded--
they are recognized, evaluated, and remembered to be repoted in the
final accounting of the model parameters. Thus, the overall analysis
operations are shown in Figure 3.

The methods of separation of the systematics will vary with particular
applications. For example, some oscillators display a nearly linear
drift in frequency (i.e., yk) with running time. For analysis by the

two-sample variance technique it is often important to "remove" this
first. _This can be done by means of a linear least squares regression
to the y,, but the drift which is removed should be reported in the
final achunting of the model. Again in the presence of periodic terms,
the two-sample variance will be very difficult to interpret. Thus, one
should either use direct spectrum estimation or devise an appropriate
technique to remove periodicities before a two-sample variance is used.
Some of the difficulties associated with removing systematics are dis-
cussed by Winkler [4].
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IV. USES OF THE VARIOUS MEASURES OF FREQUENCY STABILITY

i he freguency stability of an oscillator or clock )
Igsee;§;$33§25?fs;anningqthe ﬁange from rgseargh to procuremgnt speci-
fications. As mentioned above, the form in which the mer] is expresse
should be influenced by the intended use. For examp!e, if the noise ma
for a given oscillator included flicker frequency noise as an.element3
this could be equivalently expressed as a power spectral density varyin

as [fi'l or a constant o (1) with varying 1. Which mode of expression
one uses is just a mette¥ of convenience.

It is probably true that theoreticians and researchers in thg field of
frequency instabilities normally use the power spectral densities. It
is probably this historical fact which is the source of the mode of
expression of the random parts of the model in Tables 1 and 2. That
is, the random model elements were expressed in terms of power spectral
densities. Also, for diagnostics of oscillators, the use of power spec
tral densities is very common. A spectrum analyzer can be a very
powerful tool in the design, construction, and evaluation of precision
signal sources.

Table 4 Tists some uses of the measures of frequency instabilities with
the commonly used method of analysis. Included in the methods of analy
are references to ARIMA models [5]. ARIMA models provide a powerful an
convenient method of analysis, computer simulation, and prediction for
random processes and deserve special mention in addition to S {f) and

oy(r). Although they are not used to any great extent in the measureme

of frequengy stability, they provide the only practical approach to
computer simulation of ascillator performance. It is possible to
transiate from models based on Table 2 to ARIMA models directly [8,15].

V. SUMMARY

The measuremgnt.of frequency stability is the process of evaluating
(i.e., quantifying) a set of model parameters. The typical model ele-
ments found to be adequate to model the frequency instabilities include
(a) random, non-deterministic elements expressed in terms of power-law-
types of power spectral densities; (b) systematic terms like linear fre
quency drift; and (c) environmental sensitivities,

Varigus mathematical techniques exist to fit these

particular osci]]ator, but the most common are poweTog:;c:lﬁge2E:1;gi:
and the computation of the two-sample variance. Other analysis tech-
anues‘have been studied and have important advantages for special
Situations. For example, ARIMA models [5] provide the only practical

approach to computer simulation of oscillator performance.
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A measurement of the frequency stability of an oscillator includes the ]
values and uncertainties of the model parameters, the range of appli- ‘

cability of the model, and a description of the experiment and analytical
techniques.




TABLE 1

Model Elements

1. Random (Noise) Elements
- Gaussian Noise Elements
-2 -1 2
s,(f) = ool 17+ h_y[f]70 + hy + hy|f] + hy[f]
- Sporadic Elements
Sudden steps in frequency and/or time (phase)

2. Systematic Elements

Linear frequency drift
Frequency offset

Time (phase) offset
Periodic terms

3. Environmental Elements




Ny

- Y € R P e 3. Bkt e

TABLE 2

Names of Noise Types

Frequency Dependence*

Power Spectral Power Spectral
Name Density of Frequency Density of Phase
White Phase Noise |f|2 [flo
Flicker Phase Noise If|] lfl-]
White Frequency Noise |fl0 |f|-2
Flicker Frequency Noise |f|-] |f|-3
Random Walk Frequency Noise |1’I—2 |f|-4

*where

1 1 .
—— < |f| < 5 1, = sampling
Nro - - 2To )

interval, and N = total number of data points.
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TABLE 4

Uses of Measures of Frequency Stability

Generally Preferred

Use Method of Analysis
Theory/Research Power Spectral Densities, Sy(f) & S¢(f) |
| Diagnostics Power Spectral Densities, Sy(f) & S¢(f) :
Overall Performance Prediction Power Spectral Densities, Sy(f) & S¢(f) |
Simpie Comparisons Two -Sample Variances
Simple Estimate of PSD Twp-Sample Variances 3
Procurement Specs. Two-Sémple Variances
Computer Simulation ARIMA Models [5] i l
_ Prediction ARIMA Models [5] l
Environmental Correlations ARIMA Models [5]

(Diagnostics)
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VLBI AND ITS CURRENT APPLICATIONS
WITHIN THE SOLAR SYSTEM

Dr. John L. Fanselow
' Jet Propulsion Laboratory i
Pasadena, California 91103 i

. ABSTRACT

} This paper outlines the general theory of VLBI, and
discusses its sensitivity as a measurement tool.
Specific applications of the technique currently
in use or in advanced planning stages will be
summarized.

Independent station radio interferometry, more commonly known as VLBI !
(Very Long Baseline Interferometry) is a technique that was pioneered
in 1967 by radio astronomers to study the structure of compact natural
radio sources. Since then its applications have expanded to geodesy,
spacecraft navigation, astrometry, and to time and frequency synchroni-
zation.

Figure 1 illustrates the underlying physical principles of interfero-

metry. Two points, separated by a baseline B, receive a signal from a

very distant point source by way of the ray paths shown with the solid

lines. In the particular case shown the signal received -at RZ will be

the same signal rec:. .ed at Rl, but at a time interval, 7, later. Thus '
there is a constant phase difference, tc/X, between the signals received

at these two points.

Changing the angle between tle baseline and the source by 86 = é%
causes the phase difference in the received signals at Rl and

R2 to be altered by one half cycle. This angle increment is thus

the interferometer angular resolution, which can be subarcsecond on
rather modest baselines at typical microwave frequencies. (See the
table in Fig. 1.) At transcontinental and intercontinental baselines
this resolution becomes milliarcseconds or less (1 milliarcsecond sub-
tends a distance of 750 meters at the sun as viewed from the earth).
It is this excellent angular resolution which first attracted the radio
astronomers in their quest to understand the small scale structure of
radio sources.

Couple this sensitivity to small changes in angle with the passive,
nearly all-weather capability of a microwave receiving system. You
will then understand radio interferometry's potential for spacecraft
navigation and for its use in the definition of a fundamental celestial
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coordinate system, a coordinate system tied to the most.distant obj?cts
in the known universe, the quasars. Further, add to this the experi-
mental fact that the time delay, t, can be measured with accuracies of
0.5-5 cm on most baselines, and you will appreciate that the technique
has great potential for geodetic measurements. Geodetic measurements
of a few centimeters, obtained with only a few hours of data, will
provide a new era in the geometric measurement of the crustal defor-

mations of the earth.

In this talk I want to limit myself to applications of VLBI within the
Solar System. While the astrophysical applications are equally exci-
ting, my time limit of one half hour permits me to cover only a portion
of the field. However, before discussing the specific applications,

I would like to outline the data acquisition, and reduction processes
for VLBI.

Fig. 2 schematically shows the earth-fixed geométry of two antennas
receiving the radio noise from a natural radio source at infinity. If
the source is nearby, such as a spacecraft in the solar system, the
curvature of the wave front must also be taken into account. For na-
tural sources, the signal is usually white noise, while for artificial
sources the signal is not usually purely random. (Spacecraft trans-
mitting band-limited white noise, and natural radio sources, emitting
spectral lines are important exceptions). Note also, that as the earth
rotates "under" the source, the time delay between the arrival of the
signal at station #1, and at #2 changes.,

A typical data acquisition and processing flow is outlined in Figure 3.
Each of the two stations receives the r.f. signal, digitizes and time
tags it, and then records that data on magnetic tane. 1In this acqui-~
sition process independent frequency standards are used. For certain
applications, standards with a Af/f N5 x 10713 performance over hours
are adequate, However, standards with a Af/f performance of v10~15
over nearly 24 hours are required for the most demanding of geodetic

applications, i.e. Measurements of intercontinental baselines with
centimeter accuracy.

Variations on thig acquisition process do exist. For example, one
gFouP does not digitize. Another group has also succeeded in’trans-
mitting the data back to a tentral correlation site by way of a wide
band satellite link, thereby eliminating tapes,

By whatevgr means the data ig brought to the central correlation site

at that site the two data Streams are reconstructed such that the dat;
quisition process
» T, ahead of its arri-
tion process to delay
Tt of the actual

transmission process is transparent. Since in the ac
the signal arrived at station #1 at an interval
val at station #2, it ig necessary in the correla
the data stream from station #1 by some estimate,




Jelay interval, t. Otherwise, there would be no correlation between
the bits.

In Figure 3 one can intuitively see that inserting a delay in the bit
stream coming from the tape obtained at the left hand station, #1, is
equivalent to moving that station along the incoming ray path until
the signal received at that station is in time coincidence with the
siznal received at the other station. Since the correlator is free to
varv this model delay, any unknown tT,, can thus be determined. The
hest estimate of Tg is that model de%ay, Tms which gives the maximum
correlation between the signals received at the two stations.

one further complication, however, is that the actual delay, T, is
changing with time as the earth rotates. Thus, the correlation pro-
cess must be driven by a computer capable of constantly updating the
model for 1,. Since we are often dealing with signals whose correlated
power is 0.1 - 1% of the total received power, it is necessary to inte-
crate for many million bits in order to develop an adequate signal to
noise to detect the signal. Thus, the model for 1, must be sufficient~-
Iv good such that the residual, Tg - Ty, is very nearly independent of
time.

Once this is done, the output of the correlation is a time sequence of *
correlation sums, each sum being the sum of 105 - 107 single bit corre-

lations. The time history of these correlation sums is the fundamental _
output of the interferometer, and up through this output all VLBI users ’ i
have common data flow requirements. |

Application dependent processing starts branching out at this point. }
However, for the applications I will review some sort of least squares
estimation process is usually involved. In general, the apriori models
of 1 are not optimal. However, by estimation techniques applied over
an ensemble of observations, both the geometric and hardware parameters
in the model for t can be refined from their apriori values. For
example, relative station locations, and source positions may be im~
proved. Clock differences, UTl, and Polar Motion are other parameters
which are regularly refined from their apriori values.

Figure 4 presents the sensitivity of the derived VLBI observables T,

and 1 (more commonly vi, or fringe frequency, where v is the observing
frequency), to two typical VLBI geometric parameters, an angle, and a
baseline length. The secord column refers to the time delay observable,
1. Typically it can be measured with an accuracy of better than 0.1
nsec (3 cm). The sensitivity of this observable to .changes in angle ;
is proportional to baseline length and has a maximum of 150 nsec/arcsec e
for a 10,000 km baseline. The sensitivity of observed time delay to
changes in baseline length is 3.3 nsec/meter and is independent of

baseline length.
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With such sensitivities, and with the observable accuracy of 0.1 nsec
it should not be surprising that VLBI has the potential accuracy for
centimeter level geodesy and for milliarcsec level astrometry.

The time rate of change of time delay, while not qui?e so powerful in
practice, does aid in the least squares parameter adJustmegts used f?r
long baseline observations. Inclusion of that observable in the eSFl—
mation processes decouples parameter correlations that Yould otherwise
degrade the parameter estimates. Column 3 provides typical m?33ure—
ment accuracies and sensitivities on long baselines for the time
derivative of delay (fringe frequency).

Despite the great promise of radio interferometry, I do not want to
make obtaining this potential accuracy appear trivial. Calibrations
of the receiving system, of the atmosphere, ionosphere, and space
plasma are necessary along with a great deal of care in the data pro-
cessing. The calibrations include simultanecus observations at S— and
X-Band to remove the ionosphere and space plasma contributions, as
well as water vapor radiometer measurements of the atmospheric water
vapor along the line of sight to remove the differential delay contri-
bution of the water vapor. Surface weather data, particularly atmos-
pheric pressure, and receiver phase calibrations are also required.

However, these calibrations now appear feasible at the 0.5 - 2 cm level
with current technology, meticulously applied. Actually, as some of
the other speakers will discuss in more detail later, significant de-
monstrations of some aspects of this VLBI potential are already fi-
nished or are underway.

This concludes the outline of VLBI data acquisition, processing, and
sensitivity. In the time remaining, I would like very briefly to out-
line the current and anticipated programs which apply radio interfero-
metry within the Solar System. Table I provides such a summary for
programs within the United States. Each entry in this table gives

the program name, the institutions responsible for its implementation,
the sponsoring agencies, the primary goal of the program, and the
status. Other countries, such as Canada (one of the founders of the
VLBI technique), Norway, and Australia have embryonic programs in
these applications areas also. Since this table is self explanatory,
I wish to finish my talk with a guided study of this table.
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QUESTIONS AND ANSWERS

DR. TOM CLARK, NASA Goddard Space Flight Center:

Another group that has participated with Goddard, Haystack, MIT,
et al, on an international front in many of our experiments, has
been the group at Chalmers Institute of Technology at their obser-
vatory in Uppsala, Sweden. They have been very active in all of
this and should have been included in the last list.

DR. FANSELOW:

Okay, fine.
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EARTH ROTATION FROM LUNAR DISTANCES:
BASIS AND CURRENT STATUS i

|

J. Derral Mulholland (University of Texas at Austin) and ‘
O0dile Calame (Bureau International de 1'Heure/Centre

d'Etudes et de Recherches Geodynamiques et Astronomiques t

Grasse, France) I

1

ABSTRACT |

The observing campaign Earth Rotation from Lunar

Distances (EROLD) was o ganized to provide an initial

test of the applicability of Tunar ranging to the

determination of Universal Time and polar motion

in a service bureau mode. Current plans call for ‘
a two-year campaign, ovarlapping with similar efforts ;
using other techniques. The first year is largely

concerned with making the network of observing

stations operational, with the prospect that some ! ‘

5-7 stations may be participating in 1978. This
paper discusses the lunar taser technique, the
EROLD organization and goals, and the present
status of the observing campaign.

INTRODUCT 10N ' ﬁ

It has been recognized for the past several years that the
presently-used techniques for routine determination of the rotational
position of the Earth's crust are no longer adequate for the scientific
and practical applications for which these data are required. Many of
the classical instruments are now of questionable utility and will X
surely have to be retired from service within one or two decades. The v |
pertinent question, then, is not whether they will be replaced, but

with what will they be replaced.

There begin to be an impressive number of potential candi-
dates for the next-generation Earth rotation service. One can, for
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example, imagine a network of instruments conceptuq]]y rg]ated to the
c?aszica1 meghod, such as the new giant photograph]c zenith tube (PZT)
at the U. S. Naval Qbservatory, or the photoelectr1c astrolabes under
development in France and China. It seems more likely, howgver, that
the new network will rely primarily on comp]ete1y new teghn1ques: The
present possibilities include various techniques for fad1o track1ng of
artificial satellites, radio interferometry‘of ce]est3a1 radio sources,
and laser ranging to the Moon or to artificial sate111tes.' §n.pr1nc1p1e,
each of these systems presents unique qdvantage§ anq capabilities not
totally shared by the others; in practical app11cat}on to the needs of
an Earth rotation service, each of them also shows important drawbacks.
We have tried to summarize both sides of this situation in Tables 1-4.

It is important to note that none of these systems was
invented for the purpose of Universal Time and polar motion. Each of
them had other motivations that seemed to be more important, anq most
of them have demonstrated in practice that they are capable of'1mport§nt
scientific or technical tasks. But our present subject is their appli-
cability to the dajly needs of a service bureau function. The Doppler
Polar Motion Service (DPMS) has shown that it can operate in this mode,
but with severe disadvantages. Episodic determinations of UTO and/or
the variation in latitude have been obtained by VLBI, artificial satel-
Tite ranging, and LLR, but we believe that (excepting DPMS) none of the
new techniques have demonstrated their utility in a daily service net-
work mode, nor at what real cost. True, there are sensitivity studies
and projections for several of them, but most of these are beljeved at
most by their authors. It seems undeniable that the only real way to
discover the utility of the new techniques as potential next-generation
Earth rotation networks is to perform realistic pilot demonstrations
for each one, unless there are obvious grounds on which to exclude it.
If this is done, we may suspect that the resulting "best buy" will be
(as now) a hybrid system incorporating two or more of the new techniques
whose advantages and disadvantages are in some way compliementary.

The observing campaign called Earth Rotatjon from Lunar
Distances (EROLD) is intended to be Just such a pilot demonstration.
The concept was developed in discussions between us in 1974, and was
Proposed first to the NASA Lunar Laser Ranging Team and then to COSPAR
Working Group 1 that same year. COSPAR responded by recommending that
the campaign be undertaken, and the Working Group appointed a Steering
Qomm1tteg to work out the details and provide coordination at the
1nternqt3onal level, recognizing that no one country is capable of
determining the three-dimensional rotation of Earth from entirely
within its own boundaries.




BASIS OF THE TECHNIQUE

The laser ranging technique provides measures of a nature very
different from classical astronomical observations. It is an active
process, in which the observer illuminates a target and observes the
illumination that he himself has provided. It is also unlike at least
some of the other new techniques, in that the observed object is
entirely passive, and thus is not subject to technological failure nor
administrative shutdown. (The often-mentioned fact that the target
=i :h+ be destroyed by a chance collision s in fact shared with all
techniques, and the probabilities are quite infinitesimal for all of
them.) With the Taser, a pulse of light is transmitted by a terrestrial
station towards a reflector on the lunar surface. Because of the cube-
corner design of the reflector, the light that strikes it is retransmit-
ted towards Earth in the same direction from which it came (Figure 1).
Thus, the signal is detected by a photomultiplier at the same station
from which it came. The observation recorded is the time delay between
the transmission of the laser pulse and the detection of the reflected
signal. For convenience, one often refers to this as a distance measure-
ment, but it is essential to understand that it is really an aberration
time, more commonly called “light time". The time delay cannot be sym-
metric about the reflection time, because of the relative motions of
the Earth and Moon during the interval of about 2.6 seconds (1).

Since 1969, five laser reflectors have been placed on the
lunar surface. The reflector on Lunakhod I has been observed only a
few times by the French and Soviet teams, with relatively poor accuracy.
Those carried by Apollo 11, Apollo 14, Apollo 15, and Luna 21 (Lunakhod
I1) have been observed regularly from the McDonald Observatory since
they were deposited. The typical accuracy of these ranges, expressed
as an equivalent one-way distance. s now 10-15 cm, and Sfcm.ranges are
no longer rare. We should note here that, at least in principle, only
one reflector is required for Earth rotation determinations, so there
seems to be a reserve that is more than adequate to render the meteorite
"problem” truly insignificant.

It does not seem necessary to give the detai]s about the pro-
cess used to analyze these data to obtain improved gstTmates of thg
physical parameters of the Earth-Moon system3 as this information is
already published (e.g. 2,3). The two questions that do seem to be
important here are: a) are the Earth rotation parameters separqble from
the other parts of the physical model, and b) can the geocentric motion
of the reflector be modelled with sufficient accuracy to permit mean-
ingful Earth rotation results?

Imagine a simplified problem in which the Moon does not move,
but is fixed 1ike a star in distant inertial space. In that case, the
laser time delays measured from a point fixed on the surface gf Earth
would vary only as a function of the Earth's motion. Neglecting the
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Forction ot Tocat haor Sne1e o he reriorsss g ses Himimn 1.2
function of the Tocal hour angle o r o e Bartmi cr&si
meridian) zenith distance. If the rotational axis o e et 8 crust
were also fixed in inertial space, then‘the range cou e : das

imple harmonic function of time, and Fhe dete(m1qat1on 0 e
S:ggggzr?csgogrdinates of the station wguld consist of finding tﬁe gﬂp;
litude, phase and zero offset of that sine function. True en?gg f a
is not the real world. Suppose we approach the real world a litt ehmore
closely and imagine that the Moon does move about'the Earth, that the ‘
Earth does move about the Sun, and that the Earth s rotational axis doec
move in inertial space, but that we know these.mot1ons perfectly. Then
the range is no longer a sinusoid, but the residuals of the observations
with respect to the perfectly-known preq1ct1on model w!11 be, with the
amplitude, phase and zero offset depend1qg on the'stat1on coordjnates.
If, however, our world includes the one imperfection of a_plast1c,
inhomogeneous, poorly-understood Earth, then prob]ems begin to arise.
The rotation axis of the crust is no longer fixed with respect to the
crust itself, and the rotation rate of the crust is no ]onger constant
or even perfectly predictable. In other words, the(e will Qe variations
in the apparent longitude and latitude of an observ1ng station. The
sinusoid concept can still be used with Tong observation series to give
some sort of mean or nominal coordinates for the station, which can then
be entered into the prediction model. The slippage of the Earth's_
crust will then be exhibited as quasi-sinusoidal residuals, a function
that is locally harmonic, but with variable amplitude and phase. If
the period of these modulations is Tong compared with one day,.as sug-
gested by Stolz et al (4), then the sinusoid model can be app]19d daily
to obtain an estimate of the mean values of the apparent variations in
lTongitude (UTO) and latitude (meridian component of polar motion) for
that station and that day. The data from several stations can be com-
bined to give an estimate of UT1, x and y for that day.

How does this idealized determination of Earth rotation fit
into the realities? Of course, we do not have a perfect model. Nobody
has a perfect model, not for the Moon, not for optical or radio star
positions, not for TRANSIT nor for LAGEOS. And as with al) systems,
anything that introduces an error into the predicted hour angle or
meridian zenith distance of the observed object can be largely absorbed
(rightly or wrongly) into an estimate of UT0 and variation of latitude.
In all methods, the hope is that the physical model can be made suffi-

values obtained. We repeat, because it is often ignore, that no
technique for modelling a phenomenon for which there is no theory can
hope to do more. What we perceive to be an advantage for LLR is that
there is no known non-gravitational phenomenagn that is important in the
orbital motion, and the only one that exists in the Tunar rotation has
well-defined periods separable from the other factors. The modelling
of gravity fields seems not to be a serious problem, either. That is
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to say that there are no problems. The statement made five years
a0 by one of our colleagues that "we know every factor that could
influence the Tunar orbit at the few-centimeter level" was not justified
then and probably is not now. The best indication that there are still
*hings to discover is the fact that, with 15-cm data, the best global
solutions without determination of the Earth rotation parameters give
17-cm residuals, and including the Earth rotation parameters only
veduces the rms residual to about 30 cm. The disparities between
different studies are still too high (about the same level as the
rumored differences between different LAGEQS results), but they are at
least within the BIH uncertainties. It is easy to overemphasize these
nroblems, however, because the uncertainties in the present classical
results are much smaller than the mean errors of single observations.

The conclusion that we continue to draw from this is that the
best, perhaps the only, way to draw clearly justified conclusions as to
the relative merits of the various techniques is to perform realistic
and extended tests of each one in a service mode of operation, prefer-
ably with temporal overlap between the different methods, to detect
systematic error within each.

TROLD ORGANIZATION PLAN

In recognition of the necessity that EROLD be a collaboration
hetween observing groups and the Earth rotation services, the Steering
“ommittee appointed by COSPAR Working Group 1 consisted of one repre-
.entative from each national observing team then existing, the Bureau
‘nternational de 1'Heure (BIH), the International Polar Motion Service
1PMS), plus the chairman of COSPAR Panel 1D on Lunar Laser Ranging, ex
otef~, Since that time, one new observing team has been represented,
as well as the group responsible for pre-processing the data from the
tnree stations nearest operational status.

The first meeting of the Steering Committee was'he1d at the
GG General Assembly in 1975. As a result of strong urgings from
non-members present, the BIH accepted (somewhat reluctantly) the
responsibility to act experimentally as the central agency for combin-
ing results from the individual stations for the determination of UT1,
., and y. This seemed a natural extension of one of the agency's
fundamental activities, but it did pose a problem: the (equct1on of
LLP data requires significantly different analysis capa§111ty and
amputing technique from that then existing at BIH. This prgb]em was
1ved by a collaboration between personnel at the Observatoire Qe
“aris (BIH/OP) and the Centre d'Etudes et de Recherches Geodynamiques
et Astronomiques (BIH/CERGA). A plan for the BIH participation in
"POLD was presented to the Steering Committee at its June 1976 Meeting
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i IH activity was defined to gons1st of: o
fE_Augg}?eéigén Z?engrma1 pointZ from participating observgt?r1es,
--- Calculation of residuals with respect to a uniform model;

--- Preliminary reduction of the raw residuals;

--~ Calculation obeTl, X ind y;Tts

-—- lar distribution of results;

--= giggyamodes of combining LLR wi@h other data types. .

The regular distribution of resu]ts.1s a key'factor in service bureau
operations. The proposed schedule is given 1n Table 5. This will
provide important feedback to the observing crews, as.well as ya]gab]e
data to the various users of LLR {and other) 0b§ervatxoqs. This is,
after all, the prime function of an Earth rotation service.

PRESENT RESULTS OF EROLD AND FUTURE PROSPECTS

At what stage does November 1977 find EROLD? Not a very
satisfying one, unfortunately. In principle, the observing_campaign
was to have begun on 1 January 1977, a date chosen because it seemed
likely that three stations would be fully operational at that time.

The planned duration was two years, which would include one year for
the stations and the BIH to "“shake down" their operations, to uncover
and solve the startup problems, and then another year of “production"
operations. In fact, at this moment, the only station producing real
observations of usable quality on a near-daily basis is the same one
that has been doing so for about eight years, the McDonald Observatory.
The BIH computation system, which was ready for experimental use last
January, has never yet been tested on real data, because there have
been essentially no multi-station data. The current status of the
prospective stations in the LLR network is as follows:
AUSTRALIA --- Of the new stations, Orroral appears to be the closest
to operation, which is a happy circumstance in view of its southern
latitude. They have been firing regularly for several months and
gradually isolating and fixing various problems. There have been
several successful echo detections, but they are not yet obtained
consistently. Experienced LLR people estimate that Orroral could
become operational at almost any instant.
FRANCE ~-- The station at Pic-du-Midi was closed in 1974 and a new one
begun on the Calern Plateau; it was to have been finished in 1976, but
they have experienced severe budget delays. The 1.5 m telescope was
mounted in June 1977, and optical/mechanical testing is now underway.
The refurbished and upgraded laser will be installed early next year.
oo ooy s o, begin (entiniscically) os early as dune 1976,
isition may be attempted wit - i ifici
satellite station at Calern be?ore thaz E?;e?econd generation artficia)

GERMANY (Federal Republic) --- Approval and funding have been received
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to upgrade the operational second-generation artificial satellite
station at Wettzell to Tunar capability. Equipment modifications are
expected to be delivered on site next June. Lunar tests might begin as
early as September 1978.

JAPAN --- Considerable difficulty has been experienced in brinqging the
Dodaira station to operational status. Many equipment and optical
problems have been found and corrected. Further attempts at lunar
ranging are scheduled for November and December 1977.

USA --- The McDonald station has recently been upgraded to the point
that 5-cm normal points are common, even if not yet the rule. The
Haleakala station is continuing to experience great difficulty is
becoming operational. Some very high-quality echos have been received,
but system debugging continues to be a full-time occupation.

USSR --- Ranging operations on the 2.6 m telescope at Crimea are still
permitted only 20-25 days per year, which is inadequate for full EROLD
participation. The proposed new dedicated station is still several
years in the future.

Thus, the situation can be summarized in the following way:

--~ The data analysis and distribution system is ready;

--~ QOne station demonstrates that near-daily operations are possible;
--~ Three-station operation may become a reality at any moment;

--- Full network operation (5-6 stations) cannot be expected before
late 1978 or early 1979.

Everyone will likely agree that this is not very satisfying.
Is this equivalent to saying that it is a failure, or that it should

not have been tried? We think that the answer to both questions is "no".

Certainly, EROLD is not yet a success, but it is also not yet a failure;
it still has prospects for success. It has not yet been demonstrated
that LLR can serve as a cornerstone for the next-generation Earth
rotation service, but no other high-precision technique has yet demon-
strated this capacity either. VYes, it is true that satellite ranging
and VLBI have been used to determine Earth rotation parameters on a few
isolated days and much after the fact, just as LLR has done. What must
be demonstrated is the capability for, and the cost of, daily or near-
daily operations with quick turn-around of results. EROLD was the first
of the formally-organized campaigns to adopt this as its prime goat.
Such campaigns are now organized or in process of being organized for
the other techniques, and we are pleased to see this. We hope that our
own efforts have been among the stimuli for assuring that all of the
new techniques receive an adequate test. We do not know wh1ch_tech-
nique or combination of techniques will prove to be the mqs§ viable for
an Earth rotation service, although we do have private opinions.
Opinions are not important; we must all try to assure that gach tech-
nique is tested in a realistic mode, so that the best decisions may be
made. In that way, one does not seek that a technique “wins“, but that
science and technology win.
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Table 5: Proposed Schedule for BIH Reduction of ERQLD Data

Day j Beginning of an observing interval

j+a End of that observing interval

j+b Reception of the normal points at BIH/CERGA 1
jtec Reception of the residuals at BIH/QP f
j+d Transmission of the results for Universal Time and pole ;

coordinates from BIH/OP to participating observing groups

The tentative values are: a = 7 days, (b - a) = 10-15 days, (¢ - b) = ;
3-4 days, (d - ¢) = 2-3 days i
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QUESTIONS AND ANSWERS

WILLIAM KLEPCZYNSKI, U. S. Naval Observatory:

indi 1d not determine
You indicated that a study showed that'you cou
all the earth rotation parametefs within any one country. Was
that with just lunar laser ranging?

MULHOLLAND:

No, with anything.

KLEPCZYNSKI :
Even VLBI?

MULHOLLAND:

I think so.

TOM CLARK, NASA Goddard Space Flight Center:

1 would think that the Hawaiians and Texans would certainly want
to be thought of as being in the same country. In terms of the
Tunar laser, those are nearly orthogonal on the earth, which I
think does meet the criteria. And certainly also in the case of
the VLBI situation, if you regard Alaska, Hawaii, and the conti-
nental United States as all members of the same country, I believe
the job can be done quite admirably on baselines involving
combinations geographically deposed that way.

MULHOLLAND:

I agree. 1 would be interested in seeing that done. 1 am reminded
of the idea that one can model the moon's gravitational field by
observations of one site only. Orthogonality is perhaps not enough.

I could say very distinctly that McDonald i h
Hawaii has too low a latitude. and Hawaii are not enough.
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KLEPCZYNSKI :

[ believe you really must qualify to what precision you wish

your quantities so that you could then determine them within
one country.

MULHOLLAND:
A1l right, that's fair enough. But I think implicit in everything
we are talking about here today is the determination of all three

components of the rotational position, all to a consistently and
extremely high accuracy.

KLEPCZYNSKI :

Next Monday, the Naval Observatory will begin observing on a monthly
basis at the Greenbank interferometer to determine earth rotation
parameters.

MULHOLLAND:

I was under the impression, however, that the daily operation is
somewhat in the future. It is the daily operation that one has
to do eventually.

KLEPCZYNSKI :

Well, if we can do it monthly, regularly, I think we will be
ahead of the game.

MULHGLLAND:

If you can do it monthly, regularly, you will be ahead of us.
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CLOCK RATE COMPARISONS BY LONG BASEL INE
INTERFEROMETRY

W. H. Cannon, R. B. Langley, W. T. Petrachenko
Department of Physics and CRESS, York University, Toronto, Canada.

ABSTRACT

We report a comparison of the determination of the

frequency difference between remotely sited frequency

standards by: (a) the technique of long baseline

interferometry (b) the use of Loran-C/Time Service

transmissions. In the long baseline interferometer f
technique the frequency difference between the local
oscillators at each antenna site was modelled as a
polynomial in time whose coefficients were estimated

from the interferometer fringe frequencies simultaneously
with other parameters of the interferometer.

The agreement between the two techniques ranged from

5 parts in 1013 r.m.s. for a 5 day continuous interval in
March 1973 to 6 parts in 10'2 r.m.s. for a 2 day continuous o
interval in June 1973. A number of experimental -
difficulties degraded the results of the June 1973

experiment and the former figure of 5 parts in 1013 is

regarded as being representative of the expected

agreement between the two techniques. i

I INTRODUCTION l

We report the results of some relative clock rate measurements
accomplished by remote comparison using the technique of long baseline
interferometry (LBI) . The interferometer was made up of the 25 m.
antenna at Chilbolton, England now known as the Chilbolton Observatory
(CRO) operated by the Appleton Laboratory facility of the U. K.
Science Research Council, and the 46 m. antenna of the Algonquin Radio
Observatory (ARO) at Algonquin Park, Ontario, Canada operated by the
Wational Research Council of Canada. The interferometer which has a
baseline of 5265 km. was operated at 10,680 MHz (2.8 cm. wavelength).
The antenna sites were equipped with cooled parametric amplifiers,

local oscillators phase locked to Hewlett Packard H-IOA atomic hydrogen
asers, and IVC 800 series video tape recorders recording an IF band- ,
width of about 5 MHz on standard one inch wide video tape.

The three experiments in March, May and June of 1973 were originally o
intended only to reveal the structure of a number of extra galactic :
radio sources (Legg et al., 19733 Legg et al.,, 1977). However the
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structure and operation of the interferometer were of a Suffic1eqtly
high quality that the interferometer output, partlcularly.the fringe
frequencies, held the potential of yielding useful geodetic and astro-
metric results as well (Cannon et al., 1977).

The model used in the geodetic and astrometric analysis of_the LB1

fringe frequencies included a polynomial in time repre§ent|ng the
relative frequency offset of the two on-site local osc1\1at9rs , the
coefficients of which were to be estimated simultaneously with the
geodetic and astrometric parameters. In the results of the LBI parameter
estimation procedure the coefficients of the local oscillator po!ynomlal
were correlated (in certain cases with correlation coefficients in excess
of 0.90) with the solutions for the other parameters of the model. In
order to assess the significance of these correlations and to test the
reliability of the LBl geodetic and astrometric solutions it was

decided to attempt an independent estimate, using Loran-C transmissions,
of the local oscillator frequency offset for comparison with the LBI
solution.

The data necessary to make such a comparison wereavailable from the
station logs for the March and June experiments. For the most part this
data consisted of a record at each site, maintained throughout the
experiment, of the drift of the “station clock' (driven by the hydrogen
maser in each case) relative to the time of arrival of a given Loran-C
pulse. The "Daily Phase Values'' published in USNO Time Service Publi-
cation Series 4 would allow a determination of the relative drift of the
two Loran-C pulses and thus a determination of the relative drift of the
two ''station clocks'.

A schematic diagram depicting that portion of the experimental arrange~
ment relevant to this study is shown in FIGURE ]. The frequency
standard for the ''station clock" at ARO is a hydrogen maser H.P.-10A
Ser. 9 maintaining a time scale designated UTCIARO-H9] while at CRO the
frequency standard for the ''station clock' is a hydrogen maser H.P.-10A
Ser. 11 maintaining a time scale designated UTC[CRO-H11). The Loran-C
pulses received at ARO and CRO during these experiments were emitted
from the Nantucket slave statijon (designated 9930Y) of the U.S. East
Coast chain and from the Sylt slave station (designated 7970W) of the
Norwegian Sea chain respectively. The reception of the Loran-C pulses
at ARO and CRO is used to materialize a time scale designated UTC
Loran-C [ARO 9930Y] and UTC Loran-C[CRO 7970W] respectively,

The correlator for the interferometer used in these experiments was an
analogue device for which the amplitude of a zero frequency fringe
becomes indeterminate. The interferometer was also operating in a
double side band mode which, while increasing the signal-to-noise ratio
of the correlation function has the disadvantage of being unable to
distinguish positive and negative fringe frequencies. In an effort

to avoid experimental difficulties arising as a result of these two
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factars it was decided to deliberately offset the local oscillator at ‘ ' }

ARO from the local oscillator at CRO by a fixed frequency increment. \ 3
This "neminal local oscillator offset" was 300 mHz in the March 1973 \
experiment and 500 mHz in the June 1973 experiment.

' 1 MARCH 1973 EXPERIMENTAL RESULTS

The analysis of the experimental data for March 1973 proceeded as

follows.
Defining TARO(t) as
TARO(t) = UTC[ARO H9] - UTC Loran-C[ARO 9930Y] ()
and TCRO(t) as
TCRO(:) = UTC[CRO H11] - UTC Loran-C[CRO 7970W} (2) ‘,-
and defining T9930(t) as .
= SNO-M.C.) - uTC[Loran-C 9930] (3)
T9930(t) utclu )
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and 1 (t) as

7970

= .C.] - UTC[LORAN-C 0 (4)
‘7970(‘) UTC [USNO M.C.] - UTC[LORA 7970] )

then the drift of the station clocks relative to each other is ATARO/CRO(t)

where

AIARO/CRO(t) = [TARO(t) - T993O(t)]'[TCRO(t)'T797O(t)] (5)

The data for the determination of = Ro(t) and 1 o(t) were logged during
the experiment of March 1973 at eacﬁ antenna sife and are shown together
with a maximum likelihood polynomial fit for ARO and CRO in FIGURES 2a
and 2b respectively. The error bars shown are + 0.2 ps which we have
taken as a measure of the standard deviation of a single determination
of T 0(t), T 0(t). The order of the polynomial (which in this case

is 3r§ order) was chosen as the lowest order polynomial from which a
further increase in order produced no significant reduction of variance.

The data for the determination of < 30(t) and T 9 O(t) are published as
'""Daily Phase Values and Time Differgnées' in USN& ?lme Service Publica-
tion Series 4 (USNO  Time Service Publications 1973). In determining
T 0(t) and T 97 (t) from the "Daily Phase Values' for March 1973

max imum IikeliZoog first order polynomials were fitted to the U. §.
East Coast Chain data for February 14, 1973 to May 30, 1973 inclusive

to give Tgg (t) and to the Norwegian Sea Chain data for January 1, 1973
to June 4; %873 inciusive to give T7970(t).

The local oscillator frequency offset between ARO and CRO is Afo(t) where

Af (8) = (t) - f (t) (6)
° °ARO Ocro

o ’fo are the local oscillator frequencies, nominally
ARO  TCRO

10,680 MHz, at ARO and CRO respectively. The local oscillator frequency
offset as determined bv the Loran-C/USNO M.C. data is Afo (t) where

Loran

and where f

= f .4
AfoLoran(t) = fo dt[ATARO/CRO(t)] (7)

and where fo is the nominal local oscillator frequency.
The local oscillator frequency offset as determined by inversion of the

LBl fringe frequency data is Af (t).
o
LBI
FIGURE 3 shows a comparison of Afo {t) and Af {t). The LBI
i Loran °LBI
ringe frequency model for AFOLBl(t) includes small relativistic effects
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of the order of a few milliHertz as indicated by Robertson (1975). Also
shown in FIGURE 3 are the + }o standard deviations on Af (t)
toran

indicated by dashed lines and computed by the usual technigues of propa-
gation of error assuming + 0.2 us standard deviation on the individual
Loran-C timing measurements. The width of the + lo region surrounding
Jfo (t) shouid probably be somewhat larger as the authors have

Loran
subsequently been informed (Lavanceau,1976)} that the standard deviation
on Loran-C timing measurements for the Norwegian Sea Chain is more
typically + 0.5 ps. in spite of this it is seen that the two methods
of estimating the local oscillator offset agree rather well for the
experiment of March 1973. Both estimates are seen from FIGURE 3 to
disagree with the '‘expected' or nominal local oscillator offset of
360 mHz by about 20 mHz r.m.s. The disagreement of 20 mHz r.m.s. in 10
GHz between the two independent determinations of Afo(t) on the one hand
and the nom%nal value of 4f (t) on the other hand is of the order of 2
parts in 10 2 ind is of the order of the reproducibility or ''setability"
of "commerical' hydrogen maser frequency standards (Audoin and Vanier,
1976). The disagreement between the two independent determinations of
Cfo(t) by Loran-C on the one hand and by LBl on the other ?gnd is of
thé order of 5 mHz r.m.s. or of the order of 5 parts in 10'2 and is
comparable to the reproducibility or setability of 'laboratory' Cs beam
frequency standards (Audoin and Vanier, 1976).

11 JUNE 1973 EXPERIMENTAL RESULTS

March 1973. In the first place due to a receiver malfunction at
Chilbolton it was not possible to monitor the drift of the station clock,
UTC [CRO-H11], against UTC Loran-C[CRO 7970 W]. Instead, a transfer
frequency standard, Rb-340, was transported from the National Physical
Laboratory (NPL) Teddington and the time difference UTCICRO-H1Y] -
UTC [Rb-340] was logged at Chilbolton during the experiment. At Algon-
guin Park the Loran receiver was functioning and the time difference

UTC [ARO-H9]-UTC Loran-C[ARD 9930Y] was logged as in March 1973. Trouble
with the local oscillator phase lock loop, once at Algonquin Park

(0930 U.T. June 17, 1973) and twice at Chilbolton (0430 U.T. and 1300
U.T. June 17, 1973) produced large discontinuities in these two data
sets as is indicated by FIGURES ha and 4b. An attempt was mgde.to
estimate the magnitude of the time glitches" by piecewise fltglng‘
curves to the continuous segments of the data and matching their first
derivatives at the times of local oscillator phase lock failure. The
resulting ''deglitched' clock data are shown in FIGURES 5a and 5b.

The data for the experiment of June 1973 were much poorer than those of '

In order to obtain a measure of the drift of the station clocks relative
to each other, At (t), it was necessary to refer UTC!CBO H11] back
to UTCIUSNO M.C.]A$9/g§9te of the absence of the Loran-C timing data.
This was accomplished through the use of the transfer standard Rb-340
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and the laboratory frequency standard €¢5-418 at WPL which provides

time scale UTC[WPL]. The difference UTC[USNO-M.C.] - uTC [NPL] at
ten day intervals, was then obtained from the Annual Report of the
BIH  (1974).

A comparison of the frequency standard Rb-340 against Cs-418 yielded

(i) ~10:00 U.T. June 12 1973

UTC[NPL] - UTC 'Rb-340] = 43.3) us
(ii) ~10:00 U.T. June 19 1973
UTCI{NPL] - UTC[Rb-340} = 48.44 us

I't was necessary to assume that Rb-340 had drifted linearly relative to
Cs-340 had drifted linearly relative to Cs-418 at the constant rate of
=0.733 us per day for the duration of the experiment. With this
assumption the drift of the "station clock" UTCICRO HIl] relative to
UTCINPL] could be established. The results of this calculation together

with a maximum |ikelihood polynomial fit to the data are shown in
FIGURE 6.

The rate of Cs-418 relative to USNO M.C. was established by a linear fit
to the BiH data for UTC[USNO M.C.] - UTC[NPL] obtained from the
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8IH Annual Report for 1973 pp 30-33 (1974). Since NPL readjusted the

¢ field, beam current,and loop gain on (s-418 on June 25, 1973 (Swabey,
1976) the rate of UTCI{NPL] relative to UTC[USNO M.C.] for the June
experiment was obtained on the basis of BiIH data covering the interval
January 7, 1973 - June 16, 1973. During this interval UTC [USNO M.C.]
- UTC[NPL) was changing at the rate of -0.050 us per day.

The results of this analysis are shown in FIGURE 7. The heavy curve

indicates Afg (t), the LBl determination of the local oscillator
LBt

frequency offset including small relativistic corrections (Robertson,

1976) and the lighter curve indicates AfOLoran(t)’ the Loran-C/Time

Service determination of the local oscillator frequency offset. The
disagreement between the two solutions is quite large, 60 mHz r.m.s.,
or roughly 6 parts in 1012 compared to the results for the March
experiment which were v5mHz r.m.s. or 5 parts in 1013 respectively.

The experimental procedure for June 1973 was clearly inferior to that
of March 1973. The experimental procedure for March 1973 allowed
(subject to the }imitations on precision inherent in Loran-C timing
measurements) a more or less continuous, independent monitoring of the
relative rate of the two station clocks for comparison with the LBI
solution. This was not the case in the June 1973 experiment which
required interpolation of clock rates over 5 and 10 day intervals.
Considering the large number of assumptions and corrections (each of
them with their attendant errors) required to analyse the June 197;
data, even these somewhat poorer results should perhaps be seen as
encouraging.

Again in June 1973 as in March 1973 the two independant solutions to the
local oscillator frequency offset disagree with the nominal value of

500 mHz by significantly greater amounts than that by which they
disagree with each other.

IV CONCLUSIONS

This study appears to indicate that the technique of LBI compares
favourably with the use of the Loran-C/Time Service method as a means
of monitoring frequency differences between remotely sited frequency

standards.

The practical limitations on the precision with whieh this can be
achieved by the Loran-C/Time Service technique are imposed by.the
variations in the propagation delays of the Loran-C pulses whnch'afe
the order of + 0.2 us - + 1.0 us. Even assuming favograble conditions
this effect appears to produce a + lo standard deviation of tbe order
of 10-20 mHz relative oscillator frequency difference for oscillators
whoase frequencies are in the 10 GHz range. Thus if would appear that
the Loran-C/Time Service technique allows a comparison of remote
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frequency standards with a maximum precision of roughly one part in 102
for ground wave Loran-C reception averaged over a few days.

The practical limitations on the LBI technique are imposed by:
(a) uncertainties in the baseline length and orientation
{b) uncertainties in the source coordinates

(c) uncertainties in the atmospheric transmission effects on the
received RF signal

(d) uncertainties in the short term rotation rate of the earth.

Estimates of the magnitudes of these effects can be made by combining
typical values of the partial derivative of fringe frequency with
respect to these various parameters with typical values of their
uncertainties. For an interferometer baseline 5000 km and observing
frequency ~10 GHz these calculations are summarized in TABLE |.

TABLE 1.
Uncertain Typical Typical contribution
quantity uncertainty to fringe frequency
vector baseline + 1 m + 1 mHz

each coordinate

source + 0 + 3 mHz
coordinates each coordinate

atmospheric phase delay fluctuations + 2 mHz
phase delay 6 cm, Time scale ~i5

rate minutes

short term l.0.d. known + 3 mHz
rotation rate to+ 3 ms on

of earth a single night

These various effects all combine to produce an uncertainty of + 5 mHz
in the LBl determination of the relative frequency of remotely sited
oscillators in the 10 GHz range. This corresponds to a precision of
roughly five parts in 10'3 or comparable to the precision of th?
Loran-C/Time Service technique. This is confirmed by the experimental

results reported here.
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PRECISE CLOCK SYNCHRONIZATION
VIA VERY-LONG-BASELINE INTERFEROMETRY

T.A. Clark (NASA-GSFC), C.C. Counselman (MIT),

P.G. Ford (MIT), L.B. Hanson (Lincoln Laboratory),
H.F. Hinteregger (Haystack Obs.), W. Klepczynski (USNO},
C.A. Knight (Haystack Obs.), D.S. Robertson (NGS),
A.E.E. Rogers (Haystack Obs.), J. Ryan (NASA-GSFC),
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ABSTRACT

Hydrogen-maser clocks at the 37-meter-diameter radio tele-
scope of the Haystack Observatory in Westford, Massachusetts,
and the 43-meter-diameter radio telescope of the National
Radio Astronomy Observatory in Green Bank, West Virginia,
were synchronized by very-long-baseline interferometry on
28 March 1977 and on 23 September 1977. The synchroniza-
tion was also accomplished independently on each of these
occasions by means of traveling Cesium clocks. The clock
data, fully analyzed in each case only after the completion
of the corresponding VLBI data analysis, confirmed the VLBI
results to within 19 and 13 nanoseconds for the first and
second experiments, respectively.

Accurate clock synchronization via very-long-baseline interferometry
(VLBI) has been possible for several years, and has been a byproduct of many
precision astrometric and geodetic experiments (1,2). However, most past
synchronization results have been limited in absolute accuracy by certain
constant, but poorly known, instrumental delays. Accurate absolute synchro~
nization by VLBI was only recently (3) demonstrated in a short (~1 km) base-
line experiment, in which, for the first time, care was taken to estimate or
to measure all instrumental delays. Here we report the first absolute syn-
chronization results from relatively long, 845-km, baseline experiments.
These experiments are also the first in which the synchronization by inter-
ferometry was checked subsequently by an independent agency {the U. S. Naval
Observatory (USNO)I.

The synchronization experimentsinvolved the hydrogen-maser clocks at
the 37-m~diameter radio telescope of the Haystack Observatory in Westford,
Massachusetts, and the 43-m-diameter radio telescope of the National Radio
Astronomy Observatory (NRAO) in Green Bank, West Virginia. 1In the first
experiment, on 28 March 1977, the synchronization via VLBI was checked by
transporting two Cesium clocks from the USNO in Washington, D.C., one to
each of the telescopes, and both back to Washington. 1In the second experi-
ment, on 23 September 1977, the two Cesium clocks were transported together
from the USNO to Haystack, then to NRAO, and finally back to the USNO.

Figure 1 shows a block diagram of the interferometer terminals used in
the experiments. A fast rise time (<30 ps) pulse generator was used to cal-
ibrate delays in the receiver and recording electronics. The calibration
pulse was also returned from the pulse generator, which was located close
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~cntrol room for easy comparison with the
I recording. A hydrogen-maser frequency stan-
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difference between the readings of the independent clocks control-
twe interferometer terminals is derived from the analysis of a set
ckservations of several radio sources, by simultaneous estimation
line vectors, radic source positions, and clock parameters (5). The
from the experiment performed on 28 March 1977 are given in Table
line 16 shows the estimated difference between the VLBI clocks
orrection for the instrumental delays. BAn instrumental delay corren-
tion for the antenna geometry (line 1) is needed to correct for the differ-
ence in signal cGelay between the baseline vector termination point (6) and
the antenna feed point. Line 21 shows the difference between the VLBI ter-
riinal clocks as estimated from the traveling clocks, after correction for
the linearly-interpolated relative drift between the portable clocks, based
on pre-trip and post-trip comparisons made at the USNO in Washington.
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Table 2 shows the results of the experiment performed on 23 September
1377. In this experiment, since Haystack was visited by the traveling
clocks approximately seven hours later than NRAO, it was necessary to
account for the estimated drifts, over this interval, of the traveling
clocks relative to Haystack's clock. (See line 24 of Taple 2.) The lat-
ter's rate was already accurately known relative to that of the USNO
Master Clock, through long-term comparisons via Loran C. The rates of the
traveling clocks were determined from direct comparisons with the Master
Clock in Washington, before and after the trip.

Thg accuracy of the VLBI clock synchronization is not limited by the
uncertainty of the estimate of the radio signal (group) delay, which is
much less than 1 nanosecond, but rather by the accuracy of thé determina-
tion of the various instrumental delays. The cumulative error arising from
these estimates of instrumental delays is thought to be less than +10gnan0°
seconds. The error of the synchronization via traveling clocks isilimited
by clock drifts and is estimated to be under *20 nanoseconds.
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REAL-TIME ACCURATE TIME TRANSFER AND FREQUENCY STANDARDS
EVALUATION VIA SATELLITE LINK LONG BASELINE INTERFEROMETRY

S.H. Knowles, W.B. Waltman (E.O. Hulburt Center for
Space Research, NRL, Washington, D.C. 20375)

W. B. Klepczynski (USNO, Washington, D. C. 20390)

N.W. Broten, D.H. Fort (National Research Council,
Ottawa, Canada)

K. I. Kellermann, B. Rayhrer (NRAO, !
Green Bank, West Virginia 24944) ?

G. W. Swenson, (University of Illinois, Urbana, Illinois)
and
J.L. Yen (University of Toronto, Toronto, Canada)

Radio interferometry on natural sources which has been
an important radio astronomy technique, requires two connec-
tions between the antennas; a data link and a local oscil-
lator synchronization link. For baselines of up to a few !
kilometers, these connections are made by cables, and for up '
to about 50 kilometers by direct microwave link. Radio in-
terferometry over longer distances has used the "VLBI"
technique, which records the two data streams on magnetic ’
tape for later correlation and uses independent atomic fre- i ’
quency standards at each station. An alternative method for |
long~baseline interferometers is to use an artificial satel- ‘
lite as a real-time link between the two antennas. This
method was first successfully demonstrated by our group in
November 1976, and reported on at the 8th PTTI Conference.

This report records the results of an experiment by our

group conducted in February 1977 to demonstrate the feasi-

bility of a real-time accurate time transfer. Observing

sites at Green Bank, West Virginia (National Radio Astronomy

Observatory) and Lake Traverse, Ontario (Algonguin Radio

observatory) were used for the experiment. A communications

satellite known variously as Hermes or CTS-1 was made avail-

able courtesy of the Canadian Ministry of Communications.

Cesium beam time standards belonging to the U. S. Naval

Observatory were transported to each site as an independent

check on the accuracy of the time transfer; they were cali- ,
brated at the beginning and end of each trip. The actual
experiment was performed on 20 February 1977 at 1955 UT,
observing the natural radio source 3C84 at 2.8 cm wavelength.
The measured delay was observed in real time at the master
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station in Ontario by looking at the observed correlation on
a cathode-ray display. The correlation oquut was also
recorded on magnetic tape for later analysis. The raw
measured time difference was ARO-GB = +470 nanosegonds.

With our system bandwidth of 10 MHz, the correlation func-
tion was 100 nanoseconds wide, and its centroid could be
determined with a precision of about 10 nanoseconds. This
measurement was then corrected for the cable delays at each
station, and agreed with that predicted from the cesium
clocks to within 70 nanoseconds. This error could have been
accounted for, e.g., by a 25 meter error in baselines or the
relatively coarse cable delay measurements at Algonguin
Radio Observatory. Bandwidth synthesis and accurate cali-
bration techniques as described in Counselman et al. (1977)
could be applied to yield real-time comparisons with an
accuracy of a few nanoseconds. It should be noted that by
transmitting sampled and clocked data the delay time of the
satellite link does not enter into the measurement.

As an additional demonstration of the versatility of a
real-time interferometer link, the stabiiity of several
different samples of atomic frequency standards was compared
by substituting them in turn as master oscillators for the
local oscillator at one station and observing the apparent
dispersion in frequency of the interferometer fringes. This
is known to be a very sensitive test of frequency standards
because of the high multiplication involved. The results
are displayed in figure 1. In each case a one minute avera-
ging,time was used. Resolution is 0.0l6 MHz, or about 6 x
10 - It will be seen that the H-P 5065A rubidium standard
is close to the stability of a hydrogen maser over this
period, while a cesium standard, even the "supertube" ver-
sion, is appreciably poorer. These measurements did not
test long—term stability. Also illustrated is an attempt to
ilmprove a cesium standard by using an external crystal idler
1ns§ead of its internal Crystal. This did not result in
noticeable improvement; the same is true when the time
constant of the servo loop was changed in a cesium standard
equipped with this adjustment. We are continuing our satel-
lite-link YLBI exXperiments. Our current objective is to use
the sate;llte to pgovide a local oscillator link as well as
a real-time data link. A two way path is required to
correct for changes in the satellite position. Since the
translation oscillator in the Hermes satellite is not phase
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the frequency standards used.

1.

S. H. Knowles, W. B. Waltman, N. W. Broten D. H. Fort,
K. I. Kellermann, B, Rayhrer, J. L. Yen, and G. W.
Swenson, "First Results from a Satellite Data Link
Radio Interferometer", Proceedings of the 8th Annual
PTTI Meeting, p. 529, November 30-December 2, 1976,
NASA Doc. No. X-814-77-149.

C. C. Counselman, I. I. Shapiro, A. E. E. Rogers, H. F.
Hinteregger, C. A. Knight, A. R. Whitney, and T. A.
Clark, "VLBI Clock Synchronization", Proceedings IEEE,
65, 1622 (1977).
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TIME FROM NBS BY SATELLITE

D. W. Hanson, D. D. Davis, and J. V. Cateora National Bureau of
Standards, Boulder, Colorado

ABSTRACT

As a complement to the present time and frequency
services of WWV, WWVH, and WWVB, the National
Bureau of Standards (NBS) is now sponsoring a
satellite-disseminated time code using the GOES
satellites of the National Oceanic and Atmospheric
Adninistration. The time code is referenced to
the UTC(NBS) time scale, giving Coordinated
Universal Time. It is considered by NOAA to be a
permanent feature of the GOES satellites intended
to serve the GOES users. It may, however, be used
by others requiring a general purpose time reference.
The time code is available to the entire Western
Hemisphere from two satellites on a near full-time
basis.

This paper is basically an update of last year's
PTTI paper on the GOES time code. The time-code '
generation system is being improved to include a

continuous update of its ephemeris message in

place of the present 30-minute updated message;

triple redundancy is being designed into the _ '
‘generation equipment at the Wallops Island,

Virginia, ground station; and monthly status

reports will be included in the NBS Time and

Frequency Services Bulletin; e.g., scheduled

outages, solar eclipses, and past performances.

This paper includes comments on NBS experience

with the reception of the signals, possible

sources of interference, and how to obtain best

results.

INTRODUCTION

In May 1974, NBS began an experiment of time-code broadcasts from the
National Oceanic and Atmospheric Administration's (NOAA's) Geostationary
Operational Environmental Satellites (GOES). Based upon subsequent suc-
cessful performance and useful application for the users of the GOES

'GoES is the acronym for Geostationary Operational Environmental Sat-
ellite.
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satellites, NOAA now considers the time code to be a permanen? feature.
In March 1977, NBS and NOAA formally agreed to continue the.tlme code
broadcasts, with NBS operating the code and providing the time and
frequency reference.

There are now three satellites in orbit; two are operational and the '
third is an '"in-orbit" 'hot' spare ready to replace either satellite in
case of failure. There is another satellite ready for launch when needed
and three more satellites are under construction. This complement of
GOES satellites is expected to insure two satellites in continuous opera-
tion until the late 1980's. Plans to continue the program beyond the
year 2000 are being made.

Considering the long life, the important mission2 of the GOES program,
and the wide geographical coverage of the satellites, the GOES time sig-
nals are finding many applications where reliability, automatic signal
recovery, and accuracy are desirable. Being geostationary, GOES is a
source of continuous synchronization, offering a significant advantage
Over non-geostationary satellites which can only provide exposure to the
user during brief periods of time at intervals ranging from about one
hour to many hours or even days.

TIME CODE SYSTEM

The time code is part of the interrogation channel of the GOES satellites.
The interrogation channel is used to command remote sensors to send their
collected data to the GOES satellites. The satellites relay these data
to the Command and Data Acquisition (CDA) facility at Wallops Island,
Virginia, for processing and dissemination to users. Interrogation mes-
sages are continuously being sent through the GOES satellites. The

format of the messages is shown in figure 1,

The interrogation message is exactly one-half second in length or 50 bits.
The data rate, provided by atomic oscillators, is 100 bits per second
(b/s). The interrogation message is binary and phase modulates a carrier
* 60 degrees after being Manchester-encoded; i.e., data and data clock

are modulo-two added before modulating the carrier. An interrogation mes-
sage consists of four bits representing a BCD word of time code beginning

The GOES satellites provide meteorological observations for:
-Continuous storm tracking through cloud photography

-Cloud analysis-density, temperature, height, wind velocity
-Surface temperature mapping

-Space environment sun/earth interaction

-Remote sensing of floods, rain, snow, Tsunamis, earthquakes, air/
water pollution, etc.
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on the half-second of UTC, followed by a maximum length sequence (MLS) ‘
15 bits in length for message synchronization, and ending with 31 bits %
as an address for a particular remote sensor. Sixty interrogation mes-

sages are required to send the 60 BCD time-code words constituting a

time-code frame. The time-code frame begins on the half minute of UTC

and repeats every 30 seconds (see figure 2). The time code frame con-

tains a synchronization word, a time message (UTC), the UT! correction,

and the satellite's position in terms of its longitude, latitude, and

height above the surface of the warth minus a bias of 119,300 micro-

seconds. The position information is presently updated on the half hour.

54—— 172 § ——»le—— 1/2 § ——>|——— 1/2 § —>|——— /2 & —
|

TC INTERROGATION TC INTERROGATION TC [NTERROGATIQON TC INTERROGATION
WORD MESSAGE WORD MESSAGE WORD MESSAGE WORD MESSAGE

N A aE

-~
TIME CODE FRAME CONSISTING OF:

@ SYNCHRONIZATION WORD
®DAYS, HOURS, MINUTES, SECONDS

O UNIVERSAL TIME CORRECTION

®SATELLITE POSITION

Fig. 1~Interrogation message format

40 32 8 20 16 16 108
SYNC TIME OF
WORD YEAR LONG | LAT | RAD EXPERIMENTAL USE
]
uTl SATELLITE
TIME POSITION
- CORRECTIONS 30 SECONDS .
TIME FRAME
BEGINS ON
00 AND 30

SECONDS UTC

Fig. 2-Time code format
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NBS maintains an ensemble of three clocks at NOAA's C?A facility,

Wallops Island, Virginia. These clocks provide the time and frequency
reference for the time code. The time-code generation system, partly
shown in figure 3, is completely redundant and fully sup?orted by an
uninterruptable power supply. There is a communication interface between
the equipment and NBS/Boulder using a telephone line. Over the tel?phone
line, satellite position information is sent to the CDA and stored in
memory for eventual incorporation into the time code and interrogation

message.

EASTERN WESTERN

SATELLITE T LORAN € SATELLITE
\\ NORFOLK, VA CAPE FEAR

N )

b +

RECEIVER TV RECEIVER
) FREQUENCY LORAN~C &
CLOCK METER ( CLOCK
—™1  DaATA <~——l TELEPHONE
> LOGGER | —| COUPLER/ |«——— NBS/BOULDER
— ‘ MODEM
TIME CODE SATELLITE
Osé{f'f,ﬁm »|  cLock | FORMAT  |—1 PosiTION
GENERATOR MEMORY
10 70
WESTERN EASTERN
SATELLITE SATELLITE

Fig. 3-Time code generation at CoA
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Data are also retrieved from the CDA via the telephone line to Boulder.
These data include the frequency of the atomic oscillators and the time
of the clocks relative to UTC as compared to TV transmissions from
Norfolk, Virginia, and to Loran-C transmissions from Cape Fear, North
Carolina. The Data Logger also measures and stores the time of arrival

of the signals from both the Western and Eastern GOES satellites as
received at the CDA. Besides the time and frequency monitoring functions,
the Data Logger provides the information necessary for NBS staff at
Boulder to remotely determine if and where malfunctions exist and how to
correct them by switching in redundant system components.

The satellite position information is generated at Boulder using a CDC
6600 computer and orbital elements furnished by NOAA's National Environ-
mental Satellite Service (NESS). NESS generates these orbital elements
weekly using data obtained from their trilateration range and range rate
(RERR) tracking network. The tracking data are obtained by measuring
the RERR to the Western satellite from the CDA, and sites in the states
of Washington and Hawaii. The Eastern satellite is observed from the
CDA, Santiago, Chile, and Ascension lIsland in the South Atlantic.

WESTERN SATELLITE EASTERN SATELLITE

FREQUENCY 468.8250 MHz 4L68.8375 MHz
POLAR I ZATION RHCP RHCP
MODULATION CPSK (+ 60°) CPSK (+ 60°)
DATA RATE 100 BPS 100 BPS
SATELLITE LOCATION 135° W 75° W

SIGNAL STRENGTH
(OUTPUT FROM =139 dBm -139 dBm
ISOTROPIC ANTENNA)

CODING MANCHESTER MANCHESTER

BANDWIDTH Loo Hz Loo Hz

Fig. b4-Interrogation channel signal characteristics
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v The GOES time signals for both satellites are summarized in flgure g,
. The signals are right-hand circulariy polarizeq ?nd separated in fr?quen-
cy by 12.5 kHz. The data rate is 100 b/s requiring 400 H% of bandwidth.
The data are Manchester coded and phase modulate the carrier * 60 degrees,
thuS/providing a carrier for the application of conventional phase Io?k
demodulation techniques. The geographical coverage of the two satellites
is shown in figure 5.

Figure 6 shows equipment designed for automatic time recovery from Fhe
.GOES fatellites. The antenna uses microstrip construction and provides

5 dB of gain right circularly polarized. It has a low noise preamplifier
attached to its back plane. The receiver contains a microprocessor to
determine and automatically compensate for net propagation delay of the
time signals.

RESULTS

Data have been collected at NBS in Boulder, Colorado, using a receiver
designed for automatic time recovery. Figure 7 shows the results of
measurements taken every half hour for one day. These results have been
repeated every day for more than one year. The results have shown the
GOES system to provide a time reference to easily within * 20 micro-
seconds.

An equation relating the time recovered from the satellite to the master
clock at Wallops fsiand is given below. Term 1 is known to better than

I Us using the data logger which compares the CDA clocks to Loran-C and

TV Line-10. This term will be controlled in the next generation system

to be instalied at Wallops lsland early next year at this level or

better. Terms 2, 4, 5, and 6 are expected to remain constant at the few
microseconds level and can for the most part be calibrated out of a user's
system. Term 3 is computed and compensated for by the user or his
receiver with microprocessor capabilities.

1 2
UTC(NBS) - SATELLITE RECEIVER = (uTC - CDA) + (CDA EQUIP DELAY) +

3 L
FREE SPACE SATELLITE
PROPAGATION | + TRANSPONDER +
DELAY DELAY
5 6
IONOSPHERE ¢ RECEIVER
TROPOSPHERE | + AND CLOCK
DELAY DELAY
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Since the GOES time code is transmitted outside the spectrum reserved
exclusively for time and frequency broadcasts, it cannot be considered

an NBS service in the same sense that WWV, WWVH, and WWVB are services.
The '"land-mobile' services and the GOES interrogation channels use the
same frequency allocations (468.8250 and 468.8375 MHz), which means the
time code may suffer interference from land-mobile transmissions. This
is particularly true in urban areas where there is a high density of
land-mobile activity. The satellite frequency allocations are secondary
to the land-mobile services. Therefore, any such interference must be
accepted by the time signal users. Complaints to the FCC will not result
in any adjustments in favor of such users. The spectrum use by satellite

and land-mobile is illustrated in figure 8.
LAND WESTERN EASTERN LAND
MOBILE GOES GOES ‘hv ; MOBILE
468.8250 468.8375 468.8500
(MHz)
[}
. |
Fig. 8-Frequency use '
Because of the spacing of frequency assignments to the land-mobile users, '
there is far less interference to the eastern satellite signals than to
the western satellite. Therefore, the eastern satellite should be used

by those users situated in large urban areas.

Although the GOES satellites transmit continuously, there may be inter-
ruptions during the periods of solar eclipses. The GOES satellites
undergo spring and autumn eclipses during a 46-day interval at the

vernal and autumnal equinoxes. The eclipses vary from a few minutes at
the beginning and end of eclipse periods to a maximum of approximately 72
minutes at the equinox. The eclipses begin 23 days prior to equinox and
end 23 days after equinox; i.e., March | to April 15 and September 1 to
October 15. The outages occur during local midnight for the satellites'
mean meridian (see figure 9).

There will also be shutdowns for periodic maintenance at the Wallops
Island ground station. These scheduled outages will be reduced in the
future as redundancy is added to the system.

149




y

MEITES bt

Fig. 9-Solar eclipse time

FUTURE PLANS AND IMPROVEMENTS

The satellites now under construction will have a 3 dB increase in radi-
ated power and an improved antenna system. The time-code generation sys-
tem at Wallops Island will be replaced with one of an improved design
which reduces parts count by a factor of four., The system will be triple
redundant. The satellite position data will be compressed using Chebychev
polynomials to reduce storage requirements at the CDA and allow more fre-
quent updates in the time-code message. By early 1978, the satellite
position data will be updated every five minutes rather than at the
present thirty-minute intervals.

Early in 1978, NBS will begin to report on the status of the GOES time
system, including expected outages and improvements, in the NBS Time
and Frequency Services Bulletin issued monthly.
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QUESTIONS AND ANSWERS

MR. ELLIS BRYANT, Weatherchron Company:

Our company uses the WWV code to update telephone time announce- !
ments for the public. Are there any plans to put a daylight

savings marker of some sort in the time code so we can generate
local time?

MR. DAVIS:

We do have quite a number of bits that are designated for experi-
mental use at present, and this could certainly be easily done.
Frankly, we haven't finalized what all of those bits will be.
There are over a hundred of them in the 30 second time code mes-
sages that are presently unused. Some will be used for system

checking, but certainly I think it is a good idea to include the
daylight saving time marker.

'
MR. ROGER EASTON, Naval Research Laboratory:
What sort of accuracy do you advertise? t l
MR. DAVIS:

The stability is on the order of less than + 20 microseconds.
Now, we haven't done enough clock carries from Wallops to NBS/
Boulder to other locations to verify just what the level would
be for taking a unit out in the field, setting it up, and saying,
"Yes, we guarantee it at such and such accuracy." 1 am sure it

is well below 100 microseconds, but how much below I can't say
at this time.




A TRANSIT SATELLITE TIMING RECEIVER

G. A. Hunt and R. E. Cashion
S. N., Inc., Silver Spring, Maryland

ABSTRACT

The development of a time transfer instrument
employing a TRANSIT satellite receiver and a
microprocessor based computer is described.
This instrument has been tested at the U. S.
Naval Observatory measuring the time differ-
ence between the USNO Master Clock and the
timing receiver. Data from these tests are
presented which show the system can provide
time referenced to UTC accurate to 25 micro-
seconds or better.

The paper treats principles of operation, time

transfer capabilities of the satellite system,

projected system capabilities, system errors,

and features of the timing receiver. !

INTRODUCTION

The T-200 Satellite Timing Receiver uses signals from the Navy Naviga- '
tion Satellite System (NNSS) or TRANSIT. Time marks in the satellite

signal are referenced to UTC (USNO). This allows an earth station to

derive accurate time from NNSS if the following functions are implemented:

1. Recover the satellite time

2. Reference a local clock to the received time
3. Correct the local clock for offset

The Satellite Timing Receiver was developed to accomplish these tasks

and to provide a synchronized 1 pulse/second output and UTC in hours-
minutes-seconds format.

The time-keeping ability of the operational NNSS is superior to that
required for the navigation function, but up to the present time no
instrument has been available to make full use of this fact. NNSS can
provide unique and desirable features for time transfer. For example,
the system is fully operational now and has been since 1964. The system
is fully funded and maintained by the U. S. Navy. A polar orbit satel-
lite configuration provides world-wide coverage. Transmission from the

satellites is at VHF with essentially no unpredictable signal propaga-
tion effects.
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THE NAVY NAVIGATION SATELLITE SYSTEM

TRANSIT (NNSS) is an operational system of five satellites and associated
ground support stations. The satellites are in almost circular polar
srbits of approximately 7500 km radius. The system was funded by and is
supported by the U. S. Navy, and although the system continues to have
widespread military use, the U. S. Government released details of the
system for uncontrolled use world-wide in 1967.

Conventional (i.e., navigational) use of the NNSS is accomplished by a
passive earth station receiving the signals from a single satellite with
an omnidirectional antenna. The received messages describe the satellite
orbit to an accuracy of approximately +5 meters. Included in the message
is a digital signal called the fiducial time mark (FTM) that delimits
two-minute periods in the satellite transmission. Ground stations moni-
tor each satellite and uplink new orbital data and clock adjustments to
keep the onboard satellite clock FTM synchronized to the USNO master
clock. 1Integration of the frequency difference between received signals
and a stable internal oscillator frequency (doppler) between FTMs pro-
vides a measure of the change in slant range between the satellite and
the earth station.

Using an assumed position on Earth and the received orbital data, a
theoretical change in slant range can be computed. Using several such
calculations &nd their measured analog from the doppler, the error in
the assumed position can be deduced. This yields the "satellite fix".

RECOVERY OF TIME

Major functional elements of the timing receiver are shown in block dia-
gram form in Fig. 1. The key elements are:

NNSS receiver
FTM detector
. Microsecond clock
- Microcomputer

B W N

The receiver gives orbital information from the satellite message to the
Mmicrocomputer and, in turn, is controlled by the microcomputer. The re-

ceiver also drives the fiducial time mark detector from its phase de-
tector output.

driven by 1 MHz derived from the precision local oscillator. The over-
flow from this counter generates a 1 pps signal - the primary output

from the timing receiver. This microsecond register can be advanced or
retarded by the computer in increments of 1 microsecond. Hours-minutes-

seconds time is kept by the computer and displ i
: ayed i t
LED display on the front panel. ey " 7 seven segnen




Transfer of the microsecond clock tc the microcomputer is done by a
latch which the microcomputer can read at any time. The microsecond
clock continues to run when the latch is strobed.

Every two minutes the satellite transmits a sync word of 23 "ones"
followed by a "zero" and 400 Hz modulation. The FTM is defined to be
that transition between the final binary zero in the sync word and the
beginning of the 400 Hz "beep". Fig. 2a shows the end of one two-
minute message and the beginning of the next showing the FTM. The
microprocessor generates an enable signal for the FTM de‘ection cir-
cuitry that alliows detection of the first zero crossing after the last
bit of the message. This zero crossing occurs 1/16 of a bit time
(1229 microsecond) after the FTM at the detector. The FTM is delayed
through the receiver by 435 microseconds. Timing relationships of the
derived FTM (FTM') are shown in Fig. 2b.

FTM' is used to latch the microsecond clock during the satellite pass.
The latch reading is transferred to the microprocessor after each FTM
(i.e., every two minutes). Data stored in the microcomputer memory
represent the clock reading at each FTM' during the pass.

To detect any microsecond clock offset, it is necessary to modify these
readings so they are referenced to the transmitted FTM. The two sources
of difference between the transmitted FTM and FTM' are propagation path
(a function of slant range) and detection delay (a constant). Correc-
tions to the latched clock readings are therefore of the form:

Corx Ag + A;S (Equation 1.)

Ag = 1664 us

A; = 3.3356405 us/km

Where S

slant range in km

Using orbital information transmitted by the satellite and location of
the instrument read from internal registers, the slant range to the
satellite is computed for each point. Microsecond clock readings are
adjusted backwards by a number of microseconds indicated by Equation 1.
Because the FTM was transmitted on a second mark (every two minutes
UTC), the difference between corrected clock readings and zero (ahead
or behind) is the clock error indicated by that FTM reception. Between
3 and 9 of these corrections are available for each usable satellite
pass.

After data have been reduced to form a single clock correction amount,
the microsecond clock can be advanced or retarded accordingly.




SOURCES OF ERROR

The primary sources of error are caused by (1) time jitter in FTM de-
tection and (2) offset in the FTM transmitted by the satellite. The
user has no control over the latter except to average clock corrections
over several satellites. The limiting factor in satellite FTM error is
the ability of the controlling agency to monitor satellite performance,
Corrections to satellite clock are straightforward once the offset is
determined. Summaries of offset data published by USNO show FTM accu-
racies in the #30 us range. The T-200 allows averaging over several
satellites to reduce time~keeping error at the expense of correction
response time. Filtering algorithms are discussed in the next section.

Reduction of time jitter in the FTM detection was an important part of
the development of this instrument. A combination of careful hardware
design and microcomputer control permits detection with very low jitter
considering the narrow bandwidth and low signal to noise ratio (S/N) of
the receiver. Fig. 3 shows the jitter as a function of signal strength.
These data were obtained in the laboratory by using a NNSS Test Set.

Using an omnidirectional antenna, full limiting signals are not always
possible. However, the 20 us peak-to-peak jitter for satellite ele-
vations above 10° allows good performance for most of an average satel-
lite pass. Editing of FTM detection for elevation angle is done by
using corresponding slant ranges as described in the next section.

EDITING, AVERAGING, AND FILTERING

Although the clock correction corresponding to one FTM detection could
be used, the mean of an edited ensemble of the corrections from a single
pass yields significantly superior accuracy.

Editing of the points corresponding to a pass of a single satellite is
done after satellite set time and is a two-step process. The first
step removes clock corrections corresponding to slant ranges greater
than 2800 km (elevation angles less than 10°), The mean and variance of
the remainder of the clock error points are computed. If the standard
deviation does not exceed 24 us, the ensemble is accepted. Otherwise,
all points more than 1 standard deviation from the mean are deleted.

If thg ensemble has 3 or more points after all editing, a clock correc-
tion is computed as the mean ("best estimate") of the points,

Fig. 4a shows ? computer printout of data from the T-200 for a single
pass of satellite 30120 on 23 October at 1648 UT. These data were
taken with intrapass editing disabled. The clock correcting subroutine

was disabled to permit data acquisiticn of the indicated corrections
under a variety of conditions.




As can be seen, the data have a high standard deviation primarily due to
two data points (#0, #6). The mean clock error was -445 us, and would
have caused a 445 ps clock advance if it had been used.

Fig. 4b shows the same pass processed using the intrapass editing
algorithm described. Point #0 was eliminated because slant range was
greater than 2800 km, and point #6 was eliminated because it differed
from the mean by 1391 us (2.27 o). The new mean, -74 ps, was computed
from the remaining points and the standard deviation improved to 15 us.

The T-200 permits the net clock correction at each pass to be filtered
over a number of satellite passes that is user selectable. Filtering

the correction over a number of satellites smooths the offset and im-

proves instrument performance at the expense of response time. Using a f
filter time constant of one satellite average period will allow a

correction at every satellite that produces an acceptable result. Using

a larger time constant places more emphasis on the correction of the

satellite constellation and less on any one satellite. Also, a large

error in one satellite would not grossly effect the instrument error if

filtering was used.

SYSTEM PERFORMANCE

Transmission accuracy of the satellite FTM determines timing accuracy ¢
in the T-200 receiver. Currently, NNSS satellites are controlled by

the U. S. Navy Astronautics Group (NAG), Point Mugu, California. Under

NAG control, FTM measurements are made at five different ground stations.

All stations receive data from each satellite for at least four passes '
per day. Each pass contains an average of seven FTM measurements, or a

total number of about 150 data points per day, thus, statistics on FTM

measurements are very good.

Synchronization between NAG and USNO is maintained to within 5 micro-
seconds by portable clock trips. Under present time-keeping procedures,
satellite time is maintained within about #30 microseconds of UTC, but
it should be emphasized that satellite navigation does not require time
with greater accuracy. A change in operating procedures can yield time-
keeping within +15 microseconds at little or no additional expense, and
a joint program between NAG and USNO is now underway to implement this
improvement.

Tests on the prototype T-200 receiver were performed at the U. S. Naval
Observatory during May and June, 1977, with results given in Fig. 5.
The receiver reference clock during these tests was an atomic source
and all measurements were relative to the USNO Master Clock. The re-=
sults of these tests were used to improve the correction algorithm and
to determine the exact equipment delays. The value used for equipment
delay during these tests was 1702 ps, whereas the correct value is
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actually 1664 us. This caused the 38 us bilas shown in the receiver
performance of Fig. 5c¢ and 5d.

Fig. 5a shows USNO published time differences(l) for the period May 2u,
1977 through June 7, 1977. Fig. 5b shows raw T-200 Satellite Timing
Receiver measurements (T-200 clock - USNO Master Clock) for the same
time period. Fig. 5¢ and Fig. 5d show the T-200 and USNO time differ-
ence after application of computed filter corrections during this test

period.

From Fig. 5a it can be seen that satellite clock differences are ran-
domly distributed with mean zero. Since T-200 clock corrections can be
filtered over all satellites in the constellation, the satellite clock
errors are integrated such that the receiver clock at any given time may
be closer to UTC than any individual satellite time. This result is
shown in Fig. 5¢ and Fig. 5d. Improvements in control of satellite time
would, of course, improve the T-200 receiver clock.

OPERATOR CONTROLS

Two inputs are required to start the receiver: receiver location and
initial clock time. An internal receiver printed circuit contains
decimal switches for the input of latitude, longitude, and antenna
height. Once set, these switches need not be changed unless the re-
ceiver is moved to a new cite.

The UTC clock must be set, but initial clock error may be up to 15
minutes without effecting the T-200 accuracy after its first satellite
correction. At completion of the first satellite pass, hours, minutes,
and seconds are corrected to actual UTC, and the microseconds clock is
corrected for the computed error without filtering. This should place
the 1 pps output to within 50 microseconds of UTC. Each succeeding
satellite correction will have filtering applied if this has been
selected.

The microprocessor in the receiver design has made the T-200 automatic
for most operations. The nicrocomputer (1) sets initial parameters at
turn-on, (2) controls receiver message recovery, (3) edits FTM data

based on quality criteria, (4) computes and applies clock corrections,
and (5) automatically self-tests once each hour.

Although thg receiver can operate without attention, features are in-
corporated in the design to permit operator adjustment of the clock

(I)Average values for Fime difference between NNSS sétellites and USNO
are published by USNO in "TRANSIT Satellite Report, Series 17". Data

shown are from Reports No. 265, 26 Ma
. ’ Y 1977; No. 26 ; .
267, 9 June 1977, and No. 268, 16 June 1977 ° 2 June 1977 No
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(prior to the first satellite only), to delete corrections from specific
satellites, and to change the filter function.

An opticnal feature for the T-200 is a module which determines receiver
position. This design is useful on ships at sea or on vehicles which
are expected to move between locations. Another option provides a
summary printout of correction data at each satellite pass. Optional

internal oscillators are available with accuracies of 1 x 10-9/24 hours
or 5 x 10'11/24 hours.

ADD/DROP CONTROL :J“”Z
6 DIGIT 1PPS
MICRO COMPUTER DECADE COUNTER L—» o
y 3
DATA us COUNT
IN
-
ol « LATCH
ad
= <
2 o
<]
(3]
ENABLE
STROBE (FTM’)
400 MHZ |

IN v AJi

i > NNSS DATA FTM

RECEIVER DETECTOR

Fig. 1. Timing Receiver Block Diagram
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Fig. 2a. Data Pattern at FTM

FTM AT FTM AT
ANTENNA DETECTOR
o — e
DATA ~ "7 "'"'L
PATTERN [P 1st ZERO CROSS
OF BEEP WORD
435 us l‘——— 1229 us
1664 us
ene n
Fig. 2b. FTM’ Derivation
|
1001
804
§ 60
15 NORMAL RECEIVER
o) ! SIGNAL LEVELS
Py 40
aa
204
10
0 i) 20 5 an

20 30 40 50 80 70

db—e= NNSS TEST SET ATTENUATION

Fig. 3. FTM Detection Jitter
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SAT =30120
LOCK 1008 MIN UT
SLANT CLOCK
INDEX RANGE CORREC
Kt USEC

0 2832 - 160

1 2186 92

2 1673 77

3 1451 74

4 1648 78

5 2149 - 52

6 2792 -2299

7 3494

8 4217
MEAN -405 USEC

STD DEV 836 USEC

Fig. 4a. T-200 Pass Without Editing

-

SAT =30120
LOCK 1008 MIN UT l
SLANT CLOCK
INDEX RANGE CORREC
KM USEC
0 2832
1 2186 92 )
2 1673 77 ;
3 1451 74
4 1648 - 718
5 2149 52 o )
6 2792 ey
7 3494 BRSO
8 4217 .
MEAN - 75 USEC
STDDEV 14 USEC -

Fig. 4b. T-200 Pass After Edliting
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Fig. 5b. T-200 Raw Clock Error
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QUESTIONS AND ANSWERS

MR. GEORGE OJA, U. S. Naval Representative Office:

For the maximum interval between satellite passes, what wou]d you
expect the accumulated error to be into the internal oscillator?

MR. HUNT:

Knowing the precision and stability of your reference clock, it can
be computed directly. It is a function only of the clock. The
timing receiver removes the offset from the time. The precision of
time between satellite fixes is a function of the accuracy of the
clock, obviously, so it depends on how good your oscillator is.

If you work on a microsecond-a-day clock, which is very common,
your maximum error due to the non-continuous operation of the
satellite system would be 1 microsecond if it were a day. The
Constellation, as I understand it, is in a particularly bad phase
right now. It is working its way out. We are getting satellite
passes one after the other for a few times and then go several
hours without them. So given the maximum time of several hours,
what is your oscillator stability? You can answer your own question.

MR. OJA:

Yes, that's what I mean. What oscillator are you using?

MR. HUNT:

We provide no oscillator. I am sorry I didn't make tnis point
c]eqr. You use your own oscillator. Or, there are two optional
oscillators, both of which offer microsecond-a-day type stability.

MR. LAUREN RUEGER, Johns Hopkins University Applied Physics Lab:

Have you tried recgnci]ing the published excursions of the
satellite system time with the data that you have presented?




MR. HUNT:

Yes. We see some correlation, but not a whole lot. Frankly, the
controlling agency has the same problem we do in measuring the
offset to the USNO master clock. We can see some correlation,
however. When the satellite indicates it is very far off in one
direction--20 or 30 microseconds one way or the other--we can see
that in our data also, although we can't measure it precisely to
that. Removing the satellite offset from our data after the fact

using USNO Publication 17 improves it somewhat but doesn't remove
all that we think it could.

MR. RUEGER:

Is there a Timitation in the resolution if the satellite system

does get control down to + 5 microseconds? Will you be able to
see it?

MR. HUNT:

That I don't know. Perhaps the gentleman from NAJ or the Navy can
tell us. On one pass, we are looking at, typically, between 8 and
12 microseconds standard deviation. The slide I made showed 14.
We are doing better than that now because we have improved our
fiducial time mark detector. We are computing the position of the
satellite to well within 25 meters, which obviously is down in the
noise as far as microseconds are concerned. So, I think the reso-
lution available ultimately goes back to how well the satellite

system can be controlied down to a flgor in the 10-microsecond
region.

MR. RUEGER:

You would be able to see 1 microsecond if we were holding the mean
to that value?

MR. HUNT:

If you were holding the mean to that value and we filtered, we
would be in our floor cf around 10 microseconds due to the jitter
in the fiducial time mark detector, although some of that could be
removed with additional filtering. How much we don't know yet
because we don't have the Navy satellite system correctable to that

point. Hopefully, this new procedure will improve it enough so
that we can see these factors.




S
——

DR. GERNOT M. R. WINKLER, U. S. Naval Observatory:

I would like to comment. The Naval Astronautics operations and
the timing control of the satellite system, as it is executed now,
is more than sufficient to satisfy navigational requirements. The
use which we see here represents additional potential of a national
resource. It is now up to us to tighten these operational pro-
cedures, to tighten up the timing. I am confident that we will be
able to do that to make that national resource more readily

available.

MR. ROGER EASTON, Naval Research Laboratory:

What is the cost of the receiver?

MR. HUNT:

I don't know the price. I can give a range. It is on the GSA
schedule, and the price depends, of course, on quantity. I believe
the price for quantity one is in the vicinity of $13,000 to $14,000.




A TIME TRANSFER UNIT FOR GPS

Jackson T. Witherspoon, Leonard Schuchman
Stanford Telecommunications, Inc., Sunnyvale, CA & McLean, VA

ABSTRACT

A Time Transfer Unit (TTU) for use with NAVSTAR satellites of the
Global Positioning System (GPS) is described. The unit can provide
world-wide time transfer with an accuracy of better than 100 nano-
seconds relative to GPS system time. Techniques used for GPS signal
processing and data reduction are summarized, and potential appli-
cations discussed.

INTRODUCTION

Satellites have been used for a number of years for transfer of time and
frequency between primary standards and users of precise time [1].
NAVSTAR satellites of the Global Positioning System (GPS) will soon
provide world-wide access to precise timing signals which will permit a
properly equipped user to calibrate a local time source relative to a
primary standard to within fractions of a microsecond. The minimum user
configuration consists of an omni-directional antenna and preamp, a Time
Transfer Receiver, a teletype or equivalent alphanumeric printer, and a
scientific hand calculator. Users with existing computers can eliminate
the manual computation by connecting the receiver directly to a host
processor.

For users without existing processing capability, an integrated receiver/
processor or Time Transfer Unit (TTU) is available which is completely
self-contained and fully automated. For users who do not have atomic
frequency standards but who wish to improve the accuracy of their local
time reference to better than 1 microsecond, the TTU can be operated in
an automatic time correction mede in which the local time reference is
periodically corrected.

This paper describes the operation and design of a prototype unit now
under development.

OPERATION

The basic configuration of the TTU is shown in Figure 1. The unit
accepts stable reference time (1 pps) and frequency (5 MHz) signals from
the local time standard or unit to be calibrated, and the L1 signal at
1575 MHz from any GPS NAVSTAR satellite. Ephemeris data from the
NAVSTAR satellite is detected and processed to determine satellite
position and to estimate the time of arrival of the satellite signal
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epoch. The actual time of arrival is recorded and compared with the
expected value after correction for ionospheric, tropospheric, and
relativistic errors, and the difference is displayed as the local tipe
error. Sequential time error measurements are filtered to provide
minimum variance time and frequency error data for display to the uscr
or for logging with other user applications data. Time error is dis-
played as a nine digit plus sign decimal number in units of seconds with
a range of + six seconds and a resolution of 10 nanoseconds. Frequency
error is computed from the rate of change of the filtered time error and
displayed as a six digit,plus sign decimal number in parts g% 107 with
a range of + one part 10  and a resolution of onme part in 10" °. The
output data is updated every six seconds; the normal smoothing interval
is two minutes but can be adjusted to a particular user's requirements.
The smoothing filter also generates an estimate of the variance of the
output data.

Several optional modes of operation are available to match different
user requirements. For the user who needs a corrected 1 pps time refer-
ence, a time synthesizer can be added to the basic configuration which
generates a 1 pps which is advanced or retarded relative to the refer-
ence 1 pps by an amount equal to the computed time error.

Time Transfer Technique

i The time transfer technique used is illustrated in Figure 2 which shows

‘ typical satellite, user and received time epochs relative to system

{ (GPS) time. GPS satellites transmit continuous navigation signals with
readily identified epochs every 6 seconds. The satellite transmission
is determined by an atomic standard which will in general differ by some
amount (Parameter A in Figure 2) from system time. An estimate of A is
contained in the navigation data and is available to the TTU. The
satellite epoch arrives at the TTU and is detected by the receiver at
some later time and is measured by reference to the local station time
reference (Parameter C in Figure 2). The transit time (sum of A + B + C
in Figure 2) can be estimated from satellite ephemeris and ionospheric
error available in the navigation data, and from known user location and

; equipment bias calibrations. The station time error is taken as the

; difference between expected and measured time of arrival. Table 1
summarizes the major sources of error in the technique described. Note
Fhat these errors are associated with a single measurement and do not
1nclud? potential improvement from smoothing over multiple samples or
combining measurements from multiple satellites. The reader is referred

to [2] for a more complete discussion of
th P S
and its contents. e GPS Navigation Data Message
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TABLE 1
TTU ERROR BUDGET
Satellite Ephemeris 10 ns
Satellite Clock Drift 10 ns
Ionosphere/Troposphere 30 ns
User Location/Calibration 15 ns
Receiver Noise 20 ns
RSS Error 41 ns

Satellite Availability

NTS-2, the first of six NAVSTAR satellites planned for Phage I system
deployment was launched in 1977 and is undergoing test and evaluation.
This satellite can be seen for an average of six hours per day anywhere
in the world. Figure 3 illustrates expected times in view for the six
satellite constellation from San Francisco. Note that at least one
satellite is in view about 18 out of 24 hours each day.

RECEIVER DESCRIPTION

The lime Transfer Receiver is contained in a standard 19" wide rack
mounted chassis. A remotable L-band preamp and omni-directional antenna
are provided for external or roof top mounting.

i

RF Antenna/Preamp ‘ '

The RF antenna/preamp assembly is designed to ensure a carrier-to-noise- \
density ratio for the L1 signal under worst case conditions of 37 dB/Hz.

The antenna is a narrowband, circularly polarized unit providing unity

gain over the Ll frequency band everywhere above 20 degrees elevation.

The preamplifier is of conventional design, preceded by a narrowband

preselector, providing a noise figure of better than 5 dB and a gain of

more than 40 dB., The entire assembly is designed for ogeration %n an

unprotected environment over a temperature range of -25"C to +65 C.

Time Transfer Receiver

The heart of the TTU is the Time Transfer Receiver (TTR). The TTR
receives anc tracks the PRN coded GPS signal at 1575 MHz, demodulates ,
the carrier and detects the 50 bps Navigation data which bi-phase modu- SR i
lates the carrier. Navigation data, code epochs, and receiver status
are provided as outputs for processing or printing via an IEEE-488-1975
compatible interface bus every six seconds. Figure 4 illustrates the
TTR front panel controls, The receiver may be operated manually from
this panel or remotely via the processor interface. GPS time-of-week
is continuously displayed in the center display. Figure 5 illustrates
the major functional elements of the receiver.




Downconverter

The downconverter preselects, downconverts, amplifies, filters, and
levels the input L~band signal. Single downconversion is used to an IF
of 81.84 MHz where signal distribution and correlation is performed.
All conversion signals are synthesized from the local frequency stan-
dard. Provisions are included for injection of test RF or IF signals
from a NAVSTAR test transmitter such as STI Model 5001.

Code Tracking Loop

The code tracking loop is a conventional early-late delay-locked loop
employing a single code channel which is switched between early and late
code references. An early-late discriminator accepts the early and late
codes, correlates the received and reference codes, and demultiplexes
the switched error signals to produce a digital error signal propor-
tional to the received code offset. The code loop filter and number-
controlled-oscillator circuits which generate the corrected code clock

4 are all digital designs which retain the phase noise purity of the
reference oscillator so as to achieve a very narrow band tracking loop.
The code generator generates any one of 37 Gold codes used for the GPS
C/A signals, the proper code selectable by satellite ID.

l ]~ Navigation Data Detection

This module accepts video 50 Hz navigation data from the carrier loop,
synchronizes and detects the data and subframe synchronization, and
generates data, timing and synchronization signals for the external

L processor. The received HOW word is also extracted for panel display.

Frequency Synthesizer
. This module plus an internal 10 MHz frequency reference provides for
. generation of all internally used frequencies from an internal or
external frequency standard.

- Interface and Control

This module provides control of receiver operating modes, fromt panel
controls, local HOW generation and external control and status inter-
faces with the processor via the IEEE Interface Bus.

£ Data Processing Configuratior.

i As indicated earlier, the data pProcessing configuration required for the
'f' TTU will depend on the particular host user's application. For the
; development model of the TTU, a time-ghared 16~bit mini-processor/CRT
keyboard will be used. This configuration was selected to provide

on, particularly with respect to evalua-

flexibility of test and evaluati




tion of time-transfer algorithms. An extended precision time interval
counter is included in the processor configuration to process the re-
ceiver generated code epochs measurements with 10 nanosecond resolution.

The software provided with the TTU includes, in addition to standard
vendor operating systems and library routines, nine applications pecul-
iar modules which provide operator initiation, control, data acquisi-
tion, data reduction, display, and diagnostic capability, all at the
CRT/keyboard which acts as the control station for the system. Figure 6
illustrates the processing sequence.

Upon initialization, the system verifies proper program loading, checks
all Input/Output operations, and requests operator inputs for satellite
ID, initial doppler offset and verification of proper system time. The
receiver is then interrogated, and if status is valid, a navigation data
frame is read in and checked for validity. When a valid frame of data
is available, navigation data processing begins. This process produces
an estimate of transit-time once every six seconds which is then com-
pared to the measured time-of~arrival as determined from the time inter-
val between received and local code epochs. Consecutive differences are
then smoothed over a two minute interval to produce refined estimates of
both time and frequency error in the local user's clock. These data are
displayed to the operator as illustrated in Figure 7. ‘

SUMMARY
A Time Transfer Unit capable of providing 100 nanosecond world-wide time '
synchronization via RF signals transmitted by GPS NAVSTAR gatellites has

been described. Such units can provide more frequent and improved
calibration of existing atomic clocks at remote locations, and upgrading
of time and frequency accuracy available from conventional crystal
frequency standards.
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INITIAL RESULTS OF THE NAVSTAR GPS
NTS-2 SATELLITE

James A. Buisson, Roger L, Easton, Thomas B. McCaskill
U.S. Naval Research Laboratory (NRL)
Washington, D.C.

ABSTRACT

NTS-2 was successfully launched on 23 June 1977
into a near 12-hour circular orbit. Precise frequency
and timing signals are derived from the two cesium
frequency standards. This paper discusses the launch
and preliminary results which include verification of
the relativistic clock effect.

INTRODUCTION

The successful launch of the Navigation Technology Satellite No. 2
(NTS-2) marks the begi.ning of a new era in navigation and time-
keeping history. NTS-2 (Fig. 1) is the first NAVSTAR GPS (1) Phase I
Satellite, which will provide near-instantaneous navigation and
time-synchronization service on a worldwide, continuous basis to
the DOD community and a wide variety of commercial users. NTS-2
technological features encompass the world's first orbiting cesium
frequency standards, built by Frequency and Time Systems (FTS);
nickel-hydrogen batteries (developed by COMSAT); three axis gravity
gradient stabilization with momerntum wheel unloading; control of the
spacecraft orbit; verification of Einstein's relativistic clock shift;
time interval measurement precision of 3 nanoseconds; and a worldwide
network (GE International Time Sharing ) for data acquisition.

NTS-2 is also the fourth in a series of NRL technology satellites

(Fig. 2) which have carried quartz (2), rubidium (3) and cesium (4)
oscillators into orbit. The NTS-3 spacecraft, now under development
at NRL, is scheduled to carry the first orbiting hydrogen maser (5)
frequency standard(s). The primary data type for all of the technology
satellites has been precise time difference measurements, which have
been used for time transfer (6), navigation (7, 8) and orbit determina-
tion.
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GPS LAUNCH PROCEDURE

The GPS launch procedure (Fig. 3) requires that the spacecraft be
inserted into a pre-assigned position in the GPS constellation; first
into a high eccentricity transfer orbit (Fig. 4), then into a low
eccentricity drift orbit (Fig. 5), followed by final constellation place-
ment. A set of orbital values and tolerances was specified; the most
critical tolerance was for orbital period which was required to be
within an accuracy of 1 second of the specified value of 717,973
minutes (nearly 12 sidereal hours).

The NRL built spacecraft was launched into the transfer orbit from
Vandenburg Air Force Base on June 23, 1977, at 0817UTC. First

acq' .sition of signal (AOS) was made by the NTS tracking station in
Panama. NTS-2 was then acquired and tracked from Blossom Point,
Md. Calculations of measurement residuals indicated a nominal
transfer orbit. The scheduled apogee kick motor (AKM) burn at the
first apogee was deferred in order to allow processing of measurements
from the launch tracking network (Fig. 6). The launch tracking network
consisted of two of the NTS tracking stations (Panama and Chesapeake
Bay, Md.) complemented by Blossom Point, Md.; Millstone, Mass.:
the Range Measurements Laboratory, Patrick AFB, Fla. The

tracking network is coordinated by the NRL Control Center (NRLCC),
which has links (Fig. 7) to the GPS Master Control Station. Transfer
orbit solutions were independently made by Bendix personnel at
Blossom Point, Md.:; RML, Patrick AFB: and Millstone Radar personnel
using measurements from the launch tracking network. A merged orbit
solution (9) was performed by the Naval Surface Weapons Center
(NSWC) which was compared with the independent solutiong using
various data subsets. The AKM burn was performed at the sixth
apogee which resulted in a near circular drift orbit.

The pre-launch drift orbit profile (Fig. 8) was chosen to allow the
ascending node of NTS-2 to drift eastwards at a nominal value of 5
deg/day. The actual drift orbit (Fig. 9) had a larger drift rate than
expected, resulting in NTS-2 reaching its Pre-assigned position in
the constellation of 28 + 2 degrees West Longitude in 5 days. Three
velocity increments (Fig, 9) ranging from 1 to 3 feet per second were
used to increase the spacecraft period. The final orbit, excepting
small microthrusts, was achieved 15 days after launch. Three

axis gravity gradient stabilization and solar panel deployment

was achieved within 18 days after launch.
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The final drift orbit of NTS-2 in the GPS Phase I constellation is given
by Figure 10. The locations of the five Navigation Demonstration
Satellites (NDS) are possible positions; final satellite positions will

be determined later. These six satellites will comprise the GPS
Phase I Constellation.

NTS-2 follows a constant ground track orbit with an inclination of

63 degrees. Occasional orbital maneuvers of the spacecraft are
performed, as necessary, to maintain the ascending node within the
GPS specifications. Figure 11 presents a summary of four of the NTS~-2
orbital parameters and the associated GPS specifications.

NTS-2 TRACKING NETWORK

The NTS-2 tracking network (Fig. 12) consists of U.S. stations located
in Chesapeake Beach, Md. (CBD), Panama Canal Zone (PMA): overseas
stations are located at the Royal Greenwich Observatory (RGO) in
England and in Australia (AUS) at a Division of National Mapping site.
United States stations are operated by Bendix Field Engineering, the
overseas sites are operated by personnel from England and Australia,
all under the direction of NRLCC. The NTS-2 measurements are used
by these cooperating countries for time comparison with the U.S. Naval
Observatory (USNO), independent orbit determination and polar motion
studies. The network provides almost complete tracking coverage of
NTS-2; Figures 13, 14, 15, and 16 depict the portions of the NTS-2
orbit when the spacecraft is above the horizon from PMA, RGO, AUS,
and CBD, respectively. Figure 17 shows that only a small segment of
the NTS-2 orbit is not observable from some station in the NTS network.
Noteworthy is the coverage obtained from Panama (Fig. 13); NTS-2 is
tracked for one complete revolution every day, thus allowing for imme-
diate analysis of any cesium frequency adjustment performed by NRLCC,
Each of these stations has at least three cesium standards whose off-
sets (independent of NTS-2) are related to the USNO Master Clock

No. 1 by timing links as detailed in Figure 18.

PRECISE TIME AND FREQUENCY TRANSMISSIONS

Precise frequency signals for NTS-2 transmissions are obtained from
one of the two spacecraft qualified (4) cesium frequency standards
built by FTS. Each cesium standard may also be operated in a quartz
oscillator mode which requires less power. The reduced power,
quartz only mode was used for the first 15 days after NTS-2 launch.
The cesium standard was locked following solar panel deployment
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which allowed full power operation.

NTS~2 timing information is continuously transmitted in two modes, a
side tone ranging system, called the Orbit Determination and Tracking
System (ODATS); the other a Psuedo Random Noise Subsystem Assembly
(PRNSA). Time difference measurements between the spacecraft clock
and ground station clocks are made through special receivers (10, 11)
which measure time difference by comparing a waveform similar to that
transmitted by the spacecraft. These measurements are then used to
determine the spacecraft orbit, clcck difference (12), frequency
difference and other parameters associated with GPS operation.

FREQUENCY DETERMINATION

GPS requirements for the NTS-2 mission called for cesium controlied
frequency operation after full power was available, following solar
panel deployment. The first FTS cesium standard to be used, designa-
ted as PRO-5, was locked up (Fig. 19) on the first attempt on Day 190,
1977,at 1418 UTC following a frequency tune to bring the PRO-5

quartz oscillator frequency within the VCXO tuning range of the cesium
resonance frequency. Figure 19 presents the theoretical range minus
the observed range (T-Q) values (13) which are calculated from
measurements collected at a one-minute interval from the Panama site.
These (T-O) values yield a measure of the spacecraft clock offset

with respect to the PMA clock. Knowledge of the station clock offset
with respect to the USNO Master clock permits the spacecraft to be
referenced to USNO. Figure 20 presents a plot of (T-0O) values (13 from
PMA over a six day span. The (T-0) slope gives the frequency offset
of +442 .5 pplO12 with respect to the PMA clock. Inclusion of the
PMA frequency offset of +0.6 pp1012 produces an NTS measured value
of +443.1 pp1012, Comparison of this value to the predicted value

of the relativistic offset of +445.0 pplO12 gives a difference of

-3.1 ppl0l2, oOn Day 215, 1977, the NTS~2 PRO-5 output signal

was offset (Fig. 21) through the use of a frequency synthesizer (4).
Closer frequency synchronization to the UTC rate is obtainable by

use of cesfum C-field tuning which provides a resolution of

1.3 pp1013, Before applying the C-field tune, the NTS-2 frequency
offset was re~-determined using the CBD station. Figure 22 presents

a plot of UTC (USNO MC No. 1) - UTC (CBD), where CBD denotes

the clock used for the CBD receiver. The slope of this line yields

a frequency offset of 18.0 pp1013, Figure 23 presents a plot of
(NTS-CBD); a frequency offset of 10.] pp1013 was measured. Com-
bining these results Figure 24 produced a frequency offset of
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+7.9 pp1013. On Day 287, 1977 (14 Oct), a C-field tune of 6 bits
was applied. Figure 25 presents a plot of the (T-O)'s after the C-field
tune; a resultant frequency of -6.6 ppl0l3 was measured. The net
measured change was 14.5 pp1013 which exceeded the expected
value by 6.7 pp10l3, Figure 26 presents the preliminary results of
the C-field tune; the cause of the small differences are being investi-
gated. A frequency history of NTS-2 since launch is presented by
Figure 27, a split logarithmic scale is used so that positive and
negative values of frequency offset with respect to UTC (USNOQO) may
be included over a large range.

TIME TRANSFER

Preliminary time transfer results have also been obtained. Figure 28

depicts the technique and the links which are used to relate a time

difference, measured with respect to NTS-2, back to UTC (USNO).

The time transfer results are of interest to the PTTI community, but

also significantly to the GPS community because four simultaneous

time transfers measured between a user and four GPS satellites form

the basis of a GPS navigation and time synchronization. Figure 29 1
presents NTS-1 time transfers results between the NASA station

located at Cape Kennedy and USNO via the CBD ground station link

to USNO. The results in Figure 30 present time transfer results ‘ '

using identical ground station equipment but with measurement
obtained from the NTS-~2 spacecraft; these results are obtained with a
single channel 335~ MHZ receiver (14) and are not corrected for
ionospheric delay. The NASA laser network which will use these
receivers is given by Figure 31.

INTERNATIONAL TIME TRANSFER EXPERIMENT ! : ‘1

As a result of the encouraging time transfer results, an international
time transfer experiment has been planned in 1978. Figure 32 lists
the different participants from seven countries. Extensive use will

be made of the single channel 335-MHZ receiver; ionospheric delay
will be minimized by using measurements at the time of closest
approach of NTS-2. It is anticipated that a worldwide time synchroni-
zation accuracy of 100 nsec or less will be achieved by this effort.

LASER ORBIT VERIFICATION PROGRAM

A laser program has been started for the purpose of verification of
the GPS orbit accuracy. Initially, laser returns will be used to




verify one component of the orbit at the time of the observation; later
as more laser stations track NTS-2, an independent orbit will be
calculated. An important part of the laser program is to obtain near-
simultaneous laser and time difference observations at co-located sites
which will be used for precise clock analysis in addition to orbit

determination. These and other objectives are summarized in Figure 33.

NTS-2 is equipped with a laser retroflector similar to NTS-1 which also
had a retroflector. One element of the retroflector is designed for light
emitted in the ultra violet region. Figures 34 and 35 show the retro-
flector elements for NTS-1 and NTS-2. In addition to the NASA
network, the Smithsonian Astrophysical Observatory (SAO) has four
stations capable of making laser observations on NTS-2; those stations
in the SAO network are detailed in Figure 36. Additional laser
observations may be obtained from stations (Fig. 37) located in
France, Germany, Holland, and Australia. Figure 38 presents measure-
ment resolutions from some of those stations with NTS tracking capabi-
lity. Laser returns have already been obtained from the SAO Mt.
Hopkins, Arizona, site. Figures 39 and 40 present the residuals
referenced to the NTS-2 orbit. The measured biases of 56 and 17 nsec
provide preliminary verification of the NTS orbit. The noise levels

of 6 and 5 nsec are typical of the expected laser measurement noise
level for this laser configuration; implementation of a more accurate
laser pulse should improve these results.

A proposed laser precise orbit tracking network is shown by Figure 41.
This proposed network includes possible laser tracking at the
operational TRANET sites which are under the direction of the Defense
Mapping Agency.

NTS-2 ACHIEVEMENTS

GPS objectives that have been achieved to date are:
(1) launch insertion into GPS constellation position
(2) demonstrated orbit stability and controllability
(3) first cesium frequency standard in space

(4) verification of relativity theory

Other GPS objectives that are being pursued are:

(1) satellite clock analysis
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(2) error budget determination

(3) navigation with NDS satellite

(4) worldwide timing system synchronization
(5) refine coefficients of geopotential

(6) measure earth rotation rate
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Fig. 34 - NTS-1 laser
retroflector
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DR.

MR.

DR.

MR.

MR.

MR.

QUESTIONS AND ANSWERS

VICTOR REINHARDT, NASA Goddard Space Flight Center:

When you load the C-fijeld adjustment into the cgsium, is there a
possibility of glitching due to the serial-ioading procedure that
could have given you hysteresis?

BUISSON:

I guess the possibility exists, but we don't think so. We were
there when the load occurred, and it was a very clean loaq. There
was no uncertainty in the bit change whatsoever. We got immediate
acknowledgement of the numbers that were sent up.
REINHARDT:

My question is not quite the same. Do you latch in the data after
it is loaded, or is it loaded as it serially comes in so there
could be a Targe C-field change during Toadin., time?

BUISSON:

It is a two-step process. It is an immediate load, which takes
microseconds to do.

LAUREN RUEGER, Johns Hopkins University Applied Physics Lab:

woulq you be able to operate this in the timing mode when you are
working with the GPS program? Or is that sort of a temporary
thing? Or do you use them simultaneous1y?

BUISSON:

This satellite will be operational. It is designed for a three-to-

five year lifetime, and we would expect to be using i i
through NTS-3 Taunch in 1981, Y using it right up
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MR. RUEGER:

No, I mean the side-tone ranging. Is that what you're receiving?
You will be able to operate them simultaneously?

MR. BUISSON:

Yes, it is being operated simultaneously right now. It has been
since we turned on around day 200 of this year.

DR. HELMUT HELLWIG, National Bureau of Standards:

Back to the C-field problem. We have done some measurements at the
Bureau that indicate that in cesium, the magnetic shielding proper-
ties may be responsible for not producing the calculated values

from the C-field adjust in the output frequency. In this case, I
think the reason is that you have put the cesium standard in a
totally different magnetic environment--actually a very low magnetic
field without degaussing--and now any touching of the C-field will
relax the magnetic stress in the shielding material.

MR. BUISSON:

That is correct. Bob Kern mentioned that yesterday.

DR. GERNOT M. R. WINKLER, U. S. Naval Observatory:

I completely agree because the same thing happens to portable
clocks, for instance, when you make adjustments. Am I correct that
during the tests of that satellite timing equipment, you did check
the C-field adjustment but only for small steps? You did not go
through such a Jarge adjustment. Is that correct?

MR. BUISSON:

Well, a paper was presented by Joe White, I think, at the Frequency
Control Symposium. And I think it was done. I know it was done at
100 to 200-bit changes. 1 don't know if it was done individually,
one bit at a time. We did a 6-bit change, and possibly there is
some uncertainty. The hysteresis is unknown on a single 1,2,3-bit
change.
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DR. ROBERT H. KERN, Frequency and Time Systems :
We have been speculating on what is taking place. It is my under-
standing that the cesium was launched, turned on, and no C-field
adjustments were made. Is that true? The 6-bit change was the
first time the C-field was touched?
We were indeed very fortunate, as it came up, to come within about
7 parts in 1013 of the USNO clock. What Dr. Winkler has sugges ted
is the hysteresis effect which we have all come to know anytime you
put a perturbation (mechanical, thermal, or magnetic) into the C-
field of the cesium standard. I think the one thing that amazes me
is the stability of the data over the first 50 days or so where we
did not see any aging in the C-field. And yet, upon the impact of
the 6-bit load, something dramatic certainly happened, whether the
Toading was correct or.... But the stability that we see over time
s not characteristic of a thermal environment change. Jim (Buisson)
showed us 30 degrees, I guess, change in the bird.
So it still remains to be determined what actually happened and
further tests should bring it out nicely.
MR. WOLFGANG BAER, Ford Aergspace:

l ’ I qotige you have_very Tow eccentricity numbers. Do you plan to
ma1nta1n.that orp1t as close to circular as possible and if so, do
you require continual orbit adjustments?

MR. BUISSON:

We will main;ain ;he period so that we have a constant ground
track. Apd.1n do1ng_that. wheneve( we do a period adjust, we have
the capab111ty of d01qg an eccentricity adjust also. Right now we
are quite satisfied with 0003. The specs were something like 01 or
001. But_whenever we do a period adjgs? to keep it on station,
yes, we will hope to keep the eccentricity as circular, if not more
circular.

' MR. DAVE DOUGLAS, University of Rochester:

In one of the plots in which you showed microseconds versus time,

I thought I saw a eriodicity. . .
With t?me? P dicity. What was that? The oscillation




MR.

oR.

MR.

BUISSON:

A lot of this is due to the uncertainty of the orbit determination
at present. You are looking at one side of the orbit and then the
other side of the orbit, and it could occur in the order of 0.5
microsecond or less. And I think that is what you are referring to
on one of the Tong-term siides.

. HELLWIG:

Going back to the C-field problem. It is important to state again
that these effects, like magnetic hysteresis and large external
magnetic field changes, are common to all present atomic clocks and
are generic; that is, it is a magnetic shielding problem. We see
that even in our primary standards, so it should not be held against
a particular standard.

MULHOLLAND, University of Texas:
Commenting on the previous remark about the periodicity in the
residuals, that in fact occurred on two slides in which you had
plots of normal points--essentially one point for each pass: It
looked as though the periodicity was about half a day which would
have to be the orbit.

BUISSON:

Yes, we agree. That is being actively pursued now by Naval Surface
Weapons Center.
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PRECISE TIME TRANSFER TO THE NASA SPACEFLIGHT
TRACKING AND DATA NETWORK (STDN) VIA THE
TRACKING AND DATA RELAY SATELLITE SYSTEM (TDRSS)

7 G. P. Gafke
Johns Hopkins University/Applied Physics Laboratory

J. W. McIntyre
Johns Hopkins University/Applied Physics Laboratory

S. C. Laios
NASA/Goddard Space Flight Center

S. C. Wardrip
NASA/Goddard Space Flight Center

ABSTRACT

Data communication via the Tracking and Data Relay

Satellite (TDRS) is to become available to users in 1980.

The ranging and data services provided by the Tracking &
and Data Relay Satellite System (TDRSS) are to be an

integral part of NASA's post-1980 Spaceflight Tracking and

Data Network (STDN). The synchronous orbit TDR

satellites are to be positioned so as to provide near |
worldwide coverage, depending upon user satellite orbit or

user earth location. An essential service that NASA will

provide to its own tracking network (STDN) is precise time

transfer using the TDR satellites. The network ground

station's transmit/receive hardware will be essentially a

non-flight version of the TDRSS user transponder.

The paper discusses the time transfer technique and the
ground Time Transfer Unit (TTU) which contains a ,
microprocessor for determining and averaging various time ot

interval measurements. The TTU interfaces with the local
ground station timing system and with the transponder that A
will be available at the NASA Network sites for TDRSS
orbit determination.

Time transfer communication between the TDRSS ground
station at White Sands and the STDN stations will be in a
Multiple Access service standard mode of operation. This
mode uses a combination of pseudorandom (PRN) codes and
data modulation for ranging and telemetry. A selected
code state indicator (e.g., the "all 1's" state) provides
stable event markers.
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To transfer time via the TDRSS, the time intgrval between
a specific event marker and the master station clock's 1
PPS is measured. A similar interval is measured by the
user as his transponder receives the PRN code and hence
the event markers. The time interval measurements and
other information are exchanged between master and user
by forward and return telemetry. The master makes a
second time interval measurement to allow es‘imation of the
forward delay time.

The Time Transfer Unit includes a microprocessor and
associated peripheral chips used for synchronizing and
multiplexing the time transfer telemetry frame and for
computing clock error. The time interval measurements
required will be obtained from precision time interval
counters. The error in the clock difference measurement
iIs expected to be less than 40 nanoseconds and to be
available once each second. The total elapsed time required
to complete a time transfer should be less than five
minutes.

1.0 SUMMARY OF THE TRACKING AND DATA RELAY SATELLITE
SYSTEM (TDRSS)

1.1  General

The tracking and Data Relay Satellite System (TDRSS) is being
developed for NASA by an industry team composed of Western Union
Space Communications Inc. (WU), Harris Electronic Systems Division
(HESD), and TRW Systems Group. The ranging and data services
provided by TDRSS are to become an integral part of NASA's post-1980
Spaceflight Tracking and Data Network (STDN).

1.2 Coverage

Data communication accessibility will be nearly worldwide
depending upon user satellite altitude and inclination. This coverage is
to be provided by three synchronous orbit relay satellites, two of
whlcl'_x (TDRS East and TDRS West) are spaced 130 apart in longitude.
Cons_ldem}g remote ground stations as potential TDRSS users to receive
precise time transfer, the zone of coverage would include FEast
Longitude locations to the east coast of Africa and West Longitude
locations to the west coast of Australia. This region of coverage at the
earth's surface includes all currently anticipated STDN stations. A

i)afic illustration of communication relay via TDRSS is shown in Figure
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1.3 TDRSS Services

Two basic types of service will be provided by TDRSS, Single
Access and Multiple Access. For Single Access service, each TDR
satellite has two steerable dual-feed antennas. The dual feeds provide
for S-Band and Ku-Band communication (SSA and KSA) to and from
users. For Multiple Access (MA) service, each TDR satellite has a
planer S-Band array antenna capable of both forward and return beam
forming. Forward link beam forming to a user is done at the TDR
satellite and return link beam forming from a user is done at the TDRSS
ground station. Each MA user, therefore, has the equivalent of a
directed beam.

Forward and return relay between the TDRSS ground station and
the TDR satellites is at Ku-Band. The required multiplexing,
demultiplexing and frequency translations to and from the user are
done at the TDR satellite. Figure 1.2 is a simplified block diagram of
the signal flow through a TDR satellite.

1.4 TDRSS Signal Design

In order to best satisfy the combined requirements of limited
radiation flux density, Single and Multiple Access ranging and data
services, and individual beam forming for each Multiple Access user, a 1
pseudorandom (PRN) code signal design was chosen for TDRSS.

The capability of simultaneous ranging and data communication is ;
directly applicable to time transfer. Ranging is accomplished by ' q
synchronized forward and return link PRN codes in a "round trip" or :
"two way" ranging mode (TDRSS Mode 1). Forward and return
telemetry data are modulated onto the respective codes allowing
simultaneous two-way data transfer. The PRN code "epoch" signals or
"state indicators" serve as event markers for time transfer. Signal
margins are such that these markers will be quite stable and code
acquisition times relatively short. ;

1.5 TDRSS Interface

The basic type of interface between users and TDRSS is a data
interface, available with both Single and Multiple Access services.
Baseband digital data and data clock are applied at the TDRSS ground
station to a forward link data interface. Baseband digital data and data
clock are returned from the user via a return link data interface. The -
forward and return PRN code "epochs" or "state indicators" will be T
utilized for time transfer to the NASA ground network stations )
(STDN).

A block diagram of the time transfer hardware and the interface
with the TDRSS ground station at White Sands is shown in Figure 1.3.
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The ll)asic time; transfer unit (TTU) includes the microprocessor with
associated peripheral hardware, the time interval counting units, and
the frequency standard and clock.

A blpck diagram of the STDN station TTU and TDRSS interface
hardware is shown in Figure 1.4. Essentially the same hardware is
used here as issued at the TDRSS ground station except that the
transmit/receive interface is with a TDRSS user transponder.

2.0 TDRSS TIME TRANSFER TECHNIQUE

For the purposes of this paper, the transfer of time is defined to
mean the determination of the difference between the clock times of two
physically separated stations. It is assumed that each station has a
clock 1 PPS signal derived from and having the accuracy of its own time
standard. This allows the time interval between clocks to be measured
as the time interval between occurrences of the stations' respective 1
PPS signals. The objective of the technique described herein is to
determine the time interval between those 1 PPS signals (i.e., the clock
error, €).

2.1 Clock Error Calculation

The technique described below can assume a Master/Slave
relationship between the stations where in fact the master station would
be the NASA terminal at the White Sands TDRSS ground station. The
slave station would be one of the STDN tracking stations or other
suitably equipped TDRSS user. The implementation could be such that
essentially the same hardware but slightly different software (Section
3.0 discusses implementation) would make the two stations reciprocal,
so that either station could act as the master. This would be
advantageous if a given station was required to have ihe capabilities of
either master or slave, as in a chain-type time transfer.

To determine the clock error, e, the master must know when the
slave's 1 PPS occurred relative to his own. This is achieved by havina
both master and user measure the time interval from their respective 1
PPS signals to a common reference. The common reference is an epoch
or state indicator signal of the PRN code being relayed between master
and slave, via the TDR satellite.

As this code is generated, the code vectors or state indicators
(SI's) occur repeatedly, once for each full cycle of the code. To avoid
ambiguity, one specific SI is selected or tagged so that both slave and
master refer their measurement to the same SI. A timing diagram
illustrating the intervals to be measured (4; and 4A,) is given in Figure
2.la. From the diagram, one can express the clock error as;
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€= A,- A,- Ty (2.1-1)

This represents a "one way" or "return only" method of time transfer
in which A and A are the intervals measured by the slave and master,
respectively, and TR is the return link path delay from slaye tc master.
(It is assumed that any hardware delays have been taken into account;
this will be discussed in Section 4).

To actually calculate ¢, the delay TR must be deter‘mined. For a
one-way link of user-to-master (TDRSS Mode 2 return link only), Tp
would have to be calculated using ephemeris data on the TDR satellite,
as well as the exact locations of slave and master.

A second method of determining TR is to estimate it from
measurements using a two-way link (TDRSS Mode 1). In this mode, the
master originates the PRN code; the slave receives and retransmits the
code, and makes his A, measurement which is also sent back during the
next one-second measurement interval. ‘The returning code enables the
master to make not only an initial interval measurement (4,), but also a
second interval measurement (A,). The measurements are made from
his 1 PPS to the tagged SI as it is being transmitted (A,) and received
(A;). Figure 2.1b illustrates the timing for this situation.

From Figure 2.1b one can see that the total path delay, Tp+Ty is;
TF+TR = A3 = Al

where T is the forward link path delay from master to slave. Hence,
the two measurements made by the master, A, and 4,, allow estimation
of the path delay. If we now assume that the forward and return
delays through the satellite hardware are equal and that the satellite is
motionless relative to the earth, the return path delay, Tg, is equal to
the forward path delay, Tg. Using this assumption and Eq. (2.1-2),
Eq. (2.1-1) becomes;
A.'!_Al
€= 7 - (A-4)) . (2.1-3)

2.3 Summary

Several assumptions were made to obtain the simple result of Eq.
(2.1-3), namely equal forward and return delays through satellite,
master and user station hardware, and a "stationary" satellite. The
influence of hardware delay and satellite motion in the clock error
estimate are illustrated in Section 4.

Satellite motion can cause an error in the computed value of of
abo_ut 25 nanoseconds over an interval of about 1 minute for a linear
rad:ql motion of 30 meters/sec. The time transfer system proposed
herein is capable of estimating the first order (linear) motion of the




satellite using the time interval measurements. With a set of
measurements being made once each second (corresponding to each 1
PPS), the previous two seconds of measurements will be sufficient to
estimate linear motion. Section 4 contains a more complete description

qf satellite motion, hardware delay, and signal jitter contributions to
time transfer error.

3.0 IMPLEMENTATION OF THE TDRSS TIME  TRANSFER
TECHNIQUES

Section.z discussed the general technique used to effect a "time
pransfer" using the TDRSS. The details of implementation were
ignored. These will now be discussed.

3.1 Data Link

A number of questions were left unanswered in Section 2, such
as how the master obtains the measurements made at the slave station,
and especially how one particular SI is "tagged" so that both stations
recognize it. (This essential feature will be described in Section 3.2.2,
paragraph 2.) Communication through the TDRSS data link and the
format of this communication provide the answers. Modulated onto the
PRN code is data in block form as shown in Table 3.1. This data,
generated by the Time Transfer Terminal (TTU), is used to transfer
such required information as:

a. The quantities necessary for clock error calculations including
time interval measurements, time-of-day, and, in a "one-wcy"
situation, range information perhaps in the form of position
constants.

b. A status word used to communicate between master and user such
things as data validity, loss of frame, end of transmission, and
others.

¢. Sync words which indicate the beginning of the telemetry frame
and also generate a "range gate" to resolve the state indicator
(SI) ambiguity by tagging a particular SI. This is discussed in
more detail in a later subsection.

d. A sixteen-bit SUMCHK is used to provide transmission error
detection since no allowance was made for word parity. The
SUMCHK holds the complement of the modulo 2'¢ sum of the
contents of the previous 27 bytes. In addition, the sync words,
frame ID, and status word also help maintain frame integrity.

Sufficient information is included in the formats to allow either master
or user to calculate the error between clocks.
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Table 3.1
TDRSS Time Transfer
Telemetry Frame Format — kD Interval
Master TLM User TLM
Byte No. Description Description
1 Frame Sync Frame Sync
2 Frame Sync Frame Sync
3 Frame ID Frame ID
4 STATUS WD STATUS WD
5 STATION ID STATION {D
6 TIME-OF-DAY, DAYS TIME-OF-DAY, DAYS
7 TIME-OF-DAY, DAYS TIME-OF-DAY, DAYS
8 TIME-OF-DAY, HRS TIME-OF-DAY, HRS
9 TIME-OF-DAY, MINS TIME-OF-DAY, MINS
10 TIME-OF-DAY, SECS TIME-OF-DAY, SECS
11 Aq (k-1) Ay (k-1)
12 Aq (k-1) Ay (k-1)
13 Aq (k-1) Ay (k-1)
14 Aq (k-1) Ay (k-1)
15 Aq (k-1) Ap (k-1)
16 Az (k-1) € (k-2)
17 Az (k-1) € (k-2)
18 Aj (k-1) € {k-2)
19 Az (k-1) € (k-2)
20 Az (k-1) € (k-2)
21 Position Const. |D SPARE
22 Position Const. SPARE
23 Position Const. SPARE
24 Position Const. SPARE
25 Position Const. SPARE
26 SPARE SPARE
27 SPARE SPARE
28 SUMCHK (LSB) SUMCHK (LSB)
29 SUMCHK {MSB) SUMCHK (MSB)
30 ETX (End of Text)

ETX (End of Text)

-




The data frames include thirty eight-bit bytes (or words) for a
total of 240 bits. At the proposed bit rate of 1200 BPS (a standard
modem baud rate), the frame period is 200 msecs. The resulting byte
period is 6.7 msecs, and the bit period is 0.83 msecs. It is suggested
that all numeric data be in a packed BCD format (two decimal digits per
byte). This allows the use of the data-independent values 10,,-15,, in
4-bit nibbles for conveying alphabetic information such as sync words,
end-of-text (ETX), and frame and user ID.

3.2

The hardware used to generate, format, and control the
transmission and reception of the data frame is shown in Fig. 3.1 for
both master and slave. This hardware must also accept the necessary
inputs and make all calculations required to determine clock error, as
well as provide an interface to the ground network via NASCOM. For
discussion purposes, this hardware is separated into three general
areas:

1. TDRSS (ground station and user transponder) equipment.

2. Equipment which provides various required inputs to the
processor.

3. The processor unit.
3.2.1

The TDRSS equipment is used to provide the communications link
between master and slave. It also provides a common event marker
reference (the PRN code SI pulses) and a means of relaying the data
involved.

3.2.2
The second level hardware includes the items indicated below.
1. Time interval counters are required to measure the A;'s.

2. Logic gates and latches are required to provide timing
synchronization for the interval counters via START/STQP
pulses and synchronization of certain interrupts. These units
also tag or gate the proper SI pulse using a Frame Sync detection
signal. The tagged SI is in turn latched as a low level into the
interval counter, thus stopping the A; count which had been
started by the 1 PPS via the same latch. Hence, A, is a measure
of the interval between the 1 PPS and the first SI pulse following
the Frame Sync words. Since the data frame is now referenced
to the PRN code (transmission is initiated by another SI pulse),
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the tagged SI pulge will always be the first one following the
Frame Sync. (During reception of a "turned-around" code, the
same sequence occurs, yielding the interval A,.)

3. The frequency standard, station clock, and time code
generator/buffer hardware provide the 1 PPS signals and allow
all data frames to be time tagged (hours/minutes/seconds).

4. A NASCOM interface is required to allow communications between
the master station and controlling locations (e.g., GSFC/NTTF).

5. An operator I/O console facility is required to allow interaction
between operators and the time transfer system. This allows
data values such as clock error to be displayed on demand as well
as providing a means of entering commands into the system.

3.2.3

The processor system, consisting of a microprocessor and
associated peripheral 1/0 chips, is the basis of the Time Transfer Unit
(TTU) hardware and does all required computation and most of the
control. In an application where a small amount of simple calculation
and a large amount of control are required, a microprocessor is the
natural solution. For the time transfer system, the Intel 8080 was
initially selected. Other processors (e.g., Zilog's Z-80) have similar
capabilities and could also be used. The 8080 was selected because not
only does it have a sufficient instruction set, word size, and speed,
but also because it is currently well supported by available software,
peripheral chips, development hardware, and second-source vendors.

Associated with the microprocessors (uPs) are three types of
peripheral interface chips (refer to Fig. 3.1). The USARTs are
universal synchronous/asynchronous receiver/transmitters which are
used to convert the parallel data of the uP into synchronous serial data
for the TDRSS transmission link and the reverse for reception. The
USARTs provide sync words at the start of each data frame during
transmission, sync word searching during reception, parity checking if
desired, half- or full-duplex operation, and a number of other
functions. The USARTs also interface naturally with interactive
terminal devices (e.g., teletype, CRT console, etc.).

The PPIs are parallel peripheral interfaces which allow direct
transfer of parallel data into and out of the uP. Each PPI has the
capability of transferring 24 parallel bits. So, for example, to transfer
the 40-bit interval measurements, two PPls are required, leaving 8 bits
for control purposes.

Finally, the PIC is a priority interrupt cor}trpller which accept
external interrupt signals and, in a specified priority, allows one of
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them to interrupt thepp while holding any others that have occurred.
The PIC directs the uP to the processing routine corresponding to the
interrupt that was accepted. Hence, the _time transfe_r program
operates as an interrupt driven system, making more efficient use of
the uP.

3.3  Processor Operation

Functional flowcharts of the master and user systems are given in
Fig. 3.2. In general, both master and user processors receive, store,
and format the various inputs (e.g., A;'s and GMT time) into a data
frame. This information is stored in one or more of three tables or
buffers. One buffer contains the telemetry to be sent (TX BUFF),
another stores the telemetry being received (RX BUFF), and the third
retains a history of pertinent data (OLD DATA BUFF). During the kth
interval TX BUFF and RX BUFF contain data measured during the (k-
1)th interval as well as a running account of the calculated clock error,
€, which can be averaged. As part of each interval's calculation
phase, the OLD DATA BUFF is updated from the RX BUFF and TX
BUFF, and the TX BUFF is updated with new time interval
measurements, time-of-day, and a status word.

Each processor will have a simple resident monitor program which
allows communication with the I/0 console, possibly with NASCOM, aids
in debugging, and allows software modifications. Commands to initiate
and terminate time transfer could be made by an operator from the
console, via the monitor, to the time-transfer program. These
commands could also come via NASCOM or be initiated automatically if
one so desired. For example, a code lock indication from the TDRSS
interface could initiate transfer, and, after a pre-set time (e.g., 30
seconds), the program itself could terminate transfer. There are many
possibilities, some of which will prove to be more operationally
acceptable than others.

Once initiated, the time transfer program is directed by a series
of interrupts which are monitored by the processor's programmable
interrupt controller (PIC). Flags can be set to convey certain
information required by the program once the data exchange is
completed (about 760 msecs into the one-second interval).

The processor is responsible for other activities as well. As the
serial data are received by the UUSART (universai
synchronous/asynchronous receiver/transmitter), data validity is
checked in wvarious ways. As valid data is accepted and stored,
calculations needed to determine clock error are made and checks for
End-of-Transmission (EOT) are made.

Fi_nally, 'following EOT, the processor has the option of
performing various kinds of analyses that may be desired and the
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capability of displaying requested results on the consqle or othgr
devices. From there, program control returns to the monitor to await
operator commands (either locally via console or remotely via NASCOM).

4.0 TIME TRANSFER ACCURACY

4.1 The TDRSS Relay Path Model

The time interval measurements and clock error calculations
which were discussed in Section 2 can be illustrated by the linear model
of the TDR satellite relay path shown in Figure 4.1. This linear model
assumes that TDR satellite motion results in a constant range rate
relative to each station over the time period required for time transfer.
The three basic factors which contribute to time transfer error can also
be visualized from Figure 4.1. These factors are:

a. The variation in the transmission time or relay path due to both
satellite motion and propagation effects. The variation due to
TDR satellite motion is a potentially greater source of error if not
accounted for than propagation effects.

b. Hardware delays at the TDRSS ground station, the STDN user
station, and through the TDR satellite.

€. Variation or "jitter" in the PRN code state indicators (SI's) due
to noise in the tracking loops.

The contributions of these factors to the estimate of overall time
transfer error is tabulated in Table 4.1 of Section 4.3.

4.2  Calculations Based on the Linear Model

_ One form of the basic clock error calculation given in Section 2
is:

€= 'I‘F - (A-4) . (4.2-1)

_Each of the terms of Eq. (4.2-1) is illustrated on Figure 4.1.
The intervals A, and A, are measured between a clock one pulse per
s_econd (1 pps) and a PRN code state indicator (SI). The forward relay
time, Tg, is to be estimated from measurements of the "round trip"
relay time, TT=4;-4,, based on the linear model. The estimate of the
forward relay time is:

(v, +7,) 1

P -~ _ 1
;,;, F=7ll -——ir; 45 oM~ TR (4.2-2)
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Table 4.1
Error Summary

— Column A assumes currently specified maximum delay variation {~ 30) for the TDRSS
ground station, TDRS Satellite and TDRSS user transponder.

— Column B assumes currently specified "‘repeatability’” of delay variation {(~ 1¢) for the
TDRSS ground station, TDR satellite and TDRSS user transponder.

Source Error (A)

1. Time Interval Measurements
and Calculations Based on Linear
Model 6 nsec

2. Differential Delay of STDN
Station Hardware (TDRSS
Transponder) 30 nsec

3. Differential Delay at TDRSS
Ground Station Hardware 20 nsec

4. Differential Delay at TDR
Satellite 30 nsec

5. Differential Propagation
Effects ~ 1 nsec?

6. Total RMS 47 nsec

Error (B)

(no avg. or data
6 nsec smoothing)

10 nsec

7 nsec

10 nsec

~ 1 nsec?

17 nsec




1, 1 ]
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where 7,=6,/v_and 7,2p,/vy are the range rate parameters relative to
the two statiohs, e.g., Master and User stations. The velocity of
propagation, wvp=c/n, with n~1 and c=2.998x10*® meters/sec. A large
value of 7,+7, for a synchronous satellite orbit is ¥~10"7. As stated in
Section 2, this can contribute about a 25 nanosecond bias error over
approximately a one minute interval.

Eq. (4.2-2) was derived directly from Figure 4.1 by equating
time intervals. Higher order terms in 7, e.g., Y2, 73 etc., are v
neglected. |

The interval A! at the user, may be a fixed and known PRN code
epoch offset, a variable offset requiring measurement, or A}=0, implying
a "coherent retransmission" of the code received by the user. The
delay terms, TpM, Tnp ., etc., refer to the forward and return link ,
delays at the Master, User and TDR satellite.

The rate parameter, 7,*7,, can be estimated from the time

interval measurements as: A, -A -(A.-A
o Tplta) T (ty) 38y, s 1)1‘(4 2-3)
= - = T+ -A e q

(A more elaborate "data filter" could be employed to contin'ually' update - f
the estimate of both TT and 7,+7,, using all the time interval N
measurements obtained over a period of time.) . u

Eq. (4.2-2) shows that the hardware delays depicted in Figure
4.1 appear as a differential delay effect, e.g., %(TFM-TRm). These
differential delays will have to be independently measured or
"calibrated out". Accurate ranging via TDRSS also requires knowledge
of these delays. Delay measurements for the channels in service will be
made as part of normal TDRSS operating procedure. The terms which
indicate total hardware delay show either a difference in total delay or
are significantly reduced by a differential range rate parameter.

Propagation path delay will also occur as a differential delay
between the forward and return paths. Since the forward and return
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propagation paths are through the same regions of space and the
forward and return transmissions occur within a very short time span,
the differential delay should be quite small. This should be the case
even though the forward and return Ku-band and S-band frequencies

are different.

4.3  Time Transfer Accuracy

The linear model discussed in the preceding sections allows the
factors which contribute to time transfer error to be categorized. The
time interval measurements A,, A,, and A; which are used in the
estimation of forward time, Tg, the range rate parameters Y,+7., and
the clock error calculation are all subject to noise or "jitter" in the PRN
code tracking loops. At the signal margins available for time transfer
this tracking jitter would be quite small and averaging (or data
filtering based on the linear model) can reduce this contribution even
further. The linear model itself should be quite accurate over
relatively short intervals, e.g., 10 minutes or so. The time required
for forward and return link signal acquisition, data accumulation, and
clock error calculation will be about 5 minutes.

Unknown or uncalibrated hardware delay appears to be the
largest potential source of time transfer error. Specification data on
ground station, satellite and user transponder hardware delay
contributions to TDRSS ranging accuracy can be used to estimate time
transfer accuracy. These specifications were used to compile Table 4.1
which summarizes the anticipated accuracy of time transfer via TDRSS.
Analysis and test data on PRN code tracking stability is used to
estimate the effect of jitter. The error summary of Table 4.1 is for
"two-way" or '"round trip" estimation of forward delay to the user
(TDRSS Mode 1).

5.0 SUMMARY OF OPERATIONAL CONSIDERATIONS

~If two standard frequencies differ by a few parts in 10'* from
t}_lelr‘ nominal frequency of 5 MHz the corresponding clock rate
d{vergence would be about 150 nanoseconds per day or about one
microsecond per week. Once a week then, could be a reasonable rate
at \_Nhich to check STDN station clock error. Also, "intensive" test
periods of several weeks could be used to establish a "predicted" clock

behavior with each stations' clock error being measured twice a day,
for example.

5.1 TDRS System Loading

As stated in Section 4.3 the total time transfer interval is
expected to be about 5 minutes. This includes forward and return link
PRN code and carrier acquisition, data acquisition, and one to two
minutes of clock error calculation with sample values occurring at a rate




of one per sec;ond. The 5 minute interval does not include service
configuration time. For example, the time to verify that an assigned

Multiple Access (MA) channel is available and operating properly is not
included.

If it is assumed that each STDN station's clock error is being
checked '"regularly", 30 to 40 minutes per week might be required.
This would not appear to be a serious operational burden. It was noted
in Sections 2.0 and 4.0 that the role of Master and User stations could

be interchanged so that the error of the TDRSS ground station clock
could also be checked as a routine procedure.

5.2 Forward Beam Sharing

Since the Multiple Access (MA) service is to have 20 return
channels per TDR satellite (potential total of 3x20=60 channels) but
only one forward channel per TDR satellite (a total of 3) it will be the
forward link accessibility that places whatever limitations might arise on
time transfer via TDRSS Mode 1 operation. This mode is the two-way
"coherent ranging" mode which permits estimation of the forward
propagation time by the "round trip" measurements discussed in Section
4.2. Since the MA forward antenna beam is relatively broad, i.e.,
about 10°, the possibility of several time transfer users sharing the
same forward beam exists and will be considered as an operational
possibility. Sharing a forward beam would permit clock error estimates
to be made for several STDN stations in rapid succession. This
approach would require additional time transfer signal multiplexing in
the processor/controller.

5.3 "One-Way" Time Transfer Accuracy

The basic technique and hardware discussed in Sections 2 and 3
and the model described in Section 4.1 permit clock error calculation
either by forward-link-only transmission from the TDRSS ground
station to the STDN user station or by return-link-only (TDRSS Mode
2) from the STDN user station to the TDRSS ground station. The
fundamental difference is that for these "one-way" transmissions, the
estimate of forward propagation time T (or Tp) required for the clock
error calculation must be obtained from TDR satellite ephemeris data
rather than a '"round trip" delay measurement. Hardware and
propagation delays affect the error calculation directly, not as a delay
difference as in the "two-way" transmission case. The accuracy
available with return-link-only or forward-link-only transmission
should be in the order of 600 nanoseconds depending upon the Yalidity
of TDR satellite orbit predictions for the time period over which the
clock error is being estimated. As noted in Sectionil.S, one purpose of
the TDRS user transponder at the STDN stations is for the support of
TDR satellite orbit determination by "bilateration ranging". This
support will contribute to the accuracy of time transfer to a STDN
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slation when the transponder is used for that purpose in a "one-way"
transmission mode.
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QUESTIONS AND ANSWERS

DR. GART WESTERHOUT, U. S. Naval Observatory:

Five speakers described satellite time transfer systems, all of
them different but all of them doing the same thing. Is there a
movement afoot to eventually standardize some of this?

MR. McCINTYRE:

I'm not aware of any such efforts. The TDRS system is really to be

part of the NASA Tracking and Data Network in the 1980's, and it is

satisfying NASA purposes in supporting space missions of all vari-

eties--the space shuttle, for example. It turns out that the

particular signal design and implementations we have discussed here z
are very suitable to transferring time to the ground stations of

that network. There is no attempt to duplicate or not duplicate

what someone else is doing. It is here--we will use it. ' '

MR. ROGER EASTON, Naval Research Laboratory:

Let me answer a little differently. Paper 11 had 100 microseconds
as far as accuracy. Paper 12 was 25 microseconds, and paper 14 was
about 100 nanoseconds. So there is quite a difference in the
accuracy of several of the systems.

e
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A PRECISION MICROWAVE FREQUENCY
AND TIME DISTRIBUTION SYSTEM*

John W. MacConnell
Richard L. Sydnor
Jerrold T. Hinshaw

ABSTRACT i

This paper describes a precision microwave
frequency and time distribution system capable
of distributing frequencies with stabilities
of several parts in 1015, and time to the 10 ns ;
level.

A method for distributing a hydrogen maser

frequency standard between sites separated by i
20 km is required by the Jet Propulsion Labora-

tory for the Deep Space Network. A distribution

system offers several advantages over individual

standards at each site. To verify the performance

of a hydrogen maser, a minimum of two masers is ,
required at each location, which becomes expensive

when multiple sites are involved. A frequency

distribution system allows several masers to be

maintained at a central standards laboratory,

where calibration, maintenance and data logging

are more efficient. Since the frequency distri- . ;
bution system is substantially lower in cost than i

a hydrogen maser, significant cost savings can be

realized if such a system is utilized. Using a ‘
frequency distribution system rather than individual R
standards also eliminates frequency offsets between -
sites, since one standard is effectively present at

all the sites.

* —

This paper presents the results of one phase of research carried out
at the Jet Propulsion Laboratory, California Institute of Technology,
under Contract No. NAS 7-100, sponsored by the National Aeronautics

and Space Administration.
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INTRODUCTION

Distribution of stable frequencies over one-way radio links longer
than a few hundred meters is not possible without degradation of the
source stability: For example, a 50 lkm path has a stability of about
1071° (reference = NRL RPT 7140). This limits the stability of the
source after distribution to 10_10, unless some type of compensation
for the path can be provided. One method of compensation is to use a
two-way link that allows measurement of and compensation for the path
between the source (Master) station and the remote (Slave) station.

In order todistribute time, the path delay between stations must be
estimated, and the time code advanced by that delay prior to transmis-
sion to the remote site. Such a process can be realized by techniques
similar to those being employed in the frequency distribution- system.

BASIC SYSTEM CONCEPT

The basic concept of the frequency distribution system is shown in

Fig. 1. A frequency w/WT is transmitted from the maser site to the
remote site. After encountering a delay of T, the phase of the received
signal is w/0, the reference frequency to be distributed, at the ref-
erence phase angle. This signal is then returned to the master station,
where the phase is w/=wy- By forcing the transmitted signal to lead
the reference phase by the same amount that the received signal lags
the reference phase, correction for perturbations in the path can

be effected. This whole system is predicated on reciprocity of the
path. 1If 1 is different for the two directions, it will be impossible
to obtain proper correction. Any equipment that is common to both
transmit and receive functions (coax, waveguide, antennas, etc) will

be considered part of the path and will be corrected. Any phase shifts
that are not reciprocal will appear directly at the output of the
remote site.

PRACTICAL CIRCUIT CONSIDERATIONS

The circuit in Fig. 1 shows conceptually the operation of a self-
correcting frequency distribution system. There are, however, a host
of problems with the design as shown. Probably the most obvious
difficulty is that both stations are simultaneously transmitting and
receiving the same frequency. There are two simple solutions to this
problem: have eack station (Master and Slave) transmit at a different
frequency, or alternately transmit and receive at each station. Un-
fortunately neither of these solutions is a perfect solution. IFf
videly differing frequencies are employed the dispersive effects of the
medium cause the path to become non-reciprocal, violating one of the
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basic premises of such a system. If the two transmitters operate at
very nearly the same frequency (say .002% separation) broadband noise
from the transmitter leaks into the receiver severely limiting the
sensitivity. The second alternative is to transmit and receive at the
same frequency but at different times. One major drawback with this
svstem is keeping the transmitter lecakage in the off state to an ac-
ceptable level. The required isolation is approximately 160 db for a
20 km path. (The isolation requirement increases as the path length
increases). This amount of isolation is extremely difficult to obtain.
A second difficulty is reflections off objects in the path. It is not
anusual for the reflections to be 10 to 20 db stronger than the desired
signal from the other station. This problem could be alleviated by
employing a long pulse with a dead time to allow all reflections to die
out. Such a system might be a viable solution (assuming the necessary
isolation could be obtained), however it requires very narrow loop
bandwidths. This requires a VCO at the slave station with medium-term
stability not now available.

The solution settled upon is a combination of the two schemes mentioned
above. The two transmitters are run at very nearly the same frequency
(less than .002% separation) and the system is switched on and off. Any
leakage or reflections of the transmitter, being at a different fre-
guency than the received signal (100 KHz at 8 GHz) can be filtered out
in the IF amplifiers. The problem of noise is eliminated since the
transmitter and receiver are never operating at the same time.

The final difficulty with the configuration shown in Fig. 1 lies in the
phase detectors. Such a circuit requires perfectly matched phase de-
tectors. These detectors must remain matched over an entire cycle,
since many cycles of phase go by in a typical system. The ideal
solution here would be a system with a single phase detector that con-
tinuously operates at the zero point on the S-curve.

Fig. 2 shows a basic system that meets all of the criteria previously
discussed. (It should be remembered that this is a basic circuit, and
could not be implemented exactly as shown). Fig. 3 is the same diagram
as Fig. 2 with all the phases and frequencies shown in general terms.
Some mention should be made of the synthesizer marked "X M/N". This
synthesi. . multiplies the 5 MHz signal at its input by the ratio M/N
(The rativ of slave to master station transmit frequencies) and shifts
the frequency such that a 5 MHz input yields a 5 MHz output. This is

a non-trivial synthesis. For example, in the first system constructed,
the ratio M/N is 81001/81000. Since the input and output of the
synthesizer are at the same frequency, and the multiplication is very
nearly one (1.000012... in the system above) it might be interesting

to consider the effects on performance if this synthesizer were to be
deleted entirely. It is intuitively apparent that the correction in
such a system will be in-exact, that is to say, there will be some
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artifacts of the path present in the output. These residual contri-
butions of the path will be reduced over the uncompensated amount by
some constant factor. If the amount of correction could be made
sufficiently large, the contribution of the path would be sufficiently
small as to be masked by the stability of the standard being distri-
buted. The derivation of a correction factor for such an "approximate"
system is presented in Fig. 3. If K can be made large, very large
correction factors can be obtained. K is defined (Fig. 3) to be

- t frequency of the master station divided
Fmaster/(Fslave FMaster) or the qu y

by the difference in frequency between the master and slave stations.
In the firsg JPL system K=8100/.1=81000, yielding a correction factor
of 1.6 X 107. It was mentioned earlier that the intrinsic path
stability is approximately 10-10, By employing such an "approximate
system" the path stability is improved to approximately 6 X 10716
which is sufficient for frequency standards presently available. If,
in the future, it becomes necessary to improve system performance the
synthesizer could be added without disturbing the rest of the system.

JPL FREQUENCY DISTRIBUTION SYSTEM

The first distribution systems being constructed at JPL are approximate
systems. There were two reasons for this decision. The first was
mentioned above: sufficient performance could be obtained with the
approximate system. The second reason is that it is questionable if
the hardware in the link itself could be made sufficiently stable to
observe the added performance that would be predicted by employing the
synthesizer.

Upon completion of the first system, two sets of lab tests were run.
The test configurations are shown in Figs. 4a and 4b. Fig. 4a shows
the method used to measure the stability of the system with no gath
contributions. This stability was found to be about 2.3 X 10715,
This is really a very good stability when one considers the large
amount of hardware present in such a system. Fig. 4b shows the setup
used to measure the correction factor. We were able to resolve
correction factors of 107 with the setup shown in Fig. 4b. With this
setup we were not able to measure the correction factor of the link,
which implies it is probably near its theoretical value.

The first link has been moved to Goldstone for preliminary testing
with a real path. At this point, we have no actual performance data.
The tests we have run seem to indicate the 1link is functioning:
although its actual performance cannot be verified until the second
link is installed. Fig. 4c shows the test that will be run once two
distribution systems are available. With this setup a signal is
distributed to the remote sight by the first link. A second link

then distributes the output of the first link back to its origin, This
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allows direct comparison of the input signal to itself after passing
through two sets of distribution systems. Testing in this manner re-
moves uncertanties that are present if one link and two H-masers are
vmployed for testing.

CONCLUSTION

Sclf correcting microwave links appear to be a viable solution to the
problem of providing multiple widely separated locations with stable
frequencies. Besides being lower in cost than individual high perform-
ince [requency standards, they provide essentially the same frequency
it each station, eliminating the frequency offsets that are inevitably
present when separate frequency sources are employed. One requirement
for the same reference frequency at multiple sites is when differential
V.81 techniques are to be used for precision angle measurement of
spacecraft, e.g., with respect to the fixed stars.

In the future it is planned to distribute time by suitably modulating
the transmitters with a time code and using similar path compensation
techniques to those employed in the frequency distribution system.

Once the clocks are in synchronization they should remain so, since the
same frequency is available at each site.

231

-




N — - _— T— e <

REF

: «/0 OUTPUT
—* VCO »(—7——- RECEIVER| w/0
‘Wt wt
T w/0
__Z__>4_ XMTR
RECEIVER
(lt-(df
REF REF
“@ ¢ e w/0
- wT
3 /wt
Fig. 1
8.1GHz 3. 1001 100 MHz
1 Vo 20— SHL tet->outpur
(g B
M
| Mz
Reg o 8.09% VCO
FREQ STD " ‘
INPUT | 8.0% J"® o
GHz )
SYNTH
1 -
W 5.1 MHz :‘ZP
10.1
MHz
SYNTH
sMiz|_[Puase ] |5 MHz SMHZ e 5 Mz
DET o
é 3
&

MASTER STATION SLAVE STATION




8.1 GHz
s o] o Ly e
VCO
\ SYNTH
I|Xll
100
100 MHz o 1 iz
FREQ STD i 7
INPUT 8.095 roivl nama
| GHz ®
- [ SYNTH
[
10.1
MHz
SYNTH ©
5MHz || PHASE > MHz PHASE
oer [T@ = oer [t
10 X"«  MASTER SLAVE l
STATION STATION
MASTER SLAVE ‘
®KwR /P @ -A-&'Rr -KwRZKQ Kwpt "
@K+ Vwgr © =L@ k+p
- (K + Dwp AK+ 11$-20K + Dagr| B = (K-50)wp /8
©sB-H ® -L-m '
=Slwp (K +1)¢-2(K+1wpT =50wp/Kep Kuwpr - (K-50)8
@ =1-C @ '50wR[50w9
«S0wg [2(K+ VwpT-(K+ 11 ® - 1000, /1006
® - N= O (WHEN SYSTEM IS IN LOCK )
® -A-H SOLVING FOR 8
- wWR m 9 - ¢- wRT i
(K+1) IN APPROXIMATE SYSTEM (X N . o
® - {F) (FOR PHASE ONLY ) F=D IS DELETED ) .
SOLVING FOR
pepliend 2(K +01 )45
G = D (WHEN SYSTEM IS LOCKED) ¢ YR
LpewgT . 1-2““”|. ,
(2K+1) 2K +1
ORRECTION FACTOR * =
¢ N ] ERROR
DEFINITION : k= —TASTER

Fsiave ~Fmaster



100 MHz

REF ~ MASTER |  wb SLAVE

STATION > STATION 100 MHz
.01 Hz ouTPUT

OFFSET GEN ?

PER10D
COUNTER
Fig. 4a
STI%EITN(EHER
100 MHz
REF MASTER SLAVE
STATION STATION
\/
&
1 DVM
Fig. 4b
v 100 MHz
. REF MASTER SLAVE
STATION 1 - ‘(«—r"")‘ STATION 1
SLAVE — ) MASTER
STATION 2 -— STATION 2

.01 Hz 100 MHz
OFFSET GEN “?" OuTPUT

PERIOD




ST

MR.

MR.

DR.

MR.

DR.

MR.

QUESTIONS AND ANSWERS

DANE CURKENDALL, Jet Propulsion Laboratory:

How is it working?

MACCONNELL :

Like I said, we haven't been able to measure it against the maser.

We measured it looking at the return signal from the other station,
and we could see the path on it and see it correcting. It looks

like it is working okay. But until we actually do a round trip

with a pair of stations or get a pair of masers, we can't be positive
it works, although I really don't see any reason it shouldn't.

VICTOR REINHARDT, NASA Goddard Space Flight Center:
You mentioned you got about 2.5 parts in 1015. Over what averaging
time was that?

MACCONNELL :

One hundred seconds. I think we'll find it's going to be fairly
white noise. I think that we will be able to improve upon that
after we get a chance to work with it. This is really the first
prototype system, and we have some ideas about what's causing that
and may be able to improve it three or four times.

REINHARDT:

Did you look at the phase stability at longer intervals for diurnal
shifts?
MACCONNELL :

We ran some phase measurements on the thing sitting in the lab

with the air conditioning going up and down, and we could see maybe

two or three degrees peak-to-peak phase drift at X-band. For a
clock, I think this would be really a nice system because you could
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take two clocks and sync them up -- two or three degrees at X-band
doesn't correspond with very many nanoseconds offset between clocks.

DR. REINHARDT:

That one or two degrees at X-band is less than a picosecond, which is
considerably less than a nanosecond.

MR. RONALD WEIMER, National Radio Astronomy Observatory:

You've mentioned transferring time, and I was just wondering if
you have done anything like that?

MR. MACCONNELL:

At this point, we haven't built a system for controlling the time.
However, we have some ideas about how we are going to do it. I
think we can do it by controlling the on and off pulsing of the
transmitters and receivers. The system will have a loop around it
similar to the frequency control loop to take out the path delay.
Also, because we have such good resolution of the X-band phase,

\ ) we'll be using that somewhat too.

MR. WEIMER:

How do you currently control the turning on and turning off of
these things?

MR. MACCONNELL:

We have a small frequency synthesizer that is just controlling the
gates on the transmitter and receiver. We run at about 150 kHz for
the on-off ratio. We have another synthesizer at the slave station.
We hqve a system that has ten phase-lock Toops, which are all auto
acquire. Before it turns on the Jast transmitter, it lines up the
phase of the synthesizer with the phase of the incoming burst of

rf. W@en it gets lined up, it switches over and turns on its
transmitter. Then it is running purely open loop at that point.

Both synthesizers are locked to the same reference, so there is no
problem there.

¥

& On the.burst of rf: Actually, both transmitters transmit at the
Pl same time, but there is a delay before the burst of rf that it

f % transmits gets to the second station. So we set it up so we have

il s




an integer number of half cycles of the switching array in the
path. The frequency that we chose to switch the transmitter and
receivers on and off is a function of the path length. We decided
to choose 150 kHz because we wanted a frequency higher than 100 kHz
so sidebands due to the switching wouldn‘t Tay on top of the other
station.

-——
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PRECISE TIME TRANSFER UNIT (PTTU)

John J. Wilson and James E. Britt
US Naval Ocean Systems Center
San Diego, CA

Philip A. Mitchell
US Army Satellite Communications Station
Camp Roberts, CA

Herbert A. Parrish
US Army Communications Systems Agency
Ft Monmouth, NJ
Tony Willis
FAA Western Region
Los Angeles, CA

ABSTRACT

The Precise Time Transfer Unit (PTTU) was developed by the

Naval Ocean Systems Center in suppott of an effort by the US
Army Communications Command to demonstrate the feasibility
of transferring PTTI from the Army Satellite Communications

Station at Camp Roberts, California, to a remote location, via the
existing Federal Aviation Administration Radar microwave

link system. The demonstration will be in two phases:

Phase 1, a loop test, sending PTTI information fromn Camp
Roberts to the Temblor Radar Microwave Link/Repeater
where it is looped back and returned to Camp Roberts.

Phase 2, transfer of PTTI information from Camp Roberts
to a user site.

Time at stations having precise time standards is compared by
this system. Each station transmits its time, and receives time
sent by the other station. Received time is then compared
with local time at each end, and given the two measurements,
the difference between the two clocks is computed. The
computation removes propagation time and assumes only
that the propagation time is the same in both directions.

In order to implement this test two configurations of the basic
equipment were developed. (1) A terminal configuration, which
receives the incoming 3.2MHz timing signal, correlates a locally
generated pseudo random sequence with the received signal to
acquire the inherent microsecond timing, and decodes the one
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second epoch information. The received time is then compared
with local time and the difference displayed on the equipment
front panel. The terminal output encodes the local time on
3.2MHz carrier for transmission. (2) A regenerator configuration,
which receives the modulated 3.2MHz timing signal, correlates a
locally generated pseudo random sequence with the received signal,
and encodes the received one second epoch information on the
locally generated pseudo random sequence. This signal is then
used to bi-phase modulate a 3.2MHz carrier for re-transmission

on another microwave link.

Phase 1 tests were conducted during October and November 1977.
These tests demonstrated the feasibility of this technique with
tenths of a microsecond accuracy. Concurrently it was proved that
the PTTI signal did not interfere with existing FAA signal traffic.

[. INTRODUCTION

This paper presents some results of a test to demonstrate PTTI transfer over the Federal
Aviation Administration Radar Microwave Link System. The phase I test was run 19-21
) October 1977 with Army SATCOMSTA, FAA Western Region, and Naval Ocean Systems
l i Center personnel participating. It successfully demonstrated the time transfer technique
between Camp Roberts, California, and the FAA Temblor Radar Microwave Link/Repeater
(RML/R) located approximately 65 miles to the southeast. The time transfer demonstra-
tion was repeated 1. 2 November 1977 by the original test participants, and witnessed by
Army Communications Command and Naval Observatory representatives.

A number of requirements were placed upon time transfer equipments, as follows:

Provide entry and exit to the FAA System.

b. Do not degrade existing traffic on the microwave link.

¢.  Maintain existing inter-system isolation when crossing between
the FAA Systems.

To achieve this the Precise Time Transfer Unit (PTTU) was developed by NOSC!. Section 11
discusses, in bricf, the design of the PTTU and the two configurations used in the Phase |
test. Figure 1 is an illustration of this cquipment.

————— e

IThe NOSC design was based on a Satellite PTTI Modem design by J A. Murray of NRL (ref. 1). The

name Precise Time Transfer Unit (PTTU) was chosen to avoid confusion with the existing CM.427
Time Transfer Unit,

Ref. (1) J.A. Murray, “Mini Modem for PTTI Dissemination", Proceedings of the Third PTT]
Conference, pp 103-] 10, 1971.
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Figure 1. Photograph of PTTU

[ll. PTTU DESIGN

Time is transtferred between stations with precise time standards. Each station sends its time
and receives time sent from the other station. The received time is then compared with the
tocal time standard. The measurable quantitites at each end are the time differences be-
tween received time and local time. The desired quantity is the difference between the two
clocks. however the measurable quantityjalso contains the transmitter to receiver propaga-
tion time. which is in general not known=. If the propagation time is the same in both di-
rections. the clock difference is half the difference between the measurable quantities at
cach end. i.e..

M| -M,

C1=Cy = (1

re

where €} = station 1 clock time
C: = gtation 2 clock time

M‘ = measured difference between received
time and local time at station 1

measured difference between received
time and local time at station 2

M,

This is illustrated in figure 2.

—————————e

2 n . . .
“It1s anticipated that propagation time will be calibrated in an operational system, making one-way time
transfer possible, However this is not a necessary condition.
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1 ——— t) = C, + 1y

STATION 1 I l n

(o}

C, Ci*y

STATION 2 _ﬂ J’]

M1=C +t

2126

M2=C1+t1 -02

where = propagation time from station 1 to station 2
t2 = propagation time from station 2 to station 1

_ (C2+t2-—C1 )-(C,*’t1 —C2)
1 2

202-2C1+12-t1
2
= Cz-c1 ift2=t1
Figure 2. Difference between clocks located at different terminals

The time is sent by synchronizing a pseudo random sequence (prs) so that the “all ones”
state coincides with the local clock each second. The prs is bi-phase_ modulated onto a
3.2MHz carrier for transmission. A maximal length prs of length 213 =8.191 states trunca-
ted to an even 8,000 state length is used. The sequence is clocked at 1IMHz which establishes
an integer relationship of 125 periods per second”. The 191 deleted states represent only

2.3% of the sequence length so the correlation properties of the prs are not appreciably de-
graded by this procedure.

The 8,000 state prs is used to bi-phase modulate the carrier to produce a spread spectrum
signal. The timing information is not conveyed by a time don.ain pulse, but rather by the

3The original 8,191 state sequence does not have a real time cyclic integer relationship using standard, or
easily derived, clock frequencies. For example: at a clock frequency of IMHz an 8,191 state sequence,
with a period of 8,191 microseconds, has 122.08521 . . . periods per second, thus precluding synchroniz-
ing the sequence with one pulse per second time ticks from a local clock.
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correlation properties of the prs modulation. Correlation to the prs provides fractional

microsecond timing, but with an ambiguity period of 8 milliseconds. The phase of every
1 251h prs is reversed to indicate the 1 second time tick.

Two ditferent PTTU configurations were required for the test:

a.  TERMINAL Configuration: to provide entry and exit to the microwave system.
b.  REGENERATOR Configuration: to provide the link to cross over between
independent microwave systems,

Figure 3 illustrates these configurations. The basic PTTU can be put into each configuration
by plugging in the proper printed circuit cards.

INPUT D= RECEIVE p
Ve —> TIME DISPLAY

LOCAL
cLock 7

| TRANSMIT| OUTPUT

TIME
A. TERMINAL
INPUT H—— | RECEIVE ———————®| REGEN OUTPUT
TIME —>
RECEIVE INPUT

OUTPUT 4— REGEN | "o

B. REGENERATOR

Figure 3. PTTU configurations

Figures 4 and 5 are block diagrams of the PTTU configurations. Much of the circ~uitry i's
common: the basic differences being in input and output circuitry. The two configurations
accomplish the following:

Terminal Configuration. The terminal receives the incoming modulated 3.2.MH7. .timmg
signal. correlates a locally generated pseudo random sequence with the received signal to
acquire the inherent microsecond timing (8 millisecond ambiguity ), and dccpdes the one
second epoch information. The received time is then compared with local time a'nd the
difference displayed on the front panel. The terminal output encodes the local time on a
3.2MH7 carrier for transmission.

Regenerator Configuration. The regenerator receives the modulated 3.2MHz timing signal.

correlates a locally generated pscudo random sequence with the received signal, and encodes
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the received one second epoch information on the locally generated pseudo random sequence
This signal is then used to bi-phasec modulate a 3.2MHz carrier for re-transmission on another
microwave link. This configuration thus “‘regenerates’ the received timing signal and passes
iton. No local clock is required. There are two regenerator circuits; one to pass the PTTI
signal in each direction.

III. TEST DESCRIPTION

The objectives of the phase I test were:

1. To demonstrate feasibility of this PTTI transfer technique.

2. Todetermine whether this PTTI signal is compatable with the FAA
microwave system.

3. To determine the desirability of continuing on to the phase II tests.

The PTTI signal was sent from the Camp Roberts Satellite Communications Station to the

Paso Robles Radar Microwave Link/Repeater (RML/R) by way of a two way 1 SGHz micro-
wave radio link. At the Paso Robles RML/R it was entered into the FAA microwave system
and sent to the Black Mountain Long Range Radar (LRR) site, where it was transferred from
the FAA Oakland System to the FAA Los Angeles System and sent on to the Temblor

RML/R. The time transfer demonstration was carried out between Camp Roberts and

Temblor.

PTTUs in the REGENERATOR configuration were installed at the Paso Robles RML/R.
and at the Black Mountain LRR. TERMINALS were installed at Camp Roberts and at the
Temblor RML/R.

IV. TEST RESULTS

The following is a summary of the results of the Phase [ test:

I. Feasibility of transferring PTTI over the FAA system using this spread
spectrum technique was demonstrated. Fractional microsecond timing

was successfully transferred between Camp Roberts and the Temblor
RML/R, some 65 miles distant.

The spread spectrum PTTI signal was demonstrated to be compatible with
the FAA system. No interference with normal FAA operations was noted

by FAA test participants, or by FAA control centers in Los Angeles and
Oakland.

3. Desirability of continuing on to the Phase I test was clearly established.

t9

Figure 6 presents the test results in greater detail.
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M, {measurement at Camp Roberts)

M2 {measurement at Temblor)
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C,- C1 (time transfer clock difference calculation) =

M, - M2 3483 -3474

2 2

(NOTE: Expected accuracy for this system £0.2 uS)

02 - C1 {clock difference measured between the two clocks before

transporting CLOCK 2 to Temblor}

RECIPROCITY:
TIME DELAY ROBERTS TO TEMBLOR 347.4 + 0.4 {clock error).

TIME DELAY TEMBLOR TO ROBERTS 348.3 - 0.4 (clock error) . . .

M2 = 347.4 uS
1 pps

CLOCK 2

347.8 uS

3479 uS

Figure 6. Tests between Camp Roberts and Temblor, time transfer
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REAL TIMF DISTRIBUTION VIA CONTROLLED
TV TRANSMISSIONS

J. D. Lavanceau
U. S. Naval Observatory
Washington, D. C. 20390

L. F. Shepard
ILC Data Device Corporation
Bohemia, L. I., New York

ABSTRACT

Since first introduced as an experiment at
the Third Annual PTTI Conference in Washing-
ton, DC (1971), this system has become oper-
ational at the television stations, WTTG

{ (Channel 5), Washington, DC and KTTV (Channel
11) , Los Angeles, CA. It permits independent
and continuous transfers, without change in
the broadcast format, with accuracies in the
nanosecond region, as referenced to the U. S.
Naval Observatory master clock.

o

This paper describes the present system with
details of the equipment used in the control

of transmissions and decoding, and shows the
results of transfers made between some timing ,
centers.

SUMMARY

A technicgue to distribute absolute time and frequency

via controlled television transmissions was developed at
the U. S. Naval Observatory (USNO) and successfully demon-
strated in 1971 by an experiment performed between the
Metromedia TV Station WI'TG and the U. S. Naval Observatory

(reference (1)).

This system is now operational from the TV stations WITG
(Channel 5) in Washington, DC, and KTTV (Channel 11) in
Los Angeles, CA. It is used routinely by some laborato-
ries around those areas to set their clocks to the U. S.
Naval Observatory master clock (USNO MC) with accuracies

and precision in the nanosecond region.

This paper describes the present system in detail, shows
the results of transfers made routinely between some local

- ——— PRISSRS . . ——
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timing facilities, and the USNO MC and_desqribes some of
its capabilities, limitations and applications.

INTRODUCTION

The technigue consists of keeping TV transmissions syn-
chronized to a reference clock within limits of the FCC
broadcast specifications. These time coordinated trans-
missions are then used to set local clocks, or to measure
their time and frequency differences with the USNO MC.

REVIEW OF NTSC TV FUNDAMENTALS

‘ For those of you who are not familiar with the current
' NTSC color television standards, we would like to review
them as they apply to precision time transfer.

In the USA, commercial TV broadcasts are generated at a
rate of 30 pictures or frames per second. Each frame is
composed of 525 lines and it takes about 33 milliseconds
to transmit or to reproduce them. To minimize picture
flicker, each frame has been divided into two groups of
horizontal lines. Those groups, called odd and even
fields, are transmitted so as to interlace each other.
. The process is called interlaced scanning. In this mode
\ ‘ of operation the end of one field is separated from the
start of the other by one half (1/2) a horizontal line
(31.75 us). The first nine lines of both fields contain
equalizing and vertical pulses used to control the posi-
tion and motion of the lines. The horizontal line 10 of
the odd field was selected as a time marker because it
is an easy line to identify.

At the transmitter, all of the recurrent waveforms and
frequencies used in the modulation envelope are derived,
or may be derived, from a single frequency. For exampie,
let us start with 5 MHz. To derive the color subcarrier

(sC):
63
SC = 5 x gg = 3.5795454...MHz » 279.36 ns.

) ; In case of the horizontal scan rate (H):

_ 28C _

H = = 108 x 83 x 2 _
455 = 5 % 10° x 2 x 355 = 15734.266 Hz + 63.55...us
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For the vertical (frame) rate (V):

H 63 2 1
— = 5 x 106 K - X - X —— = o
525 55 * 755 * 535 = 29:97...Hz > 33.366

vV =
Since all pulse signals are derived from the subcarrier
frequency, we can establish and maintain the pulses prop-
erly positioned in the time domain by phase shiftina the
subcarrier continuously until the desired pulse position
is obtained. If we now consider the time period occupied
by 30,000 frames:

33.36667 x 10-° x 30,000 = 1001 seconds,

exactly. Thus, having caused an event which is periodic
at the television vertical rate to coincide with a 1 pps
pulse from the USNO MC, another coincidence must occur
exactly 1001 seconds later.

By establishing an arbitrary time of coincidence, it is
possible to calculate the dates (times) at which sub-
sequent coincidences will occur between the one pulse per
second time marks from the USNO MC and the emitted TV
line 10 odd field pulse. These times of coincidence have
been computed by assuming an initial coincidence at zero
hours UT 1 January 1958. They are published by the USNQ
as TV TOC tables, Time Service Announcement Series 8.

These tables have the same format as those presently used
for Loran-C. Table 1 gives the first TV TOC for each day
in hours, minutes, and seconds. Table 2 gives all rela-
tive TOC's in a day. By adding the relative TOC's to the
first TOC of any day, one obtains all absolute TOC's for
that day. Table 3 gives the time differences for every
second of the time interval between the TOC's.

For precise time application, the line 10 pulse must be
precisely defined. We have defined this event as fol-

lows:

"The Timing Mark shall be the 50% poin? on the
leading edge of the first H synchronizing pulse
following, by 1/2 line (31.78 us), the last
post-equalizing pulse in the vertical interval
or, the H synchronizing pulse at the start of
line 10 in fields 1 and 3 of the NTSC format
in accordance with EIA RS 170A as emitted."

This Timing Mark is shown on Figure 1.




At this time we would like to call attention to the stand-
ard TV timing diagrams which appear in many puplica?ions
including the FCC rules (Fig., 2&3). These t+m1nq dia-
grams invariably show the start of the odd fields and the
start of the even field at the same T = O datum. The
start of the field is defined as the leading edge of the
first preequalizing pulse in the vertical interval (lire
l). After the vertical interval which has a duration of
9 lines, the line 10 pulse appears. In the case of the
fields 1 and 3, this pulse occurs 1/2 line or 31.75 us
after the start of the last post equalizing pulse; while
in fields 2 and 4, the line 10 pulse occurs a full line
(63.6 us) after the last post equalizing pulse. Since
the pulses start at the same datum (vertical rate), one
could erroneously draw the conclusion that the horizontal
pulses in alternate fields are not in phase., To accurate-
ly show the sequence of events in the extended horizontal
time domain, the vertical interval should be displaved

to the left in the case of fields 2 and 4. This would
show that ALL pulse leading edges, even those of the
equalizing pulses and the broad vertical serrations are
synchronous and in phase at a period of 63.55 us. Durinag
the vertical interval, extra pulses are inserted but syn-
chronism is maintained by inserting these extra pulses

at intervals of precisely twice the horizontal line rate.

By using circuitry which responds to all sync pulses and
ignoring those occurring at a 1/2 line period, the extra
pulses in the vertical interval, we obtain a uniform pulse
train with a period of 63,55 us (15734 Hz). Every 525
lines we obtain a pulse which coincides with the line 10
odd field pulse. This pulse train is processed by a phase
locked tracking filter with a 500 ms loop time constant.

A single pulse coincident with line 10 fields 1 and 3 is
gated out of the system as the timing pulse.

For sync timing, a dedicated high stability NTsC sync
generatecr is included in the transmitter control system.
Addi?ional signals are also available from the line 10
receiver for various display and calibration purposes.

REVIEW OF PAST WORK

The origingl system concept was evaluated on an experi-
mental basis at station WIMTG in Washinaton, DC, startina
in July 1971. This system involved stabilizing the time
basg of the station Sync generators to a cesium reference
oscillator and adjusting the phase of the emitted pulse
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in the time domain (Figure 4). By monitoring the time of
arrival of the line 10 pulses at the USNO, and correcting
for propagation delays and equipment delays, error infor-
mation was used to manually adjust the phase of the
transmitted pulses in order to maintain correct emission
time.

The freauency adjustments required at the transmitter
were subsequently greatly reduced by the development of
a controller, presently known as the TV time synchroni-
zer, which compared emitted pulses with reference pulses
generated internal to the system and issued phase-shift
commands to the station sync generators in order to
maintain on-time emission. Several safety devices were
necessary to assure that the TV station would remain
within FCC specifications and to inform users if the
emission was controlled and on time.

Introduction of the servo loop at the transmitter did

stablize the emission time of the transmitter and abso-

lute times of emission were held to within a few hundred

nanoseconds. Analysis of data taken before the installa-

tion of the servo loop showed considerahly less scatter

(phase instability) over short term observations with the

absolute error removed. These observations prompted a

study into the interaction of the TV station edquipment,

the receiving eguipment, and the servo control systen,

with the object of attaining the short term (1 second) ’ '

P

stability of the open loop system with the accuracy of
the closed loop.

The study resulted in the following conclusions:

1. The period of the H pulses sampled at the
vert. rate varied from frame to frame in excess of 150 ns.

2. The start and width of pulses were controlled
by R-C mono-stable multivibrator. Only the start of
blanking which preceeds sync by about 1.5 us was con-
trolled by the reference oscillator.

3. The sync separator in the consumer type TV
receiver used to monitor the transmitter anq feed bacg
to the servo was deliberately made slow to improve noise
immunity and also introduced about 100 ns additional

jitter,
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4. With the loop open, the short term st§bi1ity
of the sub-carrier phase was excellent (in the picosecond

region) .

5. Differential phase and gain in the regeiver
had to be improved and stabilized if pulse fidelity was
to be maintained.

6. Differential phase and gain, as well as power
supply regulation in the transmitter, influenced pulse
stability, especially during changes in APL (averaae
picture level). (Did we say that what happened between
the pulses didn't concern us?)

The approach taken to system upgrading consisted of re-
ducing jitter by speeding up the receiver sync separator,
improving waveform fidelity, and reduction of sync gen-
erator jitter. If these measures would reduce jitter to
below about 120 ns, the stable subcarrier (1/2 period

140 ns) could be used to clock control the timina pulses,
thus removing the residual jitter.

A prototype receiver system was constructed, aligned for
optimum phase and gain uniformity, and a very high speed
comparator used for sync separation. In addition, the
transmitter was equipped with a digital sync generator for
the experiment. The result, as predicted, reduced jitter
to the 100 ns range; low enough to warrant usina the re-
generated subcarrier to synchronize the timina pulse.

To evaluate this technique, the first zero crossina of the
regenerated subcarrier following the 50% point on the
leading edge of the line 10 (odd) pulse was selected as

the timing point. The results of this experiment were
encouraging. During some segments of program material,
standard deviations well below *1 ns were obtained con-~
sistently, while at other times, and during black and white
programming, standard deviations increased to +100-200 ns.
The reason for the change during black and white transris-
sion was, clearly, the loss of burst during monochrome
transmissions. This condition was expected, The color
transmission inconsistencies were traced to random phase
relationship of H sync to subcarrier from one prodaram
segment to another. Since the film chains, tape machines,
and studio cameras were phase matched at the studio switch-
ing point (w@thin limits), the problem was isolated to the
source material. No requirement existed in the specifica-

tiggs for consistence of phase between subcarrier and
sync.
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Discussions with TV network endgineering officials confirmed
our findings, but lent a note of encouragement. This aspect
of the specification, while it was an expedient in the
early days of color operations, was causing problems now
since, without Subcarrier Horizontal phase Coherence (SCH),
differentiation between fields one and three, as well as
between fields two and four of the field NTSC color format,
could not be readily accomplished. This fact causes many
problems in tape editing. Several proposals are under
consideration by the broadcast committee of the EIA. At
this writing, a new specification has been proposed which
specifies subcarrier phase to sync but is limited to studio
operations and not yet applied to transmitted sianals.
Until the total television system establishes "SCH" the use
of subcarrier sync will have to wait.

The subcarrier phase and its consistency with chrominance
information in the picture is of great importance since it
directly and obviously affects the color fidelity of the
received picture. To maintain this quality, minor phase
perturbations are reduced by a color lock loop. H sync,
since it is less critical and at a much lower frequency,
does have residual jitter. This jitter (approx. 100 ns)
has negligible effect on picture quality for the viewer.

p——

CURRENT SYSTEM CONFIGURATION

A. The system has been set up at the transmitter
as shown by Figure ' '

1. A cesium beam oscillator supplies'a 5 Mhz
frequency, via a phase microstepper, to a TV time syn-
chronizer.

2. The TV time synchronizer performs the fol-
lowing main functions:

a) Synthesizes the 3.58 Mhz color subcarrier
frequency for the TV transmitter.

b) Generates a reference time sqale gomeosed
of line 10 odd field pulses which are set "on time" to
the USNO MC via the TOC table.

¢) Automatically corrects the phase of the
generated 3.58 Mhz color subcarrier_frequency, when
necessary, to maintain synchronization between the emitted

TV transmission and the USNO MC.
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3. A TV receiver and line 10 discriminator con-
tinuously monitor the emitted TV transmissions: Any
change in the time of emission of these transmlsS}ons
(line 10 odd) is detected in the TV time synchronizer by
comparing the received (or emitted) line 10 pulses output
of the discriminator against the generated "on time"
line 10 pulses reference.

If this difference is other than zero, but no more
than #10 pys, the time of emission of the TV transmis-—
sions is adjusted automatically by the TV time synchro-
nizer by advancing or retarding the phase of the gener-
ated 3.58 Mhz color subcarrier frequency, until synchroni-
zation is again secured.

If this time difference exceeds *5 us, a slow
modulation of +0.5 us is impressed on the 3.58 Mhz gen-
erated color subcarrier, and thus on the emitted TV pro-
gram, to warn the PTTI user of a temporary large error in
the time of emission of the TV transmissions.

NOTE: Changes in the time of emission of the TV trans-
missions occur when TV programs are switched from film
library to video tape recording, to live programs, etc.
Most of these changes are usually small.

The phase microstepper permits precise adjustment
of the cesium output frequency to the USNO MC and thus
maintains the generated line 10 odd reference on time.

B. The basic receiving or monitoring system used
at the USNO, or at any of the local clock locations, is
shown in Figures 7 and 8,

The TV receiver is tuned to the synchronized TV
transmissions (KTTV or WITG). Line 10 pulses are gener-
ated from the discriminator and their time of arrival,

.referenced to a local clock, are measured on a time
_interval counter.

When the measurement ig made or reduced at a TOC
(USNO Time Service Bulletin Series No. 8), the time
difference obtained represents the time difference be-
tween the local clock and the TV clock (emitted sianal)
plus the propagation and system delay - or:

[(local clock - TV line 10 received) + Cl.
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The propagation and system delay (C) can be computed or
neasured.

Since the USNO publishes the daily absolute time
corrections to be applied to the WITG and KTTV transmis-
sions (USNO MC - TV emitted, USNO Time Service Bulletin
Series No. 4), Table 4, the actual time difference between
the USNO MC and the local clock can be obtained as fol-
lows:

(USNO MC - local clock) = [(USNO MC - TV emitted) -
(local clock - TV received)
- CJ.

Sophisticated TV transmitting, receivinag and de-
coding equipment has been developed, and is available
commercially, to implement this system and to display
the absolute time difference between a local clock and
the TV transmissions.

SYSTEM SYNCHRONIZATION AND CAPABILITIES

The USNO monitors continuously the transmissions from WITG
and KTTV (Fig.9s510) and maintains them synchronized with
the USNO MC by changing, when necessary. the frecguency
output of the cesium oscillators installed at the TV trans-
mitters. An arbitrary excursion limit of up to 2.5 us
has been allowed in the TV transmissions before introducing
a rate correction to the TV clock. This limit could be

reduced, if desired.

Automatic time rate corrections as small as 0.86 nanosecond
per day can be initiated from the phase microstepper.
Figures 9 and 10 are plots of [USNO MC - WPTG] and gf _
[USNO MC - KTTV]. They show how well this synchronization
has been maintained in the last few months.

The daily time differences between the USNO MC and WITG
and KTTV are diven as corrections on USTO glme Service
Annoucements, Series 4 and 5, and by telephone announce-
ments availaﬁle by dialing (202) 254-4662 or AUTOVON
294-4662.

Various organizations and 1abo;ato;ies are presently uti-
lizing this precise time distribution system to set or to
compare the time of their own reference clock standard
with that of the USNO MC. These TV time transfers are
done routinely to real time accuracies of *20 nanoseconds

{ns) or better.
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As an illustration, Figures 11 and 12 shoy how well two
independent organizations, located approximately ?5 km
from WI'TG measure the time difference between their ref-
erence clocks and the USNO MC,

Figure 11 shows the time relationship between the USNO MC
and the USCG Washington Radio Station clock, located in
Alexandria, VA, obtained by portable clock and by TV time
measurement of WITG transmissions. Neither statistical
manipulation nor selection has been applied to the data
used for this plot.

The measurements were obtained by utilizing a very simple
system which consists of a TV receiver/line 10 discrimi-
nator and a time interval counter.

Figure 12 shows the time relationship between the USNO

MC and the Applied Physics Laboratories (APL) clock,
located in Laurel, MD, obtained by portable clock and by
TV time measurements of WITG transmissions with the slope
removed.

The APL measurements were obtained by using an automatic
TV monitor system.

The RMS deviation of these TV real time transfers, as
verified by portable clock measurements, is within *20 ns.

WITG and KTTV transmissions are used routinely to dis-
tribute USNO MC time and frequency to locations as far
away as Fort Detrick (MD) (60 km from WITG) , Dover, DE
(130 km from WITG), and Point Mugu, CA, approximately
95 km from KTTV.

Greater accuracies can be achieved by taking the TV
measurements during periods when no phase corrections
are made to the 3.58 MHz color subcarrier frequency at
the TV_transmitters (this can be ascertained easily by
observing the stability of the received color subcarrier
frequency or by looking at the received TV video), or

by some statistical recognization or filtering of the
dgta. Dr. Winkler of the USNO has recently experimented
with an exponential weighted smoothing rejection tech-
nique to reduce the time differences between the USNO MC

and WITG transmissions measured at the USNO and found

that a precision of 1 ns or better is obtainable from this
TV system,
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Tests on the receiving systems, performed by usina RF
generators of known stability, show that these receiving
systems are capable of an absolute calibration accuracy
of better than #15 ns, and 1 sigma scatter consistently
below 500 ps. The phase detector in the transmitter
loop showed a dead band of *2 ns and the digital phase
shifter has a quantizing error of less than t4 ns. The
video processing in the TV plant inserts at least two
slaved pulse generators before reaching the modulator,
and finally, less than ideal requlation of the trans-
mitter power supplies, especially during the vertical
interval, cause changes in sync tip levels and leading
edge slopes.

At the receiving site, antenna movement, transmission
line propagation delay changes with temperature and
humidity, and RF path propagation variations all con-
tribute to limit system precision. All factors con-
sidered, this present line 10 time transfer system, as
implemented, should be considered to have a precision
capability of *20 ns or better over path lengths of
100 us or less and approachinag #50 ns at path lenaths
up to 350 ps. These figures are well confirmed by the
time transfers reported above.

FUTURE PLANS AND APPLICATIONS

A problem encountered in installation of this system has
been selection of a TV station which has mostly local t '
program origination. Network affiliates were ruled out

since they must operate off network feeds for a larae
percentage of the time. However, as reported and noted
recently in the NBS Monthly Time and Frgauency‘Bul. #238,
some of the larger network outlets are installing Frame
Synchronizers. These Frame Synchronizers destroy the
usefulness of the station for relative time and freauency
transfer using network observations. Simultaneous use

of the same transmitters is unaffected, but they present
an ideal situation for installation of the abso}ute time
and frequency system discussed in this paper, since
emission times may now be precisely controlled locally
through the Frame Synchronizers.

implement this
The USNO presently has plans'underyay to imp :
TV time distribution system 1in ad@1t10na1 TV stations
in the washington/Baltimore Area in order to evaluate
this technique as a means of providing an extremely

. . . : lica-
accurate position/navigation system.. Further app
tions ig ghe fielés of collision avoidance, geodesv
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and real time computer operations will be possible at
low cost. Rapid navigation on the Capital Beltway, as
mentioned by the Scientific Director of the U. S. Naval
Observatory, may also be made possible.

There are approximayely 800 TV transmitters operating in
the U.S. at this time and they offer tremendous poten-
tial for the distribution of real time, synchronized,
transmissions at relatively little cost.
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TABLE 1
FIRSY TQC FOR EACH DAY

TIMES OF COINCIDENCE (NULL) EPHEMERIS
TELEVISICN LINE 10 CCD SYNC
33,366 MICROSECONDS/PERICC

DATE  TIME DATE  TIME CATE  TINE
1917 H N S 1977 W M S 1877 H ¥ S
GCT 1 0 615 NOVLI 01051 DECL O 4 O
2 ¢ 11 2 0 5 37 2 015 27
3 ¢ 12 28 3 0 023 3 0 10 13
4 0 7 14 4 0 11 50 4 0 4 59
s 0 2 C 5 0 6 36 5 0 16 26
6 € 13 27 6 0 1 22 6 0 11 12
7 0 813 7 0 12 49 7 0 5 58
8 0 259 B 0 135 8 0 Q 44
9 0 16 26 9 0 221 9 0tz 1l
10 0 9 12 10 © 13 48 10 0 & 57
11 ¢ 3 58 11 0 8 3% 11 0 1 43
12 0 15 25 12 0 320 12 013 10 |
13 0 10 11 13 0 14 47 13 0 7 56
1« C 4 57 14 0 9 33 14 0 2 42
15 C 16 24 15 0 4 19 15 0 14 9
16 0 11 10 16 0 15 46 16 0 8 55 ’ ‘
17 ¢ 5 56 17 0 16 32 17 0 34l
18 0 0 42 18 0 S 18 18 015 8
19 012 9 19 0 0 & 19 0 9 54
2 € b 55 20 ¢ 11 31 20 0 4 40
21 € 1 4l 21 0 617 21 016 7
22 013 8 22 0 1 13 22 0 10 53
23 € 7 56 23 0 12 3¢ 23 0 5 39 i
24 C 2 4C 26 0 116 24 G Q25 !
25 € 14 1 25 0 2 2 25 0 11 52
26 ¢ B8 53 26 0 13 29 26 0 & 38 i
27 € 3 39 27 0 B8 15 27 0 1 24
28 C 15 6 28 0 3 1 28 0 12 51
29 ¢ 9 52 29 0 14 28 29 0 7 37
30 ¢ 4 38 30 0 9 14 30 0 2 23
11 c16 5 31 0 13 50 o
NOTES
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POR AL TOC*S IN A DAY
NTERPOLATIONS FOR ALL
:INES OF COINCIDENCE (NULL) EPHENERILS
TELEVISION LINE 10 ODD SYNC
33,366 MICRQSECONDS/PERI1OD
H NS H M §
0 0 o 11 7 20
0 186 4} 11 24 1)
0 33 22 11 40 &2
05 3 11 $7 23
1 6 46 12 14 ¢
1 23 25 12 30 &5
1 40 & 12 47 26
1 56 47 13 & 7
213 28 13 20 48
L 23 9 13 37 29
2 46 50 13 54 10
3 33 14 10 5}
3 20 12 14 27 32
3 36 53 14 44 13
: 3 S3 34 1S 0 s4
l 4 10 15 15 17 358
' 4 26 58 15 34 16
4 43 37 15 50 57
5 018 16 7 38
5 16 s9 16 24 19
5 33 40 16 41 0
5 50 21 16 57 4}
6 1 2 17 1% 22
6 23 43 17 31 3
6 40 24 17 47 44
6 57 S 18 “ zs
T 13 46 18 21 &
T 30 27 18 37 47
747 8 18 56 28
8 20 30 19 27 sp
8 53 52 20 112
9 10 33 20 17 53
' 927 1» 20 3¢ 34
» 9 43 35 20 51 35
- 10 0 3¢ 21 7 se
5 10 17 17 21 24 37
‘ 10 33 sg 21 41 18
10 S0 39 21 57 so
NOTES 262

H M s

22
22
22
23
23

23

14
31
48
21

54

40

21

43
24
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INTERPDLATIONS FOR ALL SECONOS BETWEEN TOL'S

tMs) .
1000.000
2000, 000
3000,000
4000,000
$000,000
$000.,000
7000.,000
8000,000
9000,000

10000.000
11000.000
12000.000
13000.000
14000.000
15000.000
16000.000
17000,000
18000.000
19000.000
20000.000
21000.000
22000.000
23000.000
24000.000
25000.000
26000,000
27000.000
28000.000
29000.000
30000.,000
31000,000
32000.000
33000.000

633,333
1633.333
2633.33)
3633.333
4633,33)
$633.33)
6633,33)
7633,33)
88633.33)
9633.733

10633,33)
11633,33)
12633,33)
13633.332
16633,332
15633.333
16633.333

NOTES

3
3
) )
1
b3
1
1
1
1
1
1
1
1
1y
1
1
i
1
3
1l
i
1
1

TABLE 3

TELEVISION LINE )0 QDD SYNC
33,366 MICROSECONDS/PERICD

]
0
0
0
0
0
0
0
0
0
¢
1
1
1
1
1
1
1
1
1
1

1
1
1
3l
1
1
1

S

51,

s2

53

54
55
56

58
59

-

(Ms)
17633,332
16633,.333
19633,332
20633.333
21633,333
22633.333
23633,333
24633.333
25633,.33)
2648334333
27633,333
28633.1333
29633.333
30633.33)
31633.33)
32633.333

2664667

1266, 667
22664667
32664667
42664667
528446567
6266.667
72664667
B266. 667
9266.,0667
102664667
31266.667
122664667
13266,667
14266, 587
15266.687
16266, 667
17266.667
182656.667
19266,667
202664667
21266.667
222066,667
23266.667
26266.,5658
25286.66
206266,667
2726640667
2826040667
202664687
20264.667
312660667
22266.667
332664667

263

"
1
1
3
i
1
1
1
1
1
)
)
1
|3
1
i
1l
|3
3}

1

2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2

S
&3
42
43
Pes
4%
46
47
48
49
50
119
82
53
56

55

56
57
58

w
w0

[P Y el el ol
.QJOU'J‘UNP‘O\DOQOW_'UNO'O

MS)

900,000
1900.000
2900.000
3900.000
4900,000
%5900.000
6900.,000
7900,000
8900.000
9900.000
10900,000
11900.000
12900.000
13900.000
14900.,000
15900.000
16%900.000
17900.000
18900.000
19900,000

20900.,000

21900.000
22900.000
23900.000
24900.000

- 2%9900.000

26900.000
27900.000
28900,000
29900,000
30900,000
31900,000
32900,000
$33,333
1633,333
2533.333
3533.33)
4533,333
5533,3)33
6533,33)
1533.33)
8533.333
9533,333
10533,333
11533,332
12933.333
13533.333
14533,333
15533.333
16533.333

242

]
2
2
2
2
2
2
2
2
2
2
2
2
2
Z
L
2
2
2
2

2
2
2
2
2
2
2
2
2
2

3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
3
]
3
3

S

31

32
33
34
3%
36

37

38
3%
4«0
41

43
44
45
46
47

20

(1]
17533,333
18533,333
19532.333
20538%.333
231533.333
22533.333
23533.333
24533333
25533,333
26533.333
27533,33%
28533,332
29533,333
30533.333
31533,.333
32933,332?

166,667

1166.667
2166.667
216646867
$166.667
$166.687
6166.667
71664667
8166.667
93664667
101664667
111664667
12168.667
131664667
161664667

" 151664667

16166.6067
171664647
181664667
19166.6467
20166.657
21166.667
22165.56?
2316646087
24166.667
25166.0647
2616646067
271600667
28166667
291664667
10166.667
311664667
32166.667
33166.667
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NEW POSSIBILITIES FOR TIME AND STANDARD FREQUENCY
DISSEMINATION OVER TV NETWORKS

Bogosav Z. KovaCevic¢, Faculty of Electronic Engineering,
University of Ni§, Ni§, Yugoslavia

ABSTRACT

This paper describes the principles of a new Time
and TV Synchro System developed and currently in
experimental use at the TV Studio Belgrade in
Yugoslavia. This Time and TV Synchro System
secures the time of coincidence every second by
definition for all programs originating within
the TV studio Belgrade. The incorporation of
the digital TV frame synchronizer in the video
path enables its application with the same
quality of dissemination of time and standard
frequency signals, regardless of the place from
which the particular program originates. The
system can also be applied in connection with

TV broadcasting over geostationary TV satellites.

INTRODUCTION

Recent research in many countries has resulted in a number on con-
clusions which indicate new possibilities for using the existing TV
networks for dissemination of time and standard frequency signals.

The advantage of such a system in many applications is obvious, and it
involves a relatively small investment of the capital for the adapta-
tion of the existing TV network. The ordinary TV receiver can easily
be adapted for the purpose of a user at a small cost. Such an adapted
TV receiver is very inexpensive compared to many time and standard
frequency facilities it offers to its user in the actual exploitation.

Practical realization of the system for time and standard frequency
dissemination over the TV networks necessitates the consideration and
solution of many technical programs, such as:

1. Determination and maintenance of the time signals at the TV
transmitting point in relation to the time scale (UTC);
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2. The precise knowledge of the propagation time from the trans-
mitter to the receiver and the maintenance of that propagation
time to a fixed (constant) value as closely as possible;

3. Problems associated with a given particular TV system (NTSC,
PAL, SECAM, etc.); :

4. Problems associated with the instantaneous TV picture formation
mode within the given TV system (live transmission from a
camera, VTR program, film presentation program, other TV network
program, etc.).

The purpose of this paper is to describe in principle a new Time and TV
Synchro System developed and currently in experimental use at the TV
studio Belgrade in Yugoslavia. This Time and TV Synchro System secures
the Time of Coincidence every second in the transmission of the second
pulses.

TIME AND TV SYNCHRQ SYSTEM

The TV studio Belgrade, Yugoslavia began over four years ago the
experimental transmission of time and standard frequency signals by
using the so-called active TV system (Kovacevic 1973 and 1974,
Kovacevic et al. 1976; also cf. Howe 1972). In this system, second
pulses, standard frequency and the coded time of day are injected into
the 19th and the 332nd 1ine of the video signal, v. Figure 1. On the
other hand, the time signals, standard frequency and the TV sync
pulses are all derived from the cesium clock which itself is located
within the TV studio premises.

At this point we define and understand by the complete or full synchro-
nization for the purposes of this system such a technical realization
of synchronization, in which the second Pulses appear every second at
precisely the same point or place of a single selected line of the TV
picture. Since the second pulses must appear at the same place of the
selected line in accordance with the requirement of the full synchro-
nization, that means that the time information must be injected only
once within a single complete frame. This obviously necessitates that
the vertical interval TV sync pulses be referred and adjusted in
accordance with the second pulses from the same standard clock. This
can easily be realized in the case of all European TV systems, since
one second, the period of the second pulses, is an even integral
multiple of the field period of 20 ms. On the other hand, in the case
of the US TV system, the nominal field period is 16 and 2/3 ms, which
is not contained in one second as an even integer. For the TV systems
with 60 Hz as the fundamental frequency, the Time of Coincidence is

16 min. and 41 sec. (CCIR 7/26E 1973, Davis 1975), or thereabouts




depending on the actual field frequency in use. In that respect, it
should be mentioned that if there is no synchronism between the TV
frame frequencies and the time signals, the upper limit of ambiguity of
the time information transmission is 40 ms for the 50 Hz TV systems
(Europe), or 33 and 1/3 ms for the 60 Hz TV systems in the USA and
elsewhere, as the consequence of the waiting for the selected line into
which time information is injected. Possibilities of various TV

syctems for time and standard frequency dissemination are shown in
Ta- 2 1.

c Passive Active B
OLOR Subcarrier| Field Nominal
STANDARD | frequency | frequency Second| 1 MHz | field
foc £y pulses| Burst | frequency
NTSC yes yes no yes 60 Hz
PAL yes yes yes yes 50 Hz
SEKAM no yes yes yes 50 Hz

TABLE 1

With reference to Figure 2, which shows in principle the Time and TV
Synchro System realized at the TV studio Belgrade, the time of coinci-
dence is realized every second in the case of the PAL 50 Hz TV system
in use at the TV Belgrade. It is clear from Figure 2 that the synchro-
nization between the clock and the Master TV Sync Generator is required
not only with respect to the frequency, but also with respect to the
phase. Figure 2, which shows in principle the realized Time and TV
Synchro System at the TV studio Belgrade, is self-explanatory to a
large extent. Note that the coincidence circuit resets the selected
line number 19, whenever the synchronization has been interrupted for
any reason, provided of course that the circuitry remains operable.

Figure 3 shows how the described Time and TV Synchro System was
incorporated within the normal TV circuit (video path), with some
obvious simplifications of the principle circuit diagram as shown in
Figure 2.
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Figure 4 shows the adapted TV receiver with q11 the.standard signals at
the disposal of the user at the receiving point, wh1ch are: 1 pps UTC
(YU) with minute and hour markers, 1 MHz, the subcarrier of 4.43 MHz,
the line frequency of 15,625 Hz, the field frequency of 50 Hz, and the
frame frequency of 25 Hz. An ordinary commercially manufactured TV
receiver has been adapted. The 13 digits, which appear on thg TV
screen as shown in Figure 4, are obtained through thg apprgprlgte
blanking of the video signal. The accuracy code dig1t2 which is
encoded in the time of day pulse train (v. Figure 1), indicates the
location of the source of the actual video signal, since the realized
accuracy, i.e., precision, of the time and standard frequency trans-
mission depends on that location. The difference between the UTC and
the local time (clock) (UTC - LOCAL TIME in Figure 4) is displayed on
the screen as the last six digits. The difference is given in the
appropriate units which can be chosen by the operator in microseconds
or tens of nanoseconds.

PRACTICAL TV BROADCASTS AND TIME OF COINCIDENCE

As already stated, the synchronization between the time signals and the
TV picture is achieved by the Master Sync Generator (v. Figure 2 and 3),
and forms as such a part of the entire developed system. The time of
coincidence is fully assured in this system whenever the TV program
originates within the system itself by definition. During the exploita-
tion of the developed system at the TV studio Belgrade it was noticed,
which was theoretically anticipated, that the time of coincidence is
subject to random fluctuations in the case of the VTR programs. Also
by definition the Time of Coincidence cannot be achieved when an
external program is being aired. The external program is normally not
locked on the same Master Sync generator, and there is also some random
fluctuation of the propagation time of that external program from a
distant studio. Thus, the accuracy is not the same all the time, and
it depends on the program itself and the means used for its realization.
The 