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A Class of Generalized Correlation Coefficients

by
Pi-Erh Lin

Department of Statistics, The Florida State University

SUMMARY

Let X = ()_(,(1) ‘}_(,(2)‘)‘ be a (p + q)-variate random vector
(P21, q21) with EX = 0 and EXX" = | > 0. Partition ] into p-
and q- rows and columns such that E(?‘('(i))_(‘(j)’) - Zij (i, j=1, 2).
Let Af. cees A: be the nonzero characteristic roots of Z;i P Z;; I
where s is the rank of le. Based on these rcots, a class of genera-
lized correlation coefficients between 3(1) and x(Z) are obtained.
Some optimal properties of a generalized correlation coefficient in
the class are presented. Among various special cases, two information
number related coefficients are derived. However, an attractive genera-
lized correlation coefficient is given by Py =1 -jl(l - Af) which
is derived from the vector coefficient of alienation, A justification

for the use of Py is also included.

Lme work was supported by the Army, Navy and Air Force under Office of
Naval Research Contract No. N00014-80-C-0093. Reproduction in whole or
in part is permitted for any purpose of the United States Government.

AMS 1970 subject classifications: Primary 62H20

Words and Phrases: Canonioal correlation; Coefficient of alienation;
fn?om number, Invariant with respect to a linear transformation;
Measure of association.
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97” assumed that(); is positive definite throughout the study. However,

1. INTRODUCTION

Let X be a (p + q)-variate random vector (p 2 1, q 2 1) with

mean vector y and covariance matrix ]. Partition
x(l) 2(1)
MOT Rl Sl e
K
into p- and q- component subvectors respectively. Assume, without

loss of generality, that p < q. Define

Iy = g - @ ® -y 0 1 ey, 2,

Then ] can be partitioned intp p- and q- rows and columns as

Z ={ 11 12} , 1.1)

) 21 22
In this paper we will give a class of generalized correlation
coefficients as & measure of association between 5(1) and _)5_(2).
In particular, we will propose a generalized correlation with desirable
optimal properties. For the convenience of presentation, it will be
N—— ( a b"ﬁ -f‘i
if@ is positive semidefinite the results will remain true "ithki ‘7‘“ z 7‘_ et
replaced by the Moore-Penrose generalized inversd ] ), i = 1, 2.
ii B o S‘ . ‘b’d<m
For the case of two random vu'i.ablesw)’(1 "‘2,4,2 (say), i.e., . lr ‘,1__ U et
P=q= 1, most frequently used correlations between Xl and xz. such
as the Pearson product-moment correlation and the Spearman rank corre-

lation, are invariant with respect to location and scale changes. It

.
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sooms reasonable then to restrict our attention to those measures
of association between x(l) and 3(2) which are invariant with res-
pect to a location change and 2 nonsingular linear transformation.
More specifically, let ‘(1) be a p x 1 vector and Q(Z) beaqxl
vector, and let B be a p * p nonsingular matrix and C be a q x q
nonsingular matrix. Then consider the transformation on E(l) and
x(Z) given by

l(l) - 53(1) . ‘(1)

(@ o @, @

The above transformation induces a transformation on the parameter

space (i, l) given by
Q, ng‘l) . 4(1)
@ ck,‘(2) . Q(Z)

K

)
Iy Bly® 1.2)

L)z~ BL;,C

Ips * St
Thus, in the following section, we will characterize a class of
measures of association between 5(1) and 1(2) vhich are invariant
with respect to the transformation given by (1.2). Desirable pro-
perties for these measures will be studied. In Section 3, two mea-
sures of association will be obtained from the Kullback and Matsusita

information numbers. Finally, in Section 4 a special measure, a

generalized correlation, will be proposed and its justification made.
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2. A CLASS OF MEASURES OF ASSOCIATION

A measure of association between 8(1) and 8(2) is a real number

between 0 and 1. It measures a certain relationship between )_t,m
and x(2) such that the larger the measure is the stronger the rela-
tionship will be, and vice versa. Through the following lemma we
-1 -1
will see that the nonzero characteristic roots of J ., 1., I>5 I,;,
2 -1 -1

denoted by A = °"1‘Zu 212 Xzz 221), i=1, ..., s, play an impor-
tant role in defining such a measure of association.

LEMMA 1. Let x“; 2 ... 2 Az > 0 be the nonzero characteristic

-1 -1

roots of [; I, I, 1,, where s is the rank of J,,. Then any func-
tion of (i, Z) which is invariant with respect to the transformation
given by (1.2) is a function of (A, ..., 22).

PROOF. Let f be such a function. Choose nonsingular matrices
B and C in (1.2) such that B]; ;B = I, Cl,C° = 1

q
and gm = -Cy,(z). Then

1 2
f(k‘,( )n !.( ): len Xzz- 212)

= £(2, 0, L. I, B],,C")
= £,(B],,C°).

But since B{lzc‘ is a p x q matrix of rank s, there exists an ortho-

gonal matrix Q of order q such that

B},,C°Q" = (T } 0)

and 1ot ¢(1) « _pp(V)
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where T is a p % p lower triangular matrix of rank s with nonnega-

tive diagonal elements and 0 is a p x (q - p) matrix of zero. It
is clear that T is a function of TT” « BJ,,C°C],,B" and that there
exists an orthogonal matrix P of order p such that

m’P‘ L A = diag(&l, LA LDY ] 6” o, LI ) 0)

with 61 .02 6’ > 0. However, foris=s1, ..., s,

84 = chy (B] ,C°C[;B")
= chy (8°B],,C°Cl,))

“1p -l 2

= ohy (1), Tolop) = 4

Therefore,

fl(Blec’) . fz(lezc‘CZZIB’)

£,(8)

f3(61’ esey 65)

2 2
fs(ll. ceey As)'

completing the proof. [

| In fact, various authors have proposed measures of association
?, ‘v based on Ai, ceey Ai. For example, Zhang (1978) studies the following

five measures of association

' s
s 1 e aials (arithmetic mean)
isl
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based on Ai, seey ).i.

either
i) g(0) = a and g(1) = b, or
13) g(0) = b and g(1) = a.

Then a generalized correlation coefficient, Ru(g, h), between 5(”

f and 52 1is defined by

s 0 ifs=0

a general class of measures of association between E(l) and X

s
ﬂ{bh)'lzaqﬂM€”)“$’o

(geometric mean)
(harmonic mean)

(max {xf})
1<ics

@in (A3}
1si<s

It is clear that 0 3 o(s) < p(s) s p(z) < p(n < p“) € 1. Recently,
Jupp and Mardia (1980), in a study of correlation for directional data,
propose to use tr({;izuzgfu) as a measure of association which,

of course, is equivalent to o(n. Now we are in a position to propose
2)

DEFINITION. Let h be a strictly increasing function mapping [0, 1]
onto itself such that h(0) = 0 and h(1) = 1, and let g be & strictly

monotone function mapping [0, 1] onto [a, b), 0 < a < b < =, such that
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where Ai, cees Ai are the nonzero characteristic roots of Z;iilzz-IXZI

s
andc; 20with Jec. =1, Ifas0andb = =, then)je = 1 is not

i i i

is] is=)
required.

Note that the set C of all such generalized correlation coeffi-
cients, Rlz(g, h), characterizes a class of measures of association
between 5(1) and 5(2). A generalized correlation in C, with given g
and h functions, possesses the following desirable properties:

(1) Rlz(g, h) = R21(g, h). This follows from the fact that the

ith largest characteristic root of 2'12 is the same as the

-1
1412 222 Z21
ith largest characteristic root of ZZZXZIIIIZIZ’ =1, ..., s. Thus
a generalized correlation between 5( ) and 5(2) is the same as that

(2

between X'*“ and 5(1)

. o -1
(2) 0 <R, (g, h) < 1. The characteristic roots of 211212222{21
are bounded between 0 and 1. This implies that, fori=13}, ..., s,

hng¢[m1L mupleu.m.md&nicﬂmugleu.w
Thus g (Z ciz[h(xi)l} e [0, 1].
(3). R ,(g, h) = 0 if and only if 212 =0, If 212 = 0, then

s = 0 and, by definition, Rlztg, h) = 0. Conversely, if R12(3’ h) = 0,
then s = 0 and 0 = (zllezz;g)(zllezz;g)‘ This implies that
Znilzz;z, = 0 and hence [, = 0.

(4). If there exists a p x q matrix H of rank p such that
1 2 1 2 .
X1 = 1x®, then R,(8, 1) = 1. 16 XD = 1X@ then Iy = LM

L1 = Hlpp» end
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‘1 “1 » '1 ‘1 . ps ‘1 »
Diiliolzalay = Gl HE D000 e Gl HE M = 1,

2 2 -
Thus xl = ...-Ap = 1. Therefore Rlz(g, h) = g l[g(l)iglci] =1,

{5) Rlz(g. h) is monotone nondecreasing in each A}, i=1l, ..., s.

Since

S
gIR , (g, 1] -iglcihth(A§)1 :
it follows that
3R, (g, h)/n% = c.g" (A (D) /g R, (g, W] 2 0
12452 i i i i 125

fori=1, ..., s.

(6). Ru(g, h) between x(l) and 5(2) is the same as that between

(l(l)’lu) )* and (lus xri ’)‘ for any m x 1 and n x 1 uncorrelated

random vectors !(l) and !fﬁ which are uncorrelated with ;(,uj and 572).

Let oii be the covariance matrix of X,u), i=1, 2. Define
E(i) = (X(i) 1(1) ), i =1, 2, and let [* be the covariance matrix

of (!(1) ‘E(Z) ')‘. Partition 2* into (p + m)- and (q + n)- rows and

colunns as
* *
z* - Z11 z12
o, I
21 L22
where
[
0
I BT
L0 oii
and rz
0 »
12 *
I, " -1
12 lo 0 21
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Assume, without loss of generality, that .11 and 022 sre positive
definite matrices. Then

2;:212252221 °

=l pr pa-l
2;1 txzizz 2" 0

and thus the nonzero charscteristic roots of Z;;lzzzzz;lzgl are the
. -lp ¢-1 (1) (2)
same as those of zuxxzzzzzzl' Hence R ,(g, h) between X** end X
remains unchanged when the subvector 5(” is augmented by an uncorre-
lated vector x(i-)’ i=1, 2, vhere x(l) and x(2) sre uncorrelated i
between themselves.

Note that the five measures of association studied by Zhang (1978)

are special cases of R12 (g, h). This can be verified by properly
idex_ltifying the g and h functions. For example, (i) 9(1) is obtained
by letting h(x) = x, g(y) = y, and c 1/s; (ii) 9(2) is obtained
by letting h(x) = x, g(y) = -lny, and c, = 1/s; and so on. For gll
of the five measures, the h function is always the identity function,
i.e., h{x) = x. In the following section, we will present two mea-

sures in C where the h function is not the identity function.

.......
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3. MEASURES BASED ON INFORMATION NUMBERS
In the previous section, a large class C of generalized corre-
lations between K(D and K(Z) is defined without specifying the joint
distribution of X1 and X®) 50 10mg as Ij;(, 3 =1, 2) exist. In
the remainder of the study, we will assume that X has a (p ¢+ q)-variate

normal distribution with mean vector B and covariance matrix Z Assume,

without loss of generality, that p= 0 and partition Z as in (1.1).

Then the multivariate multiple regression of 5(1) on 5(2) is given by b

'y

1 -1,(2
5( ) - 2122225( ) 3.1) D

[ Usually, x(l) 5(1) and the precision

is used to predict the value of

if of such a prediction may be evaluated by the use of various information

numbers. In this section we will obtain two measures of association
b between x(l) and X(Z)’ vhich are members of the general ciiss C, based
on the Kullback and Matsusita information numbers between the distri-

butions of x(l) and %(1)'

- ———

3.1 KULLBACK INFORMATION NUMBER
For ease of presentation, let ;_(2) . :(1) and let fl("") and fz(y
denote the density functions of ,)5,(1) and ;(2) respectively assuming
212 is of full rank. Then the Kullback information number between
X(n and z(z) is given by

K(2, 1) = E,(In[£,(X)/£, (D))}

where E, denotes the expectation taken with respect to the distribu-

tion of ;(2). It follows that




-lo-

k@2, 1 = -/ 1L | - pr2 s /e LT
= -(1/2) E (Znai +1- Ai)-
i=1

Thus a measure of association based on K(2, 1) may be defined as

exp[—K(Z, 1)]

Px(z,1)

eIP[(IIZ)iEI(lnxf +1 - Ai)]

=1 exp[(l/Z)(lnA: +1- li)]-
is1

This is a member of C as can be verified by taking
h(x) = exp(lnx + 1 - x)
gly) = -lny

and =1/2,i=1, ..., p.

¢
3.2. MATSUSITA INFORMATION NUMBER
The Matsusita information number between 5(1) and 5(2) is de-

fined as

M(2, 1)

LIf® - & @1

20 - [1f £, (01 g

where RP denotes the p-dimensional Euclidean space., It can be shown

that

£.(x)f dx = [ .
t UM 1_1[1 - *f]
fﬁ Thus a measure of association between L(l) and X(Z) based on M(2, 1)
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way be defined as

pM(Z,l) B 1- (1/2)M(2, 1)

Pl 2 y
= I i
1+

i=]

Taking

zx*
1+ x

h(x} =

gy) = -lny

and
ci - 1/2' 1 = 1. sovy p.

it is easily seen that pM(z 1 is a generalized correlation in the

class C.
More measures of association between 5(1) and 5(2) may be ob-
tained using other information numbers in the same manner as those

presented above.




4, MEASURE BASED ON COEFFICIENT OF ALIENATION
Finally, in this section, we will propose a special generalized
correlation in C through the use of the vector coefficient of aliena-
tion. This is a direct generalization of the square of the Pearson
correlation between two normal random variables. More specifically,
let (xl. xz)‘ have a bivariate normal distribution with mean vector
(4;s uz)‘ and covariance matrix ) = (oij), i, j = 1, 2. Then the

coefficient of alienation is given by

2
Var®ylx)) oy - 902/ 2
Var(X,) o P

where ¢ is the Pearson correlation between X, and X,. In the case

1 2
2

of two subvectors 5(1) and X'°°, the vector coefficient of alienation

is given by [see, e.g., Anderson (1958), p. 244]

-1
I):11 - 212222221‘ s 2
=1 (1-1))

11,,! i=1

are the nonzero characteristic roots of ziizlzz;;XZI'

(4.1)

2

2
where Al' ooy As

Thus a measure of association between 5(1) and 5(2). based on (4.1),

may be defined as

s 2
-2,
el

p"-l-

or, equivalently, as

ke e e




1 ?[ Q1 12)
p = - -
L] a1 i

2 2
since 1”1 =, = Ap = 0.

Taking h(x) = x, g(y) = -in(1 - y), and¢c, =1, i =1, ..., p,

i
it follows that Py is a generalized correlation in the class C and
hence enjoys all of the properties discussed in Section 2. Further-
more, because of the special choice of the g and h functions, property
(4) may now be strengthened for Py as follows:

(4°) oy = 1 if and only if there exists g ¢ R® and § ¢ RY such

that 2'8(1) = ﬁ'x(i) and s 2 1. The fact that 3‘5(1) = 2'5(2) is

equivalent to the first canonical correlation Al being 1; this, in tum,
is equivalent to w" 1.

We now turn to the statistical inference on the relationship be-
tveen xu)md )g(z). This will provide a further justification for
proposing the use of p as a reasonable measure of association between
x® gng 5,

Let 31- cens lN be a sample of size N from qu(g, 2) and let

N
A -k'z_losk -0 - D,

N
where Z = (llN)Z )5* Partition A into p- and q- rows and columns as
k=1

ae |t M2|
Aa A

It is well known that the maximum likelihood estimator of zij is given
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: . by (IIN)Alj' i =1, 2, and hence a natural estimator for sz(" h)
‘ is given by

~

. 48 . .
Rate 1 = 87 G 4.3)

2 12 . -1, -1
where A}, ..., A7 are the nonzero characteristic roots of A 1A A A

s is the rank of A;,, and ¢, is a function of s. Since /M)A zij
2,2

i* A
5+, ¢ c, and that Ry,(g, h) + Ry,(g, h), in probability, as

(1, J = 1, 2) in probability as N + =, it follows that A

N + ». In particular, a natural estimator for Py is given by

-~ p Az
Py =1 -inl(l - Ai)’ (4.4)

_ 12 12 -1 -1 -
1 where Al’ vess Ap are the characteristic roots of A11A12A22A21' More

y over, the estimator given by (4.4) is a function of the Wilks likeli-

A hood ratio statistic IAI/(IAlll |A22|) for testing the hypothesis of
' independence between 5(1) and 5(2), i.e.,

; ey . —Al (4.5)

e - .
" LY TV ;

When N is sufficiently large, the null distribution of

-[N-1-(p+q+1)/2]In(1 - p") may be approximated by a chi-square :
distribution with pq degrees of freedom which is customarily used as a

.
Pt ————

step-down procedure for the test of significance on the canonical corre-_

lations between x(l) and 5(2). After the effects of the first, second,

«ooy Mth (@ € p - 1) canonical-variate pairs have cumulatively been

removed, we may define a '"remaining' generalized correlation coefficient

o g S
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between 5‘1) and Z(Z) as

4 2
oNewe1,...,p) "1 D (-2 (4.6)

i A A i 4T A © O

and its natural estimator as

- p .2
*Wimel,...,p) = ! '1_2,1“ - A (4.7
Since -[N-1- (p +q+ 1)/2]In[1 - ;W(nol P)] is asymptotically

distributed as x2 with (p - m)(q - m) degrees of freedom when 212 =0,
! it may be used to test whether a significant relationship still exists
between 5(1) and £(2) after the effects of the first m canonical-variate
! pairs have been removed. In the canonical correlation analysis, there
are other test procedures available. For example,
E (i) Lawley-Hotelling's trace: f IX§/(1 - A:)] (4.8)
: ‘ nd isl
§ s
(1) Pillai's trace: [ A% . (4.9)
! Based on (4.8) and (4.9), generalized correlation coefficients, which
are members of the class C, may be obtained. However, they are not

y T as intuitively appealing as Py » which is discussed above.

e

> ..




ey e

9.

- 16 -
RERPERENCES

ANDERSON, T.W. (1958). An Introduction to Multivariate Statistical
Analysis. New York: Wiley.

JUPP, P.E. and MARDIA, K. V. (1980). A general correlation coeffi-
cient for directional data and related regression problems.
Biometrika 67 163-173.

ZHANG, Y.T. (1978). Generalized correlation coefficients and their
applications. Acta Math. Appl. Sinica 1 312-320.




ks i e

s

SECORTTY CCASSIFICATION OF THIS PAGE

. \ .
FSU Report No M60

ONR Report No 156 | A D-A 12373

S e A~ A = L1 LS. e 3o P = e b a1

4. TITLE (and subtitie) o, L ]
A Class of Generalized Correlation e ce
Coefficients . : Qe

7. AUTAOR(s) 8. CONTRACY OR GRANT WOMBER(s)
Pi-Erh Lih

ONR Contract No N00014-80-C-0093

Department of Statistics

Florida State University

Tallahassee, FL. 32306
- Office of Naval Research
Statistics and Probability Program

& WORK UNIT NUMBERS

[ TZ. REPORT DATE
November, 1981

T3. NUABER OF PAGES

Arlington, VA. 22217 16
T A X (15, SECURTTY CLASS. {of this report)
different from Controlling Office)
a.
SCHEDULE
5. DISTRIBUTION STATEMENT (of this report)
Distribution unlimited
ST DISTRICUTTON STATEMENT (of the abstract entered in Block 20, i1f different from report;
. SU M
. KEY WORDS

Canonical correlation; Coefficient of alienation; Information number, Invariant °
with respect toc a linear transformation; Measure of association.

0. ABSTRACT (Continue on reverse side 1T nccessary and identify Dy block number)
Let X = (5(1) 5(2) )° be a (p + q)-variate random vector (p 2 1, q 2 1) with

EX = 0 and EXX", = ] > 0. Partition ] into p- and q- rows and colums such

thae BTy = 10, 5 -1, 2.

Let Af, veey xf be the nonzero characteris-

tic roots of 23121225;221 where s is the rank of [ ,. Based on these roots, a

class of generalized correlation coefficients between 5(1) and K(Z) are obtained.

Some optimal properties of a generalized correlation coefficient in the class

are presented. Among various special cases, two informstion number related




'
f .
; 20. ABSTRACT continuation
' coefficients are derived. However, an attractive generalized corre-
P '
: lation coefficient is given by p, = 1 -1 (1 - xf) which is derived
i i=]
from the vector coefficient of alienation. A justification for the
use of o is also included.
"
i
!
z.
i
§
| #
;
..
x
( ;_f"},‘:'» T o T e R AR R

o e

v T P —






