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SU4ARY

Let Q = 1)( x (2 ) be a (p + q)-variate random vector

(p k 1, q a 1) with EX a 0 and EXX- > O. Partition I into p-

and q- rows and columns such that E(x(i)X(i) ) - (i. - , 2).

Let A2  . A be the nonzero characteristic roots of I 121 121

where s is the rank of 12" Based on these roots, a class of genera-

lized correlation coefficients between 1(l) and 1(2) are obtained.

Som optimal properties of a generalized correlation coefficient in

the class are presented. Among various special cases, two information

number related coefficients are derived. However, an attractive genera-

.7o lized correlation coefficient is given by P u 1 It (I - ki) which

is derived from the vector coefficient of alienation. A justification

for the use of i. is also included.
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in part is permitted for any purpose of the United States Government.
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I. INTRODUCTION

Let A be a (p + q)-variate random vector (p k 1, q k 1) with

man vector and covariance matrix £. Partition

(M (1)

S((2) Iand ~, (2)J

into p- and q- component subvectors respectively. Assume, without

loss of generality, that p s q. Define

El (xWi M M~)C J M M)'., 1 1 , 2.

Then I can be partitioned intp p- and q- rows and columns as

In this paper we will give a class of generalized correlation

coefficients as a measure of association between X(1) and X(2) .

In particular, we will propose a generalized correlation with desirable

optimal properties. For the convenience of presentation, it will be

assumed that is positive definite throughout the study. However,

if j is positive semidefinite the results will remain true wt

replaced by the Noore-Penrose generalized invers , i a 1, 2.

For the case of two random variables X (say), i.e.,3-1 and, 2
p a q a 1, most frequently used correlations between X and X 2, such

as the Pearson product-moment correlation and the Spearman rank corre-

lation, are invariant with respect to location and scale changes. It1;

, -1--
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seems reasonable them to restrict our attention to those measures

of association between AM an (2) which are invariant with res-

pect to a locution change and a nonsingular linear transformation.

Nore specifically, lot A() e p x 1vector and j(2 ) ea

vector, and lot B be a p x p nonsingular matrix and C be a qx q

nonsingular matrix. Then consider the transformation on Zand
A given by

(1) BZ(1) (1)M

(2) (2) (2)A *C1 +.

The above transformation induces a transformation on the parameter

space (41)given by

(1) B(1) + (1)

(2) Cy(2) + (2)

Ill 11Blls (1.2)

112 B1C

122 C122C:

Thus, in the following section, we will characterize a Class Of

(1) (2measures of association between X and ~ )which are invariant

with respect to the transformation given by (1.2). Desirable pro-

perties for these measures will be studied. In Section 3, two mea-

sures of association will be obtained from the Kullback and Matsusita.

information numbers. Finally, in Section 4 a special measure, a

generalized correlation, will be proposed and its justification made.
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2. A CLASS OF MEASURES OF ASSOCIATION
A measure of association between 1(1) and %(2) is a real nuwber

between 0 and 1. It measures a certain relationship between ](I)

(2)and (  such that the larger the measure is the stronger the rela-

tionship will be, and vice versa. Through the following lemma we

will see that the nonzero characteristic roots of 1', 121211

denoted by A 2 a ch -'j 112 1-' 121). i 1. .0.0 s, play an impor-

tant role in defining such a measure of association.

LEIMA 1. Let A2 Z ... k 2 > 0 be the nonzero characteristic

roots of 1-1112 122 122 where s is the rank of 112- Then any func-

tion of ( , I) which is invariant with respect to the transformation
given by (1.2) is a function of (A2. ... .).

PROOF. Lot f be such a function. Choose nonsingular matrices

B and C in (1.2) such that B1l1B' - Ip, C122C' w *q and let 4(1) . .B(1)

and 4(2) _ CM(2). Then

( ( ), 1121, 1i,220 112)

m f(o, 0, I q, 112c

* fl(BI 12C')'

But since 11 2 C' is a p x q matrix of rank s, there exists an ortho-

gonal matrix Q of order q such that

C c 0)
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where T is a p x p lower triangular matrix of rink s with nonnega-

tive diagonal elemnts and 0 is a p x (q - p) matrix of zero. It

is clear that T is a function of TV" a B112C'C 2 18' and that there

exists an orthogonal matrix P of order p such that

PTT'P a A a diag(61, ... , as, 0, ..., 0)

with 68 • ... a 6s > 0. However, for i = 1, ..., so

" chJ(112C'C1218')

a ch i (B B112C'c1 21)

a ch 1-1 12 1222) 2

Therefore,

fl(B112C') f2(1 12C'C 21

f f2(A)

* f3(81, ..., 6s)

f 2 2 )
* f3( 1, ..., Is)

completing the proof. 0

In fact, various authors have proposed measures of association

based on 2 . example, Maing (1978) studies the following

five measures of association

i) ,(l) hils (arithmetic mean)

,~ I___ ____ ___ ____ ___ ____ ___ _____-_
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(i)~(2) 2 UA) ( ( 2)11$ (geometric man)
jul

(ii) 2 /5)1 (harmonic mean)

(iv) p(4) a 2 (max {2})

and

(v) (S) - 12 (min 2

() ( (2 1 4

It is clear that 0 1 p(5) ( P :(2 s P( I ) s ( 4) s 1. Recently,

Jupp and Mardia (1980), in a study of correlation for directional data,
propose to use tr(ii 1 21 ) as a measure of association which,

of course, is equivalent to p1. Now we are in a position to propose

a general class of measures of association between 
X( I ) and X(2)

based on X2  X2.

DEFINITION. Let h be a strictly increasing function mapping [0, 11

onto itself such that h(0) a 0 and h(l) - 1, and let g be a strictly

monotone function mapping [0, 1] onto [a, b], 0 a < b se, such that

either

i) g(O) - a and g(l) * b, or

ii) g(0) - b and g(l) =a.

Then a generalized correlation coefficient, Rlz(g, h), between

and (2) is defined by -s2

R 12(g,. h)- gl(I cig[h(X)]) if s 0

-0 ifs 0
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where A2 A2 are the nonzero characteristic roots of 1111221211
S 5

and ci 2O0with I c 1 . If aua0and b m then Ici I is not
jul Jul

required.

Note that the set C of all such generalized correlation coeffi-

cients, R 12 (g, h), characterizes a class of measures of association

between X~l and A generalized correlation in C, with given g

and h functions, possesses the following desirable properties:

(1) R 12 (g, h) - R 21 (g, h). Thiis follows from the fact that the

ith largest characteristic root of 111112 I_' 121 is the same as the

$ ~ith largest characteristic root of 1 2 11 2.i=1..,s. Thus

a generalized correlation between X()and X()is the sawe as that

between X (2) an )

(2) 0 S R12 (g, h) :5 1. The characteristic roots of 1-11121;'1 21
are bounded between 0 and 1. This implies that, for i a 1, ... 0,s

h(A) 7 0 ] g[h(A2) [a, b], and that I c ig[h(A2)] 'E [a, b].
s Jul

Thus g-1{1 cig(h(A)I 2 M [0, 1].
Jul

(3). R 12 (g, h) - 0 if and only if 112 u 0. If 112 * 0, then
s a oand, by definition, R12(g, h) a 0. Conversely, if R12 g )-0

then s *0 and 0 12 ~ This implies that

11212h2 ' 0 and hence 112 U 0
(4). If there exists a p x q matrix H of rank p such that

(~1) aH(2) ,then R1 2 (g, h) .1. if *~l ii(2) then Hll I H H',

112 HII220 and
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-12-12 H (H122H)'HI22H'

Thus ~ Au 1. Therefore R1 (,h g (O) CL J. 1.

IIlz zz 0p 2 )H212(g,2 h) 2 )XzH -g-p.J

* (5) R12 (g, h) is monotone nondecreasing in each ,i 1, .. , s.

Since

s2
g(R 1 2 (g, h)] c cih(h(ki)]

i=1

it follows that

3R12 (g, h)/3A1 * ctg'hh(h?)]h'(X2)/g[R12 (g, h)] > 0

for i a 1, ... s.

(6). R12 (g, h) between X(1) and A(2) is the same as that between

(1C) X( ) )  and ((2)X(2) )1 for any m x I and n x I uncorrelated

random vectors y(l) and X(2) which are uncorrelated with X( I ) and

Let 911 be the covariance matrix of (i2 Define

i W (A(i)X (i)), i - 1, 2, and let * be the covariance matrix

of (W!(l)-W(2)) - . Partition * into (p + m)- and (q + n)- rows and

columns as

1,. L 12
. 21 22

where

0 0 11 1 1, 2,

md 12 112 ]
4-2 0 2



Assam, without loss of generality, that miad #2a*pstv

definite matrices. Then

-'1212 -r* 1 2220

and thus the nonzero characteristic rot of -12*1 21are the

Sam.as.those of ;111 121 Hece R12(g, h) between X(' and X(2)

remains unchanged when the subvector P ) is augmented by a uncorre-

lated vector (i) i 1, 2, where and(2 are uncrrelated

between themselves.

Note that the five measures of association studied by Mhang (1978)

are special cases of R12(g, h). This can be verified by properly

identifying the g and h functions. For example, (i) p(1) is obtained

by letting h(x) = x, g(y) a y, and ci a l/s; (ii) 0(2) is obtained

by letting h(x) a x, g(y) a -Zny, and ci a 1/s; and so on. For all

of the five measures, the h function is always the identity function,

i.e., h(x) a x. In the following section, we will present two mea-

sures in C where the h function is not the identity function.

I

6.

I
__ _ __ _ __ _
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3. MEASURES BASED ON INFOMATION Nt4BERS

In the previous section, a large class C of generalized corre-

lations between 1(l) and 1 (2) is defined without specifying the joint

distribution of X( l ) and X( 2 ) so long as Iii(i, j a 1, 2) exist. In

the remainder of the study, we will assume that X has a (p + q)-variate

normal distribution with mean vector and covariance matrix 1. Assume,

without loss of generality, that 0 and partition as in (1.1).

Then the multivariate multiple regression of X(1) on X (2) is given by

(1) * '12x22- (3.1)

Usually, (1) is used to predict the value of and the precision

of such a prediction may be evaluated by the use of various information

numbers. In this section we will obtain two measures of association

between ](1) and which are members of the general cliss C, based

on the Kullback and Matsusita information numbers between the distri-

butions of ](1) and

3.1 KULLBACK INFORIATION NUMBER

For ease of presentation, let Z( 2 ) - (1) and let fl(, and f

denote the density functions of X(l) and Z(2) respectively assuming

112 is of full rank. Then the Kullback information number between

(2)
and () is given by

K(2, 1) - E ( f

where E2 denotes the expectation taken with respect to the distribu-

(2)
tian of (). It follows that
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K(2,~ 1) -(/

c(2, -( I)Zn 1 2 2X21 1 - p/2 * (l/2)tr( 'I 12 ' 21 )

-(1/2) (ZnX * 1 - A ).

Thus a measure of association based on K(2, 1) may be defined as

K(2,l) - exp[-K(2, 1)]

* .exp[(1/2) I (ZX2 + 1 X2
i=1

p 2,1 A2)11 exp[(l/2)(ZnX , + I X P1.

This is a member of C as can be verified by taking

h(x) a exp(Znx + 1 - x)

g(y) * -Zny

and c i a 1/2, 1 i 1, ... , p.

3.2. MATSUSITA INFORMATION N1MER

The Matsusita information number between X( I ) and Z( 2 ) is de-

fined as

M(2, 1) = P[f ( )- fSS 2

- 2{1 - f (fl()f2 ( )

where RP denotes the p-dimensional Euclidean space. It can be shown

that

RP ~ ~ 1 215 ! -X
Thus a measure of association between (() and Z(2) based on M(2, 1)

i<



may be defined as

p 4(2, 1) U1-(1/2)M4(2, 1)

Taking

- x

g(y) *-Iny

and
Cj*1/2, i1, .,PSI

it is easily seen that PWI(2.1) is a generalized correlation in the

class C.

More measures of association between X and w() ay be ob-

tained using other information numbers in the same manner as those

presented above.

7 -r
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4. MEASURE BASED ON COEFFICIENT OF ALIENATION

Finally, in this section, we will propose a special generalized

correlation in C through the use of the vector coefficient of aliena-

tion. This is a direct generalization of the square of the Pearson

correlation between two normal random variables. More specifically,

let (XI, X2) have a bivariate normal distribution with mean vector

(UIp12 )' and covariance matrix * (o i, 1 * 1, 2. Then the

coefficient of alienation is given by

Var(X1lx2) 011 a -a2/22 2

Var(X1 1 ) a 1

where 0 is the Pearson correlation between X and X In the case

of two subvectors X( 1 ) and (2), the vector coefficient of alienation

is given by [see, e.g., Anderson (1958), p. 244]

111 1121222141:112 21 (1 C- C,,(.1)

Im111 I.1

where 2 A2 are the nonzero characteristic roots of 11 1

1 "' 11122221

Thus a measure of association between X and X(2) based on (4.1),

may be defined as

S1 H (I - ),)

or, equivalently, as
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p 2P H I 2 X) (4.2)

ijl
~2 2=0

since 2s41 A 02

Taking h(x) a x, g(y) -Z'(l - y), and c 1 1 I 1, ... , p,

it follows that py is a generalized correlation in the class C and

hence enjoys all of the properties discussed in Section 2. Further-

more, because of the special choice of the g and h functions, property

(4) may now be strengthened for p as follows:

(4) pW a I if and only if there exists , e RP and A e Rq such

that - and s a 1. The fact that a'X(l) a X(2) is

equivalent to the first canonical correlation AI being 1; this, in turn,

is equivalent to p. a 1.

We now turn to the statistical inference on the relationship be-

tween (1and (2). This will provide a further justification for

proposing the use of pW as a reasonable measure of association between
( I)  an ( 2 ) .

and

Let XI, .' 4 be a sample of size N from Np (E, .) and let

N

where X- (I/N). Ak. Partition A into p- and q- rows and columns as
k-I

hu 21 A21

It is well knw ta hemxiu iklhodetiao of isgie
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by (l/N)Aj, i 1, 2, and hence a natural estimator for R12(g, h)

is given by

A A A M
R 12 (g, h) g (IQ cig(h( 1) (4.3)

Jul

where A~,.. A are the nonzero characteristic roots of Ai1A 2 A A21

s is the rank of A12, and i is a function of a. Since (I/N)Aij Xilj
(i, j 1 1, 2) in probability as N .. , it follows that j2 4 1

s s, c - c i and that R12(g, h) + R12(g, h), in probability, as

N.. In particular, a natural estimator for p. is given by

01 H (I - x1, (4.4)

2 ~ ~ ~ ~ ~ i ;21 h h u 1 -

where A, ..., are the characteristic roots of A11 12A22A2 1" More-

over. the estimator given by (4.4) is a function of the Wilks likeli-

hood ratio statistic IAI/(l 1 1 A221) for testing the hypothesis of

independence between X(l) and ( 2)  i.e.,

Pw • JA-I1 (4.5)
1A111 IA 221

When N is sufficiently large, the null distribution of

-[N - 1 - (p + q + l)/2]Zn(1 - 0H) may be approximated by a chi-square

distribution with pq degrees of freedom which is customarily used as a

step-down procedure for the test of significance on the canonical corre-

lations between 1(l) and X(2). After the effects of the first, second,

... 0 nth (a s p - 1) canonical-variate pairs have cumulatively been

removed, we may define a "remaining" generalized correlation coefficient

I -
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between X ( ndA (2) as

p 2
9 Wu~,..,) 1 (1 -A)(4.6)

and its natural estimator as

1.2. (4.7)

Sinice -IN - 1 - (p *q + l)/2JZn~l-w.l is asymptotically

distributed as X2with (p - m)(q - m) degrees of freedom when 112 '0'

it may be used to test whether a significant relationship still exists

between 1()ad 2 after the effects of the first at canonical-variate

pairs have been removed. In the canonical correlation analysis, there

are other test procedures available. For example,

(i) Lawley-Botelling's trace IA2l - i2 (4.8)

and

(ii) Pillails trace: IA, (4.9)

Based on (4.8) and (4.9), generalized correlation coefficients, which

are members of the class C, may be obtained. However, they are not

as intuitively appealing as p. which Is jiscussed above.
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