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1. Introduction

"Amorphous metals" is a general term that refers to a class of solid
metallic materials whose diffraction pattern shows no sharp reflections
[1]. When they are formed continuously from a melt by rapid quenching
(usually around 106 K/s - ) they can be called "metallic glasses." They
can also be prepared by vapor, sputter or electro-deposition [2, 31, or
even by ion-bombardment [6]. Where the same metallic alloy has been
prepared in amorphous form both by rapid quenching and by one of the
other deposition techniques, the structure and many of the properties
turn out to be rather insensitive to the method of preparation [7].

The absence of sharp diffraction peaks is caused by a lack of long-range
translational symmetr, and this is the only significance that should be
attached to the term "amorphous." Therefore, in contrast with the
etymology of the term, an "amorphous" structure can, in principle, be
highly ordered. In most amorphous materials, a high degree of short-range
order. i.e. a well-defined coordination number and distance. is usually
established. However, it is possible to conceive of, and in some cases to
approach experimentally, an amorphous structure which has long-range
order. This simply means that the structure has a low configurational
entropy. i.e. that the positions of all the atoms can be known from a
small number of construction rules. There is no a priori reason why one
of these rules must necessarily be translational symmetry. If an amorphous
system could be obtained in equilibrium at absolute zero temperature, the
third law of thermodynamics would require it to be fully configuration-
ally ordered. We will refer to this, hypothetical, structure as the ideal
amorphous structure.

A In the first lecture, we will discuss the experimental evidence and the
models for short- and long-range order in amorphous metals. Defects in
these materials can be described as deviations from the ideal ordered
structure. These deviations can be approached in two different ways:

(i) by considering what happens to ideal model structures when defects
similar to point or line defects in crystals are introduced,

(ii) as local fluctuations of a thermodynamic property (such as the

density, in the free volume approach).
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The defects can then be classified according to the atomic transport
function they perform.

In analogy with crystalline materials, we expect that in amorphous- metals atomic transport processes, such as diffusion and plastic flow, are
also governed by the formation and motion of defects. This will be the
subject of the second lecture. In order to evaluate atomic transport
measurements in amorphous metals properly, it is necessary to discuss
first the fundamentally unstable thermodynamic state of these materials
and their continuous relaxation towards mnetastable equilibrium. The
experimental observations of atomic transport will then be critically
reviewed, leading to some partial conclusions about the nature of the
defects governing diffusion, homogeneous plastic flow and structural
relaxation.

The third lecture will cover the remainder of the mechanical properties,
namely the deformation processes at high stresses. When the stress on
amorphous metal specimen becomes large enough, homogeneous plastic
flow is superseded by a localized flow phenomenon: all the deformation
becomes concentrated in a very thin shear band, and finally fracture
occurs by a finger-like instability along the band. Under certain condi-
tions of composition, temperature or annealing, however, this typical
"ductile" fracture mode is not observed, and failure occurs at much lower
stresses in a "brittle" mode. The phenomenology of all these processes
will be surveyed and interpreted.

These lectures are not intended to be yet another review of the field of
amorphous metals, since a number of very good and complete ones are
available [1- 5]. For this reason, the work that will be discussed should be
regarded as collection of representative examples, and not as a complete
survey of a very active field. Furthermore, since an understanding of the
nature of structural defects in amorphous metals is only just emerging
and is still very limited, some of the discussion of possible defect models
will necessarily be rather speculative. It has been my intention to present.
as much as possible, a unified point of view from which atomic transport
and mechanical properties can be understood in a way that is consistent
with our knowledge of the structure of these materials.

2. Structural order and disorder

2. 1. Structural order

2.1.1. Short-range order (SRO0)
2.1.1.1. SRO in amorphous pure metals. Some pure transition metals such
as Co, Fe, Ni have been prepared in amorphous form by vapor deposi-
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tion on a cold substrate [8]. A small amount (< 1%) of impurity is
* usually necessary for the crystalline temperature to be high enough for
* convenient observation. Diffraction studies of these materials [1] have

shown that their structure is quite distinct from that of their respective
crystalline form, not only because of the lack of long-range periodicity
but also because of a fundamentally different SRO.

The structure of amorphous pure metals can not be described by an
assembly of microcrystals. even if those are made very small or strained
[9). Rather. the model that gives the best fit to the radial distribution

a function is the dense random packing (DRP) of hard spheres with radius
equal to the metal atom Goldsctimidt radius. The DRP model. first
constructed by Bernal 1101 and later refined and characterized by Bernal
and Finney III], is obtained by physical maximum densification of a
random assembly of hard spheres. It is completely amorphous in the
sense that it has no translational symmetry. and has a well-defined
density (14% less than that of the close-packed crystal). The initial
characterization and more systematic later work by Frost (12] have
shown that most of the polyhedra formed by connecting the centers of
neighboring spheres are tetrahedra. This predominance of tetrahedral
configurations is characteristic of the DRP and can be considered to be
its fundamental difference with the crystalline structure: in a close
packed crystal the ratio of tetrahedral to octahedral configurations is 2.
in one of the studies of the DRP (131 this ratio was found to be 15.

The DRP. therefore, could be considered as the structure that maxi-
mizes the local density: the densest arrangement of four spheres is a
tetrahedron; the densest packing of a few tetrahedra is five of them
around a common edge; since fivefold rotational symmetry precludes
translational symmetry. the resulting structure must be amorphous; since
it is impossible to fill space with only tetrahedra without large distor-
tions, some other polyhedra, such as octahedra, must also be present. The
close packed crystal is, empirically, the densest possible arrangement of
hard spheres, and can therefore be considered as the structure that

t* maximizes the overall density. To achieve this, however, an octahedron
must be incorporated for every two tetrahedra, which precludes the very
dense local arrangements of the DRP.

This fundamental difference between the DRP and the crystal is also
reflected in a fundamentally different SRO. Although the average num-
ber of nearest neighbors and the interatomic separation are very similar
in both structures, the angular arrangement of the neighbors is different.

This can be illustrated by considering a central atom surrounded by 12
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touching neighbors. In the DRP, the ideal arrangement would be an
icosahedral one (i.e. 20 tetrahedra sharing a vertex), where in the close
packed crystal, it would be a cuboctahedral one (i.e. 8 tetrahedra and 6
half octahedra sharing a vertex). Although in both cases the number of
neighbors and their distance to the central atom is the same, their angular
distribution is fundamentally different. It may seem surprising that such
a subtle difference in SRO could, by itself, lead to drastically different
structures. However, the structure of amorphous Si or Ge is an even more
striking example of this effect. In these materials, each atom has exactly
four atoms at a well-defined nearest-neighbor distance, but a small
change in angular SRO, (70 r.m.s. deviation of the bond angles from the
ideal tetrahedral value of 109') [14, 151 is sufficient to allow the construc-
tion of an amorphous random network, which is topologically completely
distinct from the crystalline diamond cubic structure.

2.1.1.2. SRO in amorphous metal allois. All of the amorphous metals
produced by melt quenching are alloys. The largest and best char-
acterized category are alloys of the type M 4 X. where M is one or more of

*the transition or noble metals (Fe. Ni. Au. Pd. etc.) and X one or more of
the metalloids (B. Si, P, etc.). Partial radial distribution functions. de-
termined by X-ray or neutron diffraction on some of these binary alloys
[16, 17], together with the partial coordination numbers obtained from
EXAFS 118,19] show that the chemical short-range order in the
amorphous alloys is very high and that the coordination numbers and
distances are almost identical to those in crystalline intermetallic com-
pounds of similar composition. For example, the P-atom in both
amorphous Ni 4 P and crystalline Ni 3P is surrounded by 9 Ni-atoms and
no P-atoms [16,20]. Again, as pointed out in the previous subsection
(2.1.1.1). the difference between the amorphous and crystalline phase
derives from small differences in the angular arrangement of the metal
atoms around the metalloid. This is illustrated in fig. I which shows some
of the many different angular arrangements that can be made with 9
spheres (diameter = 1) surrounding a central one (marked +) at a
distance 0.9.

*Q Recently some attempts have been made to construct structural models
for these alloys. by i.ombining a relatively small number of fully ordered
clusters, consisting of a metalloid atom surrounded by a number of metal
atoms [21]. It remains an open question, however, whether such a model
can be continued beyond a certain size without either lowering the
density unrealistically, or relaxing the rigid SRO requirements of the

I
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stices of a DRP of metal atoms. Further developments of this approach
have led to computer built binary hard sphere models, where the chemi-
cal SRO has explicitly been taken into account during the construction
[22]. These models, can be made arbitrarily large and very dense-, they fit
the radial distribution functions well, but it is possible that their chemical

SRO could still be improved.

.1
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There are many other compositional categories of amorphous alloys,
such as the late-early transition metal alloys (Cu-Zr. Ni-Nb), the
rare-earth-based alloys (Gd-Co), etc. The difftacLion data for these
alloys are not as complete as for the metal-metalloid alloys, but for some
of them a high degree of chemical SRO has also been found [23].

2.1.2. Long-range order
In easy glass forming materials (organic compounds, polymers), the
specific heat of the liquid can be measured at all undercooled tempera-
tures. For these materials, the difference in entropy between the liquid
and crystalline phase, AStc, can be determined and it decreases with
increasing undercooling (see fig. 2). For amorphous metals, no measure-
ments can be made in a temperature region between the glass transition
temperature, T, and the melting point, TM, because crystallization
intervenes. However, a reasonable interpolation of the data results in a
temperature dependence of AS,, similar to that of the easy glass formers.
However, ASec can strictly only be determined at temperatures where the
liquid is still in internal (metastable) equilibrium; below the glass transi-
tion temperature, Tg, the time necessary for molecular rearrangements is
long on the time scale of thermodynamic measurements, and the liquid
(now a glass) can no longer be considered to be in internal equilibrium.
Since the difference in specific heat between the glass and the crystal is
small, the apparent (i.e. non-equilibrium) value of ASec does not change
much below T (see dashed thin line in fig. 2), and gives a finite residual
entropy difference AS, at absolute zero. (This is not a violation of the
third law of thermodynamics, since the system is not in internal equi-
librium.)

The equilibrium value of ASc below Tg can only be estimated by
extrapolation (see dashed heavy line in fig. 2). As pointed out by
Kauzmann [86], this entropy difference seems to vanish at some finite
temperature T. At this temperature, the amorphous phase would become
fully configurationally ordered. We can only speculate about the nature
of the ideal order in such an amorphous phase since it is experimentally
totally inaccessible. Kauzmann interpreted the structural "catastrophe"
at T as a "spinodal crystallization" phenomenon: the amorphous phase
would suddenly obtain long-range cyrstalline order. This interpretation,
however, was based on the assumption that only translational symmetry
could provide long-range order and on, now disproven, microcrystalline

4 models of the liquid state.

14
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Fig. 2. Entropy difference. %Sl,. between the liquid (equilibrum) or glass (non-equilibnum)

and the cr.stal as a function of temperature.

Our present knowledge about the distinct nature of the amorphous
state and about the high degree of short-range order suggests a different
interpretation. Some authors [24] have suggested that the DRP of hard
spheres itself represents the equilibrium amorphous state at T. The
topological constraints imposed by the densification of the system proba-
bly result in a low configurational entropy, but a precise calculation of
this quantity would be very desirable. However, based on the same
tetrahedral SRO as present in the DRP, it is possible to construct large
amorphous hard sphere clusters that are obviously fully ordered [251.

It is of interest to note that the configurational entropy of a tetrahe-
drally coordinated random network is estimated to be quite low (< 0.2
k/atom) [26]. For this system, large ordered amorphous clusters have
also been constructed. All these modeling studies seem to indicate that
full configurational order can be achieved without translational symme-
try. It remains to be demonstrated, however, that it can be extended to
an infinite system.
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2.2. Structural disorder

2.2.1. Definition of defects
In the previous subsection (2.1) we showed that the lack of translational
symmetry. characteristic of amorphous materials. does not preclude a

high degree of structural order. Therefore, we can define structural
defects in these materials as local deviations from the ideal order. The
simplest type of defects are deviations from the ideal chemical SRO - for
example. pairs of P-P nearest neighbors in the amorphous Ni3P alloy
discussed above (subsection 2.1.1.2). Deviations from the iJeal topologi-
cal SRO are conceptually somewhat more difficult to approach, and they
will therefore be the main focus of the following discussion. Since the
experimental evidence about these defects is almost entirely indirect in
nature (interpretation of atomic transport measurements), most of our
knowledge about them comes from model studies.

2.2.2. Modeling of defects from crj-stalline analogues
One approach to the study of defects in amorphous systems is to
introduce defects similar to crystalline point or line defects in highly
ordered structural models and to observe their evolution and stability.

*2.2.2.1. Vacancies. When a vacancy is introduced in an amorphous
model system. e.g. by picking out a sphere in a two-dimensional dynamic
hard sphere model [27] or by eliminating an atom during the molecular
dynamics study of an amorphous cluster 1281. it loses its identity very
quickly by breaking up in small pieces which then get distributed
throughout the system and finally disappear. This is. of course. quite
different behavior from that of a crystalline vacancy, which remains
localized and keeps its identity when it moves. A possible interpretation
of this difference could be the availability of different types of energeti-
callv similar SRO arrangements in the amorphous system. This allows the
system to distribute the defect as a number of small deviations from the
ideal SRO, whereas the crystal, which has only a single type of SRO.
must leave the vacancy as a topologically localized entity with. at most.
some elastic relaxation. It might be of interest to note that the delocaliza-
tion of vacancies has also been observed in some grain boundary models
[29]. where also a greater number of SRO arrangements exist than in the
bulk crystal [30].

I!'
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3 2.2.2.2. Dislocations. In their theories of the plastic deformation of
amorphous metals. some authors have postulated the existence of gener-

* alized dislocations in these materials (Volterra dislocation with variable
* Burgers vector [31]; Somigliana dislocation [32)). These postulates were

based on the macroscopic resemblance of the surface offsets produced
during high-stress plastic flow of amorphous metals to the slip bands
produced during plastic flow of single crystals. It has now bee.n shown.
however, that the surface offsets in amorphous metals are a result of

K localization of the plastic flow in shear bands [33, 741; this is a macro-
scopic effect determined only by the constitutive flow law of the material

(see subsection 4.2.2) for which it is not necessary to have microscopicK dislocations.
The only attempt, so far, at modeling atom scale dislocations in

amorphous metals has been the computer work of Chaudhari et a]. [34].
They applied the continuum procedure for creating a dislocation to anH amorphous monatomic cluster: a planar cut was made halfway down the
cluster and one side of the cut displaced with respect to the other by a
distance on the order of an atomic diameter; a displacement perpendicu-
lar to the end line of the cut produced an edge dislocation (i.e. material
has to be added or removed), whereas a parallel displacement produced a
screw dislocation. This initial configuration was then relaxed statically
and the final configuration was examined by visual inspection and stress
analysis. Their results showed that the edge dislocation was unstable and
disappeared: the screw dislocation, on the other hand, seemed to be
stable, in the sense that the final configuration contained its characteris-
tic shear stress distribution. Some questions remain, however, on whether
this kind of dislocation can be considered equivalent to a crystalline one,
i.e. governing plastic flow. A molecular dynamics calculation would be
useful to rule out the possibility of shallow metastability caused by the
static nature of the relaxation procedure. It is also difficult to see how a
screw dislocation could form, multiply or move without the presence of
edge dislocations. A study of this defect under stress would therefore be
instructive.

'4 Very recently, Kobayashi et al. [351 have made a computer study of the
high-stress deformation of an amorphous alloy model system. They
observed localization of the plastic flow and from the residual stress
pattern they concluded, qualitatively, that it occurred by the formation of
a Somigliana dislocation. This is a very general type of defect, quite
different from the screw dislocation described above. Their observations

4 are limited, however, by the small size of their system. A more quantita-

tive analysis of the stress field would also be desirable.
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Direct experimental evidence of line defects in amorphous metals is
difficult to obtain. The most convincing type of evidence, direct observa-
tion by electron mcroscopy, is ruled out by the absence of sharp
diffraction peaks. Chen and Chuang 1361 have performed positron annihi-
lation experiments on amorphous metals before and after high-stress
deformation. This technique can detect atomic scale "voids" such as
vacancies and dislocation cores. Cold working of crystalline metals leads
to a clear change in positron annihilation behavior, whereas no suich
change was observed in the amorphous metals. This argues against the
existence of atomic scale dislocations in these materials. Recently Nold et
al. 1371 have performed small-angle neutron scattering on an as-quenched
amorphous alloy and interpreted part of their data as scattering from the
dilatational stress field of quenched-in edge dislocations. This seems to
co'ntradict the modeling work of Chaudhari et al. 134], unless the data can
also be explained by other types of stress fields.

2.2.3. Modeling of defects as structural fluctuations
Although the conclusions of the previous subsection (2.2.2) are not
entirely clearcut. it can still be stated that defects in amorphous materials
differ in many ways from those in crystals. Both point and line defects
seem to be more delocalized or "diffuse" in amorphous systems, and can
therefore often be more fruitfully described as local fluctuations in the
SRO than as generalized versions of localized crystalline defects. This
approach is characteristic of most of the work that has been done on the
transport properties of simple liquids and polymers. Depending on the
property that is used to characterize the SRO, the fluctuations can be
characterized in different ways.

2.2.3.). Fluctuations in stress. Egami et al. [38] have analyzed the varia-
tions in the internal stress of computer-relaxed monatomic clusters, based
on the DRP of hard spheres. They find variations on the scale of a few
interatomic distances, in accord with another part of the neutron diffrac-
tion data mentioned above 1371. It is unclear, however, if these fluctua-
tions are structurai defects. in the sense that they deviate from the ideal
SRO. Itis known, that atomic transport in the DRP is very slow [39, 40].
This means that the DRP, as discussed above (subsection 2.1.2), is a
highly ordered an'orphous structure with a very low concentration of
defects. It is, therefore, very unlikely that any of these defects will be
found in a small DRP cluster, which in turn means that they should not
be identified with the reported stress fluctuations.

- ----1
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2.2.3.2. Fluctuations in configurational entropy. In this approach.
originated by Adam and Gibbs [41] and recently applied to amorphous
metals by Chen [42]. the defect is defined as a subsystem that has a
configurational entropy larger than some critical value, S,*, necessary to
allow rearrangements. If the total configurational entropy of the system
is known from thermodynamic measurements. the defect concentration
can be calculated from fluctuation theory. This approach is inherently
phenomenological. Its advantage is that atomic transport properties can
be calculated from measurable thermal quantities. Its disadvantage is
that it does not reveal the detai!s of the defect motion on an atomic scale.

2.2.3.3. Fluctuations in density (free volume). This model, developed by
Turnbull and Cohen [24). is in many respects equivalent to the previous
approach (subsection 2.2.3.2), except that it is based on a specific atomic
mechanism for defect rearrangement. If fact, the equivalency has been
shown exactly in a limiting case [431. In the free volume model for simple
liquids, the DRP is considered to be the ideal amorphous state. The
average atomic free volume, vf. of a system is defined as the difference
between its average atomic volume. v, and the average atomic volume of
the DRP. It is assumed that the free volume can be redistributed among
all the atoms without changing the energy of the system. If the local free
volume of an atom becomes larger than some critical value, v*, the atom
can escape from its nearest neighbor "cage" and perform a diffusive or
shear flow jump, i.e. it becomes part of a defect. In metallic systems. v* is
roughly equal to the volume of the metal ion core. The defect concentra-
tion, n, can then be calculated from the statistical distribution of the free
volume among all the atoms:

1 Ir yv*\

n exp ) (2.1)

where y' is a geometric overlap factor of order unity. The simplest
estimate of the temperature dependence of the free volume is rf(T) =
av(T - T). where the coefficient of thermal expansion. a. is assumed
constant. Since the viscosity, 97, is inversely proportional to n, this gives
q= A expfB/(T - To)]. where A and B are constants. which is the
experimental Fulcher-Vogel type temperature dependence of the viscos-
ity of simple liquids.

2.2.4. Classification of defects according to transport function
In crystalline materials, atomic transport is known to occur by the
motion of defects. Vacancies govern diffusion and some form of creep:
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dislocations govern high-stress deformation and, in combination with
vacancies, some other forms of creep. Climbing dislocations and grain
boundaries are also important as sources and sinks for establishing the

equilibrium concentration of vacancies. Although the defects in.1~ amorphous metals are different from these crystalline defects. they must
also perform the same basic transport function and can therefore be
classified accordingly.

The basic feature in a diffusive atomic rearrangement is a change of
nearest neighbors. It is clear how vacancy motion accomplishes this in
crystals. An example of a "diffusion defect" that accomplishes this in an

* amorphous metal is the free volume fluctuation described above (subsec-
tion 2.2.3.3).

The basic feature of a "flow defect" is that. upon application of a shear
stress, it undergoes a local shear transformation which is transferred
elastically to the specimen boundary to produce macroscopic strain.
Again, it is clear how the dislocation accomplishes this during slip in
crystals. In an amorphous system. a free volume fluctuation can be a flow
defect if, after the central atom's jump out of its nearest neighbor "cage".
the collapse of the new "~cage"* around it produces a local shear strain.
Although the original formulation of the free volume model involved

* only a single atom jump, it is straightforward to generalize the idea to
* involve the motion of several atoms, contained in a local defect volume

V.. When enough free volume is collected in vo. the atoms can. under
action of a stress, go through a shear transformation, and produce a local
shear y.. This is illustrated schematically for a two-atom defect in fig. 3.

In order for a defect to be a sink for vacancies, it must be able to
reverse the original vacancy formation mechanism. i.e. annihilation of
the vacancy must result. through the elastic strain field of the defect, in a
collapse inward of the specimen boundaries. Figure 4 illustrates how an
edge dislocation functions this way for the annihilation of crystalline
vacancies. The annihilation of "extra vacancies" or. more properly,
"extra free volume" in an amorphous system is important during struc-

tural relaxation in the glassy state, where the system contains a non-
equilibrium amount of free volume which is continually being annihilated
until metastable equilibrium is reached (see below, subsection 3.1). A

* "relaxation defect" in an amorphous system can therefore be any site
which, upon rearrangement after a free volume fluctuation, moves at
least part of this volume elastically out to the specimen boundary. Such a
site need not necessarily be the core of an edge dislocation. It could also

be just a dilated region that can collapse down upon rearrangement. The
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Fig. 3. Schematic diagram of the motion of a flow defect (volume v0 ) under the action of a
shear stress 7, producing a local shear strait yo.

equivalent of the collapse of a vacancy loop in crystals (see fig. 5) is also

conceivable in amorphous systems. Since the criterion for the collapsibil-

ity of the loop depends, in the simplest analysis, on the ratio of the loop

diameter and height, d/h, the breakup of vacancies in the amorphous

state (subsection 2.2.2.1) could facilitate this process. In crystals, h can be

no less than an interatomic distance A. In amorphous systems, h can be

less than A, so that the total free volume that must be collected for

collapse becomes much smaller (a: h3 ). This could account for the lesser

degree of swelling observed during neutron irradiation of amorphous

alloys, compared to that of their crystalline counterparts 1441.
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vacancy formation vacancy annihilation
volume increase (dilocation climb)

volume decrease
Fig. 4. Vacancy creation and annihilation processes in a crystal. Note the reversal of the
volume change.

The rates of atomic transport during diffusion, flow or structural
relaxation are often observed to be very different. Whereas earlier
treatments often tended to ascribe all transport phenomena to the same
defect, the distinction made above between "diffusion", "flow" and
"relaxation" defects provides a straightforward qualitative explanation
for possible differences in the respective transport rates. At the same time
it should be noted that the categories can also overlap. The rearrange-
ment shown in fig. 3. for example, contributes to both flow and diffusion.

! I I 1- -4

L T - 1. 4_.

collapse
vacancy dilk dislocation loop

Fig. s Vacancy annihilation in a crystal by collapse of a vacancy disk and formation of a

dislocation loop. Note the volume decrease.
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3. Atomic transport properties

3.1. Isoconfigurational and equilibrium properties

As discussed above (subsection 2.1.2), the liquid phase is in stable
equilibrium above the melting temperature, TM, and in metastable equi-
librium between TM and the glass transition temperature T. Figure 6

• shows, schematically, the temperature dependence of the shear viscosity.
1r, for a typical amorphous metal. The general shape of this curve is
described by the Fulcher- Vogel type expression and is explained by the
free volume model (subsection 2.2.2.3). At high temperatures (T > TM)
the free volume vf = av0(T - T) is large and the defect concentration
does not change very much with temperature (exp(y'v*/vf) - 1). When
T approaches T0. however, vf becomes small and the defect concentration
decreases very rapidly. resulting in a sharp rise in the viscosity. In order
to eliminate the defects, i.e. increase its structural order, the system must
make configurational rearrangements. However, the rate at which these
rearrangements can occur decreases as the order, and hence also the
viscosity, of the system increases. Therefore, when the viscosity reaches a
certain value the system will no longer have enough time to make the
necessary structural rearrangement to come to equilibrium; it can be
considered configurationally frozen. It is clear that the temperature at
which this occurs. i.e. the glass transition temperature. T, depends on the
time scale of the experiment or the quench rate of the sample. Typically.
T is chosen to be the temperature at which the equilibrium viscosity is
102 N s m- 2, which corresponds to an atomic jump frequency k,,=
kT/Iv of 10 -  s- or one jump per hour. (See equation (3.7) for a
derivation of k".)

When the configurationally frozen system is cooled below T.. its
viscosity still increases with decreasing temperature, but more slowly
than if it had stayed in equilibrium. This can be interpreted most simply
as follows [45]. The frequency with which an atom will perform a flow
jump can be written as k,, = (nfv)kf, where (nf v) is the probability that
an atom belongs to a flow defect and kf is the jump frequency of an
individual defect. Under equilibrium conditions, both nr and k decrease
with decreasing temperature. Under isoconfigurational conditions (i.e. the
system remains frozen), the viscosity rise upon lowering of the tempera-
ture only reflects the temperature dependence of kf. This analysis is
somewhat oversimplified. A more detailed discussion will be given in
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Fig. 6. Shear viscosity (o) and associated jump frequenc. (k,,) in the various stabilit%
regimes: stable equilibrium above TM: metastable equilibrium up to T and extrapolated
below: isoconfigurational 01) and (2) with associated fictive temperatures T,,, below T. The
direction of viscosity change due to structural relaxation towards equilibrium is indicated.

subsection 3.2.3. Figure 6 shows two isoconfigurational viscosity lines.
corresponding to different quench rates.

If an amorphous system is left at a temperature above T. its viscosity
does not change, because the system is in metastable equilibrium. Below
T. the system is not in internal equilibrium, and therefore it relaxes
continually towards the metastable state at that temperature. As a result.

continuous viscosity rise is observed at temperatures below T where
there is some atomic mobility.

The structural state of a system below T is often characterized by its
fictive temperature Tf, which was defined by Tool [46] as the temperature
at which the structure of the system would be the equilibrium structure.

isoconfigurational lines.
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3.2. Homogeneous plastic flow

3.2.1. Review of the experiments

Homogeneous plastic flow in amorphous metals occurs at low stress
levels. In this regime, every volume element of the specimen contributes
to flow, in contrast with inhomogeneous flow, where all the deformation
is localized in shear bands. When the homogeneous flow is Newtonian
viscous (i.e. stress, r, proportional to strain rate *), it can be characterized
by the shear viscosity q = r/,. Figure 7 summarizes some typical data
for a number of amorphous metals. Data obtained from viscometry (T)
147]) above TM or from creep tests around T ((1) 148]) followed the
equilibrium Fulcher- Vogel behavior. Early creep measurements below T.
((1) [491, () [50]) seemed to show that the temperature dependence of 77
was of the Arrhenius type with apparently a low activation energy.
However, the structural relaxation phenomenon had not been taken into

T/Tg
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20- 1

15 ®
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Fig. 7. Shear viscosity for a number of amorphous metals as a function of normalized
inverse temperature. T Au77Si 1 4Ge9 melt [47]; (® Pd77 5Cu.Si16 equilibrium 148]; ®
PdsoSi2o not stabilized [491; ®C07SP25 not stabilized f501; ( Co 75P25 not stabilized:
rerun [501 and (D Pdg2Si s isoconfigurational 1511.
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account in these tests. An indication of this was that a rerun of the set ofU tests () resulted in an increase in viscosity, as shown by the data ®.
In order to obtain a physically interpretable activation energy, it is

necessary to perform isoconfigurational experiments. For this, the system
must be annealed for a long enough time, so that relative structural
relaxation rate (d In V/dt), which decreases continually during annealing
[51], becomes slow enough to allow measurements at different tempera-
tures without appreciable structure changes. This can be checked by
returning to the original annealing temperature and observing that no
further viscosity change has occurred. The results of these isoconfigura-
tional tests ((!) [511) show that the viscosity has an Arrhenius-type
temperature dependence, at least within the T and / region of the tests.
with a much higher activation energy (2 eV for Pds2 Si1 s) than observed
earlier. This means that structural relaxation during those early tests
raised the viscosity at the higher temperature more than at the lower
temperatures.

The data () also illustrate the very large increases in viscosity (up to 5
orders of magnitude) that can be obtained by annealing (up to 500 h in
these experiments). In the same study [51] it was observed that the
change of viscosity due to structural relaxation was linear in time when
the specimen was annealed to change its structure between isoconfigura-
tional measurements.

3.2.2. Elementary theory of plastic flow
For any system, subjected to a shear stress, 7, the plastic flow rate can be
formulated most basically in terms of the general "flow defects" dis-
cussed above (subsection 2.2.4):

, = nfrovokf, (3.1)

where , is the shear strain rate of the system, n f the concentration of flow
defects, v0 the volume of one defect, yo the local shear strain produced
upon rearrangement of a defect and k f the net jump frequency of a flow
defect under the action of the stress.

The expression (3.1) is a completely general one, as can be seen. for
example from its application to dislocation motion in crystals. Consider a
crystalline system containing dislocations of average length, 1, and with
dislocation density p. The defect concentration is then nf = p/i; the
volume of the defect is that of a dislocation core vo = A21, where A is the
interatomic distance; the shear produced with the dislocation moves one

lattice spacing yo = b/A, where b is the Burgers vector; thejump frequency

4I
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for dislocation motion can be expressed in terms of the dislocation
velocity vd: k1 = vd/A. This gives, in eq. (3.1): = pbcd. which is the
well-known Orowan equation.

If no stress is applied, a defect can be considered to jump at an equal
rate. k,, between its forward (sheared) and backward (unsheared) posi-
tion. When a stress is applied, these jumps are biased in the forward
direction by a stress-dependent factor, ,( r). The net jump frequency of
the defect under the action of the stress is thus:

k k= kf,(r). (3.2)

It is expected that kf would be of the form:
= kaexp(-AG*/kT), (3.3)

where k. is the attempt frequency (- Debye frequency) and AG* the
activation barrier for motion (strain energy or chemical bond breaking
energy). Since r, 0ov is the work done by the applied stress upon forward
motion of the defect, it represents the difference in chemical potential
between the forward and backward position. Simple rate theory 152] then
gives an expression for the biasing factor as the difference of two fluxes
of exponential form:

8(-) = s inh( I ) (3.4)

If the stress is small (r < kT/Urvo), the sinh can be equated with its
argument and

ryoto
8(r) = U7. (3.5)

In this regime, the flow is Newtonian viscous, and a shear viscosity, ri.
can be defined:

r kT
r - (,k (3.6)

The number of unbiased flow jumps per atom in the system. k,,. used
above (subsection 3.1) can easily be derived from this by choosing a

specific defect model. For example, in the simplest free volume approach,
the defect is one atom, which jumps one interatomic distance. So vo = v
and yo I. From (3.6) follows then:Sk,- (nfv)kf' = Tvq. (3.7)
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* 3.2.3. Discussion of the flow defect
The temperature dependence of the viscosity I is dominated by n kj [see

eq. (3.6)]. For the equilibrium viscosity, the Fulcher-Vogel type depen-
dence can be explained quite well by the free volume model, through the
temperature dependence of n .[See above eq. (2. 1) and subsection (3.1 ).]
As discussed above, in the isoconfigurational case one would, at first,

• expect nf to be constant. so that the temperature dependence of r1 must

be ascribed entirely to k .This means, from eq. (3.3), that, for example in
the case of Pd 82 Sis, AG* = 2 eV [51], which is a rather large energy for
an activation barrier for motion. Furthermore, if the temperature depen-
dence of k is the same magnitude as that of nf around T. (compare the 2
eV activation energy for k, to the total 5-10 eV apparent activation
energy for the equilibrium 71), the product nfkr would no longer have a
Fulcher-Vogel-type dependence. since ki has a simple Arrhenius-type
dependence.

The only way this problem can be resolved is if nf is not constant
during the isoconfigurational experiments. In fact. t, is not constant
during those experiments. since the coefficient of thermal expansion is
clearly non-zero below T. If this volume change. rather than just leading
to a rescaling of the fluctuations without a change in their number, can
be at least be partly redistributed to form a new free volume distribution.
its influence on nf can be considerable. Crucial to this, however, is that
this redistribution be reversible and fast. Microscopically, these reversible
readjustments could be described as slight adjustments in the atom
positions. without drastic structural rearrangements or changes in chemi-
cal order. This is different from the irreversible changes accompanying
structural relaxation, where free volume is being annihilated at an
appropriate relaxation defect. As discussed above (subsection 3.2.1). this
irreversible process is known to be much slower in nature, presumably
reflecting the low concentration of relaxation defects. As a result, it is
possible to do isoconfigurational measurements by performing them
quickly enough to avoid appreciable further irreversible relaxation, while

"* at the same time the viscosity of any point on the isoconfigurational line
can be reproduced because of the fast reversible changes.

The existence of two mechanisms of volume change is reflected in the
large increase in the coefficient of thermal expansion. a, at T. For
example. in amorphous Pd 77 5Cu 6Si16 5, a is twice as large above T than
below [53]. This means that the drastic structural rearrangements associ-
ated with the irreversible relaxation below T can take place within the
time allowed for the measurement of a, only above T.

4i
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have a non-Arrhenius temperature dependence below T. Recent experi-
ments in our laboratory have indeed shown that the isoconfigurational
activation energy is substantially larger around T than in the tempera-
ture regime shown in fig. 7. More extensive measurements and develop-
ment of a quantitative model of the isoconfigurationals are underway.

The results of creep measurements of the stress-strain rate relation are
often, empirically, described by a power law:

j = (3.8)

All measurements shown on fig. I correspond to the Newtonian viscous
regime (m = 1), but other workers have reported values as high as
m = 10. However, recent measurements [54], performed on well-stabilized
Pd,2Si18 samples (no structural relaxation) in steady-state flow over a
large stress range, have shown this to be a result of the expected
(subsection 3.2.2) sinh-dependence of the strain rate on the stress. An
analysis of the literature data also showed that the high exponents could
be correlated well with the stress range of the tests. A fit of eq. (3.4) to
the results of Pd, 2Si, 8 yielded a value for y 0vo of 48 A3, or a little more
than 3 atomic volumes. This means that the flow defect can be either 3
atoms making a substantial (yo = 1) rearrangement (as in a generalized
version of the free volume model, fig. 3), or a largei defect producing a
small local strain (as in Argon's model [74] for homogeneous flow). It is
clear however, that a dislocation mechanism would not be appropriate.
Since for a dislocation yo = b/, - 1, and vo = 21, the average disloca-
tion length, 1, would only be 3 interatomic distances. It does not seem to
be very fruitful to consider the motion of such a contorted dislocation,
consisting of many short segments. In this limit, it reduces to a set of
local fluctuation-type flow defects,

3.3. Diffusion

3.3. . Review of the experiments

Direct measurements of the diffusivity in amorphous metals require
special sensitive techniques because, in order to avoid rapid crystalliza-
tion, they have to be performed below T, and even at that temperature
the diffusivity is only 10-20 m2 s-'. Only a few such investigations have
been reported, all of them on transition metal-metalloid alloys. The
results for the diffusivity of the transition metal atoms are shown in fig.
8. The first investigation T was made by Gupta et al. [551 who
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Fig. 8. Diffusivity of metal atoms in a number of amorphous metal-metalloid alloys: I5
1"Ag in PdgSilq. not stabilized [55]; (5 Au in Pd77 5 CU6 Si, 6 1. not stabilized [56J: Q~)

Au in Pd 77 5 CU6 Si, 6 5 . annealed [56] and 0 interdiffusivity in a (PdSwAu 7Si~I3I7/Fe30
modulated film. isoconfigurational [571. The equilibrium curve has been drawn by scaling
the equilibrium viscosity curve (fig. 7) according to the Stokes-Einstein relation.

ion-implanted "0Ag in Pd,81Si,, and measured the broadening of its
composition profile by sputter-sectioning. The temperature dependence
of their results gave a low activation energy of 1.3 eV, similar to what had
been observed in the early creep measurements. Since structural relaxa-
tion during the experiment had not been taken into account in this
investigation either, the low activation is not physically meaningful.

And, exactly analogous to what has been observed in the creep
* experiments 1511, stabilization of the structure by preannealing led to a

large decrease in diffusivity and an increase in the activation energy. This
was the work of Chen et al. 1561, who determined the diffusivity of
ion-implanted Au in Pd 7 7 .SCuSi1 6 5 by measuring the broadening of its

composition profile by Rutherford backscattering. Their results are shown

in T and (). Data ( ]) were taken on As-quenched samples, and
exhibited the same low activation energy as !. Data T were taken on
samples preannealed around T. This results in a two order of magnitudewa*h oko hne l 5] h eemnd tedfuiiyo
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It seemed likely that these last measurements were isoconfigurational. but
it had not specifically been checked.

The first controlled isoconfigurational experiment was performed by
Rosenblum et al. 1571. They measured the interdiffusity of composition-
ally modulated amorphous (PdgoAu 7Si 3 )70 /Fe 30 sputter-deposited films
by monitoring the decrease in intensity, 1, of the satellite of the (000)
X-ray scattering peak during isothermal annealing. This technique. devel-
oped by Hilliard and co-workers [58] for crystalline materials, is not only
a very sensitive one (f) = 10- 7 Mi2 s-' can be measured), but it also
allows a continuous check of the diffusivity, since at any time D can be
determined from the slope of a log I vs. time plot. The first data point of
(9) was obtained by annealing for 127 h at the higher temperature (511
K). It was observed that 1 decreased because of structural relaxation for
many hours. and finally settled down at the reported value. The tempera-
ture was then lowered to 484 K and kept there for 168 h. No further
structural relaxation was observed, and the second data point of (A) is
therefore isoconfigurational with the first one. Significantly. these data
agree well with an extrapolation of Chen et al.'s results after preanneal-
ing (2). The activation energy is 1.73 eV, which approaches the value of 2
eV for isoconfigurational creep [511 in Pd 82Si1 8 - It was also observed that
the relative rates for changes in diffusivity (- D -' d D/dt) and viscosity
(t')dr,/dt) were of the same order of magnitude.

Two sets of measurements of metalloid (or, more precisely. small atom)
diffusion in these alloys have been reported. Birac and Lesueur [591
measured the diffusivity of Li in Pd8oSi 20 by ion implantation and
neutron activation. Cahn et al. [60] measured the diffusivity of a sputter-
deposited surface layer of 11B in Fe40Ni0B20 by secondary ion mass
spectroscopy. In both cases, the reported diffusivities were several orders
of magnitude higher than any of the reported metal diffusivities at the
same normalized temperature, but no clear Arrhenius-type temperature
dependence was observed. Since in both experiments the state of anneal-
ing of the specimens is unknown, a physically meaningful value of the
activation energy could not be obtained. It is significant, however, that
the boron results agree in magnitude with indirect determinations of the
diffusivity from measurements of the rate of crystallization [61].

3.3.2. Scaling of diffusivity and viscosity
The diffusivity. D can be calculated microscopically from the theory of
the random walk. This gives

D = aDk'DA. (3.9)DU D
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where aD is a dimensionless constant (of order unity) that takes intoI. account the dimensionality of the system and the correlation of the
jumps; k6 is the diffusive jump frequency per atom and AD is the
distance of a diffusive jump (expected to be on the order of an inter-
atomic distance A). If the concentration of diffusion defects is nD and the
jump frequency of a defect kD , then:

kD = nDVk D .  (3.10)

Combining eqs. (3.9) and (3.10) with eq. (3.6) derived earlier for the
viscosity gives:

nD KD A 2D

VD = aD KkT. (3.11)
n f k; ( yov0 )y

If there exists some relation between the flow and diffusion defects (for
example if one defect performed both functions, or one type is a subset
of the other), / and D are expected to scale with a characteristic length.

(myo~ )2
L = (3.12)A2c

For example. in the simple free volume picture (subsection 2.2.3.3) the
same defect performs both functions. So. nD = nf. kD kD. AD= A.
yo = 1, v0 = v - A3. In this case L = A and

AT
VD aD--, (3.13)

which, for aD = 1/3 r, is the Stokes- Einstein equation.
An example of a process with a different scaling length is Nabarro-

Herring creep in a polycrystalline sample subjected to a tensile stress a
(see fig. 9). In this mechanism of plastic flow, vacancies are injected into
the grains at grain boundaries normal to the tensile axis: they diffuse
through the grains and are annihilated at grain boundaries parallel to the
tensile axis. This results in an elongation of the grains in the direction of
the tensile axis. The basic expression for the shear strain rate, obtained
by combining eqs. (3.1), (3.2) and (3.5) can be written the same way for
uniaxial tension

i = ne 0vok LL. (3.14)

* fl Combining eqs. (3.9) and (3.10) gives an expression for the diffusion
coefficient

D =aDnDVkDAD. (3.15)
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Fig. 9. Schematic diagram of the deformation and mass flux in a grain dunng Nabarro-
Herring creep.

In Nabarro- Herring creep, the same defect (a vacancy) governs diffusion
and flow; hence: nD = nf. kD = k' and AD = A. The volume of the
defect is the atomic volume: v0 = v. If every atom in a grain performs
one vacancy jump, the grain, of size d, increased in length by A. The
(tensile) strain per vacancy jump is then co = A/d. So, using these
quantities with eq. (3.15) in eq. (3.14) gives the well-known result [62]:

e"k = -(3.16)

aD kTd2

The scaling relation (3.11) becomes now

Y kT (3.17)-/ = DLN H .

with a scaling length LN-H = v/d 2, which is much less than the inter-
atomic distance found in the Stokes-Einstein relation.

If a scaling relation between - and D exists in amorphous metals, a
determination of the scaling length, L [eq. (3.12)]. can be of interest to
determine the diffusional jump length AD. for example. if y0v0 has been
determined from the stress-strain rate relation.

3.3.3. Discussion of the diffusion defect
All the present evidence seems to point to a great similarity between the
diffusion defect and the flow defect.

In the liquid state (T > TM). it is well known that the diffusivity and
viscosity scale according to the Stokes-Einstein relation [eq. (3.12)].
Furthermore, as part of the diffusion experiments mentioned above,
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Chen et al. (561 found this same relation to hold around T. For thisI
reason. the equilibrium diffusivity curve on fig. 8 has been drawn by
scaling the viscosity curve of fig. 7. As discussed above (subsection 3.3.2).
the Stokes- Einstein relation follows most simply from ascribing both the
flow and diffusion function to the same atomic scale defect.

It is also observed [45. 61. 63] that for most amorphous metals the
activation energy for phase transformations, such as phase separation or
crystallization, is close to the apparent activation energy of the viscosity
at that temperature. Since in these amorphous alloys most phase transfor-
mations are diffusion controlled, this is another indication of the similar-
ity between the flow and diffusion process.

The similarity in activation energy and structural relaxation rate of
isoconfigurational creep and diffusion have already been pointed out
above. Although a scaling relation between j7 and D in this regime is
possible and seems likely. it has not yet been established completely. For

- this it is necessary to perform diffusion and creep measurements on the
same stabilized specimen. to be sure that the degree of structural relaxa-
tion is the same for both experiments. However, given the scaling relation
above T.. one would not expect a drastic change in the flow defect upon
going through the glass transition, and a continuation of the scaling
relation seems therefore likely. The similarity in the rate of structural
relaxation is also more easily explained if the flow and diffusion defect
are both free volume fluctuations. If the flow defect were. for example. a
dislocation, the relaxation process necessary to annihilate it would be
very different from that necessary to annihilate a pocket of free volume.

The atomic rearrangements necessary for atomic diffusion seem to be
very different from those necessary for structural relaxation. Experimen-
tally. this is made most clear by the work of Chen et al. discussed above
[56). In order to produce observable broadening of the compositional

* profile, each atom in their samples must make at least 300 diffusive
jumps. However, ic is immediately clear from fig. 8, that the resulting
diffusivities are still orders of magnitude larger than those at equilibrium
at the same temperature. This means that the rate of structural relaxation
can become much slower than the rate of atomic diffusion. In fact. it is a
necessary condition for isoconfigurational experiments to be feasible at
all. The simplest microscopic explanation for the difference in the
diffusion and relaxation rate would be that the concentration of diffusion
defects in the system is different from the concentration of relaxation

m defects. Considering that a diffusion defect requires only a switch of

* U nearest neighbors. whereas a relaxation defect must have the appropriate
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elastic stress field to annihilate free volume, a difference in their con-
centration is not implausible.

3.4. Conclusion

In summary, atomic transport experiments seem to indicate a similarity.
if not identity, of the flow and diffusion defects. but a very distinct
nature of the relaxation defects.

The flow and diffusion defects are probably rather localized, and can
best be described as free volume fluctuations that allow, at the same time.
a nearest-neighbor switch and local shear. as illustrated in fig. 3.

The relaxation defects are different. since they require long-range
elastic stress fields for the irreversible annihilation of free volume. As a
result, the rate of structural relaxation can become slow enough to permit
isoconfigurational experiments.

In order to explain the large activation energies for isoconfigurationa)
creep and diffusion, the idea of fast reversible structural relaxation below
T has been introduced.

4. Deformation at high stresses

4.1. Deformation mechanism map

The plastic flow behavior of a material can conveniently be summarized
by means of a deformation mechanism map - an idea first proposed by
Ashby [64] and developed, for crystalline materials, by Ashby and Frost
1651. The axes of the map are normalized shear stress. log(,ru) (,U: shear
modulus), and normalized temperature, T/TM. On this map contours of
constant steady-state shear strain rate, ,, are shown using an appropriate
superposition of the constitutive laws, A ', T), of all possible deforma-
tion mechanisms. Regions in which each of the mechanisms dominates
are outlined. The validity of the respective constitutive laws can be
checked by comparing this map with a similar plot of the experimental
data.

An experimental deformation data map for Pd-based amorphous al-
loys is shown in fig. 10. In the light of what has been said above about
the effect of structural relaxation of flow, such a map should only be
drawn for specimens in the same state of annealing. This is obviously not
the case for fig. 10, but it can still give a qualitative idea about the
different regimes of deformation. From approximate contours of con-
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Fig. 10. Deformation mechanism data map for Pd-based amorphous metals (from ref. [33]).

stant strain rate drawn through the data, and from observations of the
modes of deformation, an idealized deformation mechanism map for an
amorphous metal in a well-specified state of annealing can be composed.
as shown schematically in fig. 11. Two basic modes of deformation can
be distinguished: homogeneous and inhomogeneous flow.

In homogeneous flow, as discussed in the previous subsection (3.2).
each volume element of the specimen contributes to the strain. This
mechanism operates at low stresses and high temperatures. The strain
contours on fig. II reflect the shape of the equilibrium/isoconfigura-
tional viscosity curves discussed above (see. e.g. figs. 6 and 7). As a result.
the specimen gets longer and thinner uniformly. and fracture occurs after
extensive plastic flow, when some part of the specimen has necked down
to a small cross-section.

In the inhomogeneous flow regime the strain is localized in a number
of very thin shear bands. As shown on fig. M this deformation mode
operates at high stresses and lower temperatures. It will be the subject of
the discussion in the following subsection.

L%
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Fig. II. Schematic deformation mechanism map for an amorphous metal (in a given state of
annealing), illustrating the temperature and stress regimes for the two modes of plastic
deformation (from ref. 1331).

4.2. Inhomogeneous plastic flow

4.2.1. Phenomenology
Inhomogeneous plastic flow occurs when amorphous metals are de-

aformed at lower temperatures (T< 0.7T) in a tensile test, bending test
or in a forming operation, such as rolling or wire drawing. The most
striking feature about amorphous metals in this flow regime is their very

". . • " "." ' , i : .: . _ . . .. . . .. . .. , •. ..
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high strength 166]: they flow at shear stress levels of /,50. a valueI
approaching the ideal shear strength of crystalline metals [67).

The strain rate contours in the inhomogeneous flow region of fig. I I
are spaced closely together and are almost horizontal, illustrating that the
strain rate is very stress sensitive (m = d In /d In 7, is large; m = 30 has
been measured for Pd 80Si20 168]) and almost temperature independent.
For Fe-based alloys, a substantial increase in the flow stress is observed
at very low temperatures [69].

The formation and propagation of a shear band is a rapid process 1701
which is illustrated in fig. 12 for a ribbon pulled in tension. The band
nucleates at a surface stress singularity, such as an edge crack (fig. l2aX:
it propagates throughi the specimen at 450 angle with the tensile axis (fig.
1 2b), after the band extends through the entire specimen. the two halves
shear off uniformly (fig. l2c). which decreases the local cross-section
until the stress concentration causes fracture to occur. The local plastic
strain in a shear band is very high. since the two halves of the specimen
shear off by a significant fraction of the specimen cross-section. The total
macroscopic plastic strain. howev'er, is much smaller (y=0.002). since
there are usually only a few bands present in a tensile test, If a larger
macroscopic strain is required (for example in a 1800 bend of a ribbon).
a large number of shear bands. as many as are required to produce the
imposed strain, are generated.

The fracture surface morphology is shown in fig. 1 3a and illustrated
schematically in fig. 1 3b. It is significant that the fracture occurs along
the shear band, and not through the smaller cross-section normal to the
tensile axis. The "vein" pattern displayed by the fracture surface mor-
phology is typical of the instability that develops when two solid surfaces

* containing a fluid layer are pulled apart. (See also subsection 4.3. 1.)
This type of fracture indicates strongly that the shear band consists of

amorphous material that has undergone a structural change, which
produces local softening (i.e. lowering of the viscosity). This obviously
tends to concentrate all the deformation in the band and weakens it
against failure by the mechanism described above. Differential etching

* [71] and electron microscopy observations 1721 also indicate certain
* * remanent structure changes in the band after removal of the load.

4.2.2. Microscopic description
The surface steps produced by the shear bands in amorphous metals (see
figs. 12 and 13) are macroscopically reminiscent of the slip bands formed

* during plastic flow of crystals. As discussed above (subsection 2.2.2.2).
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this has prompted some authors 131. 32] to invoke the existence of
localized crystal-like dislocations to explain the inhomogeneous flow%
phenomenon. As discussed above. there are problems of a conceptual

nature and of experimental verification with this type of dislocations. The
approaches that use them also do not explain the localization phenome-
non or the fracture surface morphology. The approach presented here is
more in line with our present knowledge about the defects. as explained
in the previous sections.

Spaepen and Turnbull [73] have proposed that the nucleation of the
shear band at a surface crack is caused by the dilatation at the crack tip.
They made an estimate of the negative hydrostatic pressure component
of the triaxial stress state at the crack tip and concluded that it is large
enough to cause a substantial dilatation, and hence an increase in. the free
volume. Since the viscosity is very sensitive to even small changes in free
volume, the dilatation results in a dramatic viscosity drop at the crack
tip. As a result, the material can flow locally on a 450 plane. since this
corresponds to the direction of maximum shear stress. The high strength
of the amorphous metals can be attributed to their ability to "blunt-
cracks by this flow mechanism. rather than breaking by cleavage at a
much lower macroscopic stress. The original stress concentration then
propagates through the specimen at the tip of the moving shear band (fig.
12b). causing the softening mechanism described above to repeat itself.

After the stress concentration has passed through. the viscosity in the
shear band remains low because of strain disordering; the localized flo%%
destroys the structural order of the material in the band and hence lowers
its viscosity; as long as the specimen is being deformed, this process
keeps on disordering the material faster than it can be restored by
structural relaxation.V

This concept, first introduced by Polk and Turnbull 1471. has been
made more quantitative by Spaepen 133] by linking it up with the free
volume theory. In this model, the disordering process is one of creation
of extra free volume, as a result of atoms pushing their neighbors aside at
a high enough stress; it is balanced by an ordering process similar to the
structural relaxation described in homogeneous flow, during which the
extra free volume is annihilated. When the creation and annihilation
rates are equal, a steady state dynamic excess of free volume is estab-
lished. This results in a higher flow defect concentration. n. given by:

Innf= -rr* [cosh( - -1V (4.1)
2kTa Lc 2kT)
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where r 2u(1 + ;)/3(1 - P) is an elastic constant; and a is the
number of jumps necessary to annihilate an amount of free volume equal
to c*. Notice that in the inhomogeneous flow regime the defect con-
centration is set by stress itself, as opposed to in the homogeneous
regime, where it is set by the composition and the thermal history of the

specimen.
Siice n, is a very strong function of -, this model predicts a high stress

sensitivity of the strain rate (m = 50). The boundary line between the
homogeneous and inhomogeneous flow regions on the deformation
mechanism map can also be accounted for if it is assumed that a is a
number between one and ten. This is in accordance with model observa-
tions of vacancy annihilation in these systems (see subsection 2.2.2.1).
However, since the rate of viscosity change due to structural relaxation
has since been measured experimentally [51]. the model should be
adapted to take these relaxation results into account.

Using a creation and annihilation process very similar to the one
described above, Argon 174] has analyzed the dynamics of shear band
formation and shown that the localization is a direct result of the
softening caused by the excess free volume.

4.3. Fracture

4.3.1. Ductile fracture
Ductile fracture is defined as the failure process. described above, follow-
ing the formation of a shear band. The typical vein pattern of the
fracture surface indicates that fracture occurs by an instability in the
motion of the interface between the low-viscosity (fluid) layer and the air.
This phenomenon was first described by Taylor [75] for the case of
immiscible liquids, and was applied to this fracture phenomenon by
Spaepen [76] and Argon and Salama [77].

An approximate analysis [78] of the phenom,.Ion can be made as
follows (see fig. 14). Consider a coordinate system associated with shear
band, such that the plane of the band is in the x'-plane. and the air-fluid
interface is in the xz-plane. The external tensile stress maintains a
negative hydrostatic pressure inside the band. Since the pressure outside
the specimen can be considered zero, the interface is driven inward by a
negative pressure gradient 8p/oy. Consider now an arbitrary sinusoidal
perturbation of the interface:

y = esin(2rx/A). (4.2)

--- C.
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Fig. 14 Geometr and stress state of a fluid laver between two solid plates being pulled
apart. See text for a discussion of the stabilt \ of the perturbation of wavelength A.

At point A, just inside the fluid, the pressure. p, is determined by the

local curvature of the interface. K. and the surface tension. y.

PA Y "  
(4.3)

From eq. (4.2), the maximum curvature can be calculated,
p,, = T(2 97/A ).(4.4)

At point B. it is assumed that the influence of the surface curvature is not
felt, and that the pressure, PB, is simply determined by the original
driving gradient:

pB=  -elap/ay. (4.5)

If pA is less than PB matter will flow from B to A and the perturbation
will die out. If the reverse is true, matter will flow from A to B, and the
perturbation will grow as a finger-like protrusion into the fluid. These
fingers will eventually run into each other, and the material that piles up
between them will, upon separation, produce the typical vein pattern.

.1i
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The minimum wavelength, Ac, for growth of a perturbation corre-
sponds then to the condition pA = p.. This gives

A = 2,,/dp/ay I . (4.6)

The wavelength that is observed on the fracture surface, however.
corresponds to the wavelength that grows most quickly. Am. It can be
found by adapting the perturbation theory of Mullins and Sekerka 1791
for dendrite formation during crystal growth, which is a mathematically
exactly similar problem (surface tension vs. temperature or concentration
gradient). This gives Am = V /A. Inserting appropriate values for the
surface tension and the pressure gradient produces good agreement with
the observed initial vein spacings.

4.3.2. Brittle fracture
The ability of amorphous metals to blunt cracks by localized flow and
formation of shear bands is crucial to their high strength. Under certain
conditions, however, these materials become brittle, i.e. they break by a
cleavage mechanism. Empirically. this is often measured by a bending
test: the material is called ductile if a ribbon can be bent back onto itself.
The degree of brittleness can then be related to the minimum radius of
curvature in such a test 166].

Amorphous metals can embrittle in a number of ways. At very low
temperatures some of the Fe-based alloys break brittly. Some composi-
tions (high metalloid. Ca-based alloys. etc.) are brittle as-made [801. Most
important. however, is the brittleness caused by annealing at intermediate
temperatures (T T - 100 K). Some alloys. mainly the Fe- and other
b.c.c.-based ones. become brittle this way [81]. Other amorphous alloys.
however, such as Pd 4 Si or CuZr. have been annealed at these tempera-
tures and do not experience any embrittling. It has also been shown that
the brittleness can be reversed: irradiation of brittle (Mo 0 ,Ru0 4 )g2B$
with neutrons makes it ductile [44].

A theoretical understanding of the embrittling phenomenon has not
yet developed. Some workers [82, 83] attribute it. on indirect experimen-
tal grounds. to separation of the amorphous metal into two amorphous
phases with different composition. However, a Pd 74 AugSi, alloy, for
which the amorphous phase separation phenomenon has been clearly
established [84] does not exhibit any embrittlement upon separation.
Furthermore, separation per se does not yet explain why one of the
phases would then be brittle.

*I|



172 F Spaepen

Another school of thought [85] is based on the large viscosity increase
which is known to occur upon annealing below T (see subsection 3.2.1).
Such an increase could make flow at the crack tip more difficult, and
hence prevent the plastic flow necessary to forestall cleavage. The prob-
lem with this approach is that it is too general. Pd8 ,Si,, is a system for
which the viscosity increase is best documented 151]; however, it does not
embrittle at all, even after hundreds of annealing hours. Also. from a
mechanistic point of view, the dilatation model for shear band nucleation
discussed above (subsection 4.3.1) seems powerful enough to overcome a

* large viscosity increase upon annealing.
The answer to the embrittling problem has probably several aspects.

One of them is chemical, given the large differences in behavior for
different classes of amorphous metals. The other one is a proper adaption
of the approach involving the viscosity increase. There is no doubt that
this increase is important. especially given the reverse phenomenon. the
elimination of brittleness by irradiation, which, presumably. produces an
increase in free volume and a lowering of the viscosity. To illuminate this
question a detailed fracture mechanics analysis of the competition be-
tween shear band formation and cleavage, taking into account the time
dependence of the viscosity changes. would be very desirable.

I mould like to thank Prof. D. Turnbull for a critical reading of the manuscript Our
re,,carch in this area is supported b.% the Office of Naval Research. under Contract Number
NO(Ki 14-77-C-(X)2
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