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-FOREWORD

This work was performed by the Honeywell Systems and .Rsearch Center under |

Contract No. F30602~-81-C~-0187. for the US Government. The research was
sponsored by the Defense Advanced Research Projects Agency (DARPA) of the
Department of Defense, and was monitored by the Rome-Air Development Center
(RADC), Air Force Systems Command. This final technical rebqrt covers the
period from May 1981 through July 1982, The technical monitors of this
program were Lt, Col. A. Herzberé {DARPA) and Mr. R. Carman (RADC).

The program manager at Honeywell was Dr. Thomas B. Cunningham, -and the
Principal Investigator was Dr. Michael F. Barrett. Mr. Dale F. Enns was

Co-Investigator; Dr. Gunter Stein served as Technical Consultant. This
report was written by Dr. Barrett .and Mr. Enns,
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SECTION 1

INTRODUCTION AND SUMMARY

BACKGROUND

A number of spaceborne surve}llance and weapon system concepts of current interest
to USAF and DARPA require precision line-of-sight (Loé) control in order to
achieve their missions. Each of the four major concepts identified so far--digh
Altitude Large Optics (HALO), Advanced Optical Technology (ADOPT), Large Beam
Expander Technology (LBET), and Large Optics Demonstration (LODE)~-~call for
stringent LOS and figure stability, despite strong environmental and on-board
disturbances, which exceeds existing technology. The Active Control of Space
Structures (ACOSS) Program sponsored by the Defense Advanced Research Projects
Agency (DARPA) has funded a number of studies in support of an overall objective
"...)to dévelop and understand a generic, unified, structural dyhamics .and control
technology base for large space structures (LSS) with stringent line-of-sight and
figure peiformance requirements that must be maintained in the presence of
on-board and-natiral disturbances.”

This report documents results of the fifteenth such study, ACOSS SIXTEEN,

«conducted by the Honeywell Systems and Resesrch Center for 'DARPA and RADC from May

1981 through July 1982, The specific objectives of this gffort weres

o To examine the potential for structural characteristics uncertainty
reduction using on~orbit identification

o To investigate-contzol design approaches.to-assess possible performance

improvements which reduced uncertainty may allow
SUMMARY AND REPORT OUTLINE

There are four fundaumental réouirements in the design of high-performance control
systems for flexible structures:

o A control problem definition
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a

o A reliable control design model for the structure to be controlled

o A control desigh procedure ‘that eéxploits- this information

o The necessary hardware to implement this controller

These requirements are addressed in Sections 2 through 6 of the report. Their

essential features and results are summarized briefly below.

"

1
*

Control Problem‘Definition

~

The control problem addressed in this Study is defined in Section 2. Motivated by
risulés of an earlier ACOSS -Study (Ref. 1), a-control objectivé and disturbance
environment were defined, along with a generic geedback control structuyre
appropriate for attitude and structural vibration control. This feedback
strudture consists of two feedback control‘lgops--a low-bandwidth LOS pointing'
loop and a high;bandwidgh vibiatioﬂ control loop. Since the "slow" outer loop has
little effect on the "fast" inner loop, only the latter vibration control loop was
spii.ifically addressed in the remainder of the study. Candidate sensors and
actuators: were seiected and placed to define six concepts. Two of these were
selected to span a riinge of difficulty for identification and contéol studies--a

baseline concept with identically located actuators and sensors (ILAS), and an

 \
0

i
‘{-: P
I

advanced concept with widely distributed sensors and actuators. Both concepts

¥
nE7

assume paired shakers on the equipment section for actuators. The baseline ‘
concept assumes gyrés on the equipment section for sensors, whereas the advanced
concept assumes accelerometers on the optical structure. Maximum allowable
control bandwidth for both concepts was restricted to less than 100 r/s to remain

within the range of model va idity for the ACOSS II. structure.

Control Design and Identification Model Reguirements

Model requirements for control design are examined in Section 3. Using
Honeywell-developed methods for assessing stability and performance robustness to
plant uncertainty for multivariable systems, criteria for defining reduced-order
models (ROMs) were examined, as were modal-parameter accuracy requirements for
modes retained in this model. The resulting stringent accuracy requirements show

that identification is virtually unavoidable for the advanced vibration control




concepfék Due to the :specialized natute of the baseline ILAS.-concept, these
requirements. may, ihowever, be relaxed -considerably. -Ground rules. for ’
féentifi¢a;ibnvwerea§exﬁ established based on a. fundamental premise. assumed
thtoughout this study: since identification is-driven by the control problem, it
should impose no- fundamental hardware requirements of its own.

-

Hardware Requirements

Hardware requirements imposed. by the Vibration control problem are also summarized
in Section. 3. Required force/mass-stroke capability for actuators iSvdictated'py.
that Tequired to accommodate -the primary vibration-disturbance, while: allowable
sensor errors are dictated by closéd vibration-control-loop LOS :pointing
requirements. The hardware requirements imposad by these -constraints are.severe,
But ‘the driving requirement is for high. bandwidth--1000 .£/s for actuators and
'sensors, 200 Hz for computers--which pushes or exceeds the current state of the

art.

It was assumed that internal vibration.disturbances may be largely eliminated
during identification and that the available control acu.uator capability may then
be.used to generate test signals to aid in identification. The relative error
between delivered and commanded actuator output was assumed to be 10%, Two test
signal models ‘were examined--band-limited "white" noise at the force: (or torgue)
level, and the time derivative of this signal. Both concepts favor the Tatter

test signal, which provides greater excitation of high-frequency modes, Three

measurement noise models were considered-~band-limited white noise .at the

position, rate, or acceleration levels. Position measurements are recommended for
the baseline concept, rate measurements for the advanced.concept. All
band-limited noise sources. were approximated: by "eguivalent" white noise sources
for subsequent analyses.

Identification

The bulk of the study was devoted to examining the feasibility of identifying

-modal parameters to sufficient accuracy for control design.
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General Procedure—-Sectlon 4 examlnes ‘the general mazximum Yikelihood estimation:

(MLE) 1dent;f1cat10n ‘method, ‘which .bas’been empidyéd at Horneywell jin- 3 humber -of
aerospace*appllcatlons over-the-past~10ryears; ‘Recent -developments by Yared. (Ref.
7) .are exploxted ‘to 51mpllfy the. assessment cf ‘basic 1dent1f1catlon accuracy:
{i.e., 1dent;f1ab1l1ty analysis). Tbe general method, however, ‘has proven tg be
computationzlly impractical for thé LSS application and is hlghly susceptibleée to
perameter biases under unavoidable model mismatches between the true system and.

the identification model.

Simplified -Procedures~-A. number of simplifications to the general MLE method are

pursued 'in .fection 5. Elimination of ‘the Kalman filter associated with the ‘MLE
method is shown to.offer the greatest promise. Results using thé associated éxact
identifiability analysis software show that this.achieves a good compromise
between bias' and- stochastic erfor while yiélding enorious computational
simplification. This simplification makes the simultaneous identification of
frequency, damping, and modal influence coefficients for dozens of moée§
computationally feasible. Identification of a single mode at a time 4lso  appears
promising. Since it is restricted. .to modes for which damping ratio is small
compared to relative frequency seéparation between 'modes, it 'is ‘not suitable for
all modes (e.g., rigid-body modes and heavily damped isolator 'modes). Never=:
theless, this simplification ‘makes :the identificationh -‘of literally hundreds of

modes .a practical possibility. o

Results-~The above assumption of small damping allows andlytical solutions for
basic identification accuracy, whiéh‘are‘alsprpufgued in Section 5, Approximate
identifiability analysis software, which.evaluatés tiése solutions, provides .an
inéxpensive method: to assess approximate id:dtificatiod acgurdcy even: when the 7
small damping assumption. fails:to hold. Results show. that, achievable idéntifica-
tion accuracy is consistent with that éeguiréd%ﬁcr~c6nttbl degign. 'The .analytical
results allow a convenient freguency-domain grapnhical interpyétation, which is
useful for obtaining a rough assessment. of required identification time for
various test signal/measurement ccmbinations. These approximate identifiability
analysis results are compared against exact resulte for the two concepts in:

Section 6. Discrepancies are generally insignifigant for -all modes except
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rigid-body and heavily damped isolatdr modes, which were not identified.
identification times of 5 to 10 minutes shiould suffice for both concepts, assuming

récommended test signal/measuremert: combinatidns are employed.

Control Design

Control desiéns for the two concepts: are also presented in Section 6,

Baseline Concept--a simple controller was designed for the -baseline ILAS concept
employing réte-gyro feédback, whicb allows. the excellent "theoretical" robustness
propertiés associatéd with "positive-real" systems. Even after accounting for the
effects Of sensor/actuator dynamics, sampling: for the digital control law.
mechanization; and possible useé of rate-integrating gyros with a lead-lag
conmpensator, stability matgins should be:more than adequate. The resulting
control design, which bhas a maximum control-loop -gain-crossover frequency of

“100 r/s, farls to meet performance requirements.. Ultimate control performance
for this concept is not limited by control bandwidth but by the presence of
uncontrollable/unobservable modes.

Aévanced Concept-~A more sophisticated controlier for the advanced non-ILAS

concept was:designed using a Honeywell-developed linear-quadratic-gaussian (LQG)
baseéd method with robustness recovery (Ref. 2); Due to the nonminimum phase
nature;of structural models for the non-ILAS case, control design, is far more
difficult to accomplish and fundamental limits to control perforitance are more
apparent thati for the ILAS case. The final control design, which was based on a
24-mode (48-state) ROM, achieves a maximum.control-loop gain-croisover of ~100
r/s, but fails to meet performance requirements. The design has! been shown to be
closed~loop stable for the 84-mode truth model, but is extremely:sensitive to
additional design model uncertainty. Higher bandwidth: would improve performance,
but would require higher order control design (and identification) models: 1Its
sensitivity to model uncertainty could be improved by "tuning up" the design.
Ultimate control performance achievable for this concept, however, has not beef
explored in sufficient depth and therefore is largely unknown at this time.

Practical implementation of a 48-state, or larger, 1LQG compensator remains an open
issue.
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The (principal ‘conclusions.of this: study for ideatificatidn and control may ‘be

summarized as follows:

1T§§

Identification

o

Control

(o}

MLE identification withcut the Kalman filter achieves a good compromise
between bias and stochastic errors and yields enormous computational

savings over geéneral MLE‘idehEification.

Slmultaneous 1dent1f1catlon of all modal parameters associated with
dozens of modes is computatlonally feaslble, and achievable parameter

accuracy is consistent. with. control requirements.

Identification of one mode at a time makés identifying hundreds of modes
a practical possibility. This scheme is suboptimal only for modes in
which the usual assumption that light damping compared-to relative:

freqguency separation fails to hold.

Rough control désign and identification model regquirements can be
assessed graphically from Bode-like singular value plots of the open-loop
plant transfér functioh (i.e., number of modes, ‘number ofaparamééers,

parfameter accuracy, +idéntification time, test signals, measurement type).

Identification times of 5- to 10 minutes should suffice for the two,

control concepts-examined for the recommended test signal/measurement

-combinationg, This implies: scme 60,000 to 120,000 data samples for a: 200

Hz sample frequehcy.

However, the stability of modal parameters over time is an open issue.
Periodic re-identification and control redesign wéuld“ptobabiy be
necessary -for practical -applications. Ultimately, an adaptive

identification and control scheme would be desirablé.

Vibratidn control bandwidth requirements on the crder of 100 r/s would be

reguired to meet performance requirements for any control concept.
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o - The maximum practical bandwidth that the 84-mode ACOSS II model will
allow is 7100 r/s.. Hénce, the two control concepts examined were so

festﬁictéd,‘andﬂsgmetpekfprmange degradation must be expected..

.

o RequitédvbandWidth for control hardware~-~1000 r/s for sensors and

actuators and 200 Hz for computers--pushes or exweeds the current state
of the art.

o A,siﬁ?lenrate—gyro-feedback-coﬁtroller for the baseline concept with a

‘ maximum gain-crossover freguency of ~190 r/s provides: good stability
robusthess,:even after accounting for- sensor/actuato. dynamics, sampling,
.and possible impliementation with .attitude feedback and,a lead-lag
compensator.

“.0  Ultimate control performance achievible for this concept is not limited

‘hy controi bandwidth, but by theaﬁiesenqétqf‘pncqntrg;labie/unobservéble
modés, This same limitation applies to the other ILAS cohéepts
considered early' in the study, but should not be an inherent; limitation
with such concepts.

o) The ponminimum phase nature of structural models for thé non-ILAS case
makeswcontrol design extremely difficult to accomplish and imposes
fundamgntal limits; to control performance.

o An LQG-based control 'desidn using a 24-mode ROM, which achieves a maximum
.control-loop gain-crossover of ~100 r/s, was shown to be closed~loop
stable for the 84-mode truth model, but is extremely sensitive tn

additional design model uncertainty.

o ‘Higher control bandwidth would improve its control performance, but would

require higher -order control design and idéntificaticn models. Its
sensitivity to niodal uncertainty could bé improved somewhat by "tuning

up" the design,

o Ultimate :control performance achievable for this .concept, however, has
not been oxplored in any great detail and ‘therefore is largely unknown.
Similarly, -the-practicality of implementing a 48-state, or larger, LQG

compensator remains an open issue. Generally, some simplification of
this compensator is possible.
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Recdiimendations for further study for identification and céntrol include the

following:

Identification

o The capability to identify rigid-body modes, to evaluate stochastic
errors due to process noise, and to include test signal shaping should be

added to the exact identifiability analysis software.

o) an identification simulatiorn should be developed to back up results based
on bias and covariance analyses. It should include a h;gb-oréer truth
model, a reduced-order identification model with associated identification
software, and all relevant sensor/actuator/structural nonlinearities, test

signal/noise/disturbance shaping, sampling, etc.,

Xe) Open issues such as the effects of modal-parameter stability over time,
nonlinearities, etc. deserve attention.

o. The above identification séftware should be validated in a laboratory
5 setting by applying it to an experimental structure. This would assess
b the impact of real-world hardware limitations on actual identification
_:?g performance. The proposed Joint Optics] Structures Integrated Experiment
A . .
.Eq (JOSIE) program would provide an ideal. vehicle for such validations.
TN . . , o . )
‘}g; Ultimately, on-orbit identification should be demonstrated .in space.
v 4
',:.q control
L
gqg o More effective "control decigw tools" are needed for defining ROMs for
E;ﬁ§ control design, as are practical and less conservative representations of

associated modeling errors, particularly for the general non-ILAS case.

o Methods for sensor/actuator placement such that nonminimum phase  zeros

occur beyond the desired control bandwidth should be investigated for the

non-ILAS case,

o] Development of practical algorithms for designing contrnl laws, which

maximize robustness to modal parameter uncertainty, should be addressed.
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Methods proposed ‘for evaluating stability robustness to parameter
identification errors for a given .control design should be examihed

further.

Existing advanced control design technigues, and'anyirexinemgnéﬁ
availablé at the time of application, :should be validaved in a Yaboratory
setting by applying them to an experimental structure to:augess the
ifpact of real<world hardware limitations. Hele again, tbéi?ﬁqéogﬁﬁ
JOSIE program would provide an ideal vehicle f£6r these evaluations,

Ultimately, advanced control design -techniques should be demonsti “ted: in
spacé.
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SECTION. 2.

CONTROL-PROBLEM 'DEFINITION

This section defiﬂes the .control problem -addressed in tbe'ACOSS SIXTEEN

study. We.begin by anminlng the ACOSS II model, which defines the structure,
the control system objectlves to be met, and the dxsturbance environment to
which this control system will be subjected. Next, we examine a generic
feedback control structure appropriate for spacecraft attitude and vibration
contiol and then focus on fundamental vibration control rsquirements.

Finally, we eXamine candidate sensor an¢ -actuator placements appropriate for
vibration.control and identify the two-concepts selected for idgntificatiop

and control studies in the contract.

gy L

il g B 2
L) L
- »J'_'J'J_‘.-A..‘

BASIC CONTROL PROBLEM

ACOSS II Model

The space structure examined in this study was the ACOSS 1I Model developed by
Draper Labs (Ref. 1). As:illustrated in Figure 2-1, it consists of two basic
sections. The lower equipment section (or "dirty box") houses all control
hardware (i.e., reaction jets, control moment gyros--CMGs, cyrogenic ccolers;
-etc.) and serves as the attach point for the flexible solar panels. The upper
optical structure (or "clean box") supports the three mirrors and focal plane
of the optical mission sensor. The two sections are sgeparated by three
isolators, each of which consists of a spring and dashpot damper. These
isolators were designed to attenuate the transmission of high-frequency

(>0.5 Hz & 3.14 r/s) disturbances from the equipment section to the

optical struccure.

A finice~-element NASTRAN model of the structure was supplied to Honeywell by
Draper Labs at the start of the contract. This model consisted of six (1 to
6) rigid-body modes and 78 (7 to 84) flexible~body modes, of which six (7, 8,
11, 12, 13, and 16) correspond to the isolators., The six isolator modes

..........




TERTIARY
“'FOCAL PLANE

EQUIPMENT SECTION

11

ACOSS II Model (from Ref. 1)

Figure 2-1.




;3% assumed a damping ratio of § = 0.707 (70.7%) while the remaining 72 flexible

;ﬁ modes assumed a damping ratio of & = 0.005 (0.5%). Modal influeénce coefficients
iﬁ (or mode shapes) were defined for 99 nodes for each of the three translational and
g@ three rotational degrees of freedom. The locations of several nodes that are

§§ relevant in the following discussions are indicated in Figure 2-1. Modal

?f influence coefficients were also supplied to define optical LOS and DEFOCUS errors.
&

Control Objectives vs Disturbatices

control objectives for this study were -also adopted from the Draper study (Ref. 1)

and are summarized in Table 2-1. They assume optical LOS pointing error
specifications of

LOS,, LOS, < 1 ur (2-1)

DEFOCUS, < 500 um

TABLE Z-l1. CONTROL OBJECTIVES VS DISTURBANCES

o .Control Specifications (line of sight errors)
--LOS_,; LOS_ < i ur
X, ¥y
----DEE‘C)CUSz < 500 um
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in the face of both internal and external disturbances. We have also assumed that
the primary internal disturbance is:a sinusoidal z-axis force at node 46 in Figure
2-1, given by

F, = 400 sin Qt N (2-2)
46

which is due ‘to mechanical vibrations in the equipment section of the spacecraft,
as might be produced by cryo coolers, CMGs, and other rotating machinéry. Unlike
Ref. 1, we have assumed for this study thqt this disturbance occurs not at ‘the
single frequency = 5 Hz = 31.4 r/s, but at.some unknown frequency in the

range 10 r/s £ 9.§ 100 r/s. We have also chosen to omit a similar disturbance

that is applied to the optical structure at node 37.

The motivation for the first choice was to allow for possible disturbance
excitation at any of several mode freguencies. Another possible choice, however,
would have been to .assume a power spectral density (PSD) description, such as a
flat PSD over some frequency range. This latter choice, for example, would be
more appropriate if the dominant disturbance were due to coolant flow in the lines
rather than to discrete-frequency vibrations produced by mass unbalances in the
cryo pump itself. The disturbance at node 37 was eliminated because it appeared
to be somewhat at odds with the clean-box/dirty-box spacecraft design principle.
Bven if some disturbance does bypass the isolator, it was felt that the 200 N

amplitude  assumed by Draper was too severe to allow a practical control solution.

In addition to the primary internal disturbance, various sourcc: for external

‘disturbances-were examined--solar, gravity gradient, aerodynamic, and thermal.

Rough calculations showed that 'the largest -éxternal disturbance, solar torgue, was

bounded by
'1‘d <2gAc
where
-0 2
g = near-earth solar pressure constant = 4.5 % 10 N/m
2
A = solar-panel area ® 2 x (7 x 20) =280 m
c =

-center of pressure offset from c¢g ¥ 7,6m
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Substituting thése values giﬁé8*r6ughl§‘Ta = 0.02 N-m at frequencies of drbit
raté or less. This disturbance torque is 102 times smaller than the sinusoidal
torque of 2000 N-m induced by the primary internal disturbance force applied at a

moment -arm of 5m.

Although the effect of constant external disturbances on LOS pointing errors is
negligible cver the short term, it will ultimately dominate the effect of

sinusoidal internal disturbances over the long term,, that is, for periods greater

than
T. -
w8 L\Lh i e 1 V30105 =14 sec (2-3)
crit Wy Tq 31.4
since W . 4 /T ., is well below the frequency of the ‘first flexible mode
crit crit

(w7 = 1 r/s), external disturbances are critical only f£or control and
identification of rigid-body modes.

Disturbance to LOS Transmissions

To illustrate.the‘severity of the control ﬁ;ob;em, frequency responses for the-
transmissions from a z-axis force disturbaace at node 46 to LOS%, Losyp and
DEFOCUS,, are shown in Figurés 2-2a through 2-2c. Mode numbers associated with
all sigpiéicant f£lexure modes are indicated on each of these plots. Note that
modes 1 to 6 corresponding to the rigid body are not indicated, nor are modes 77
toc 84, which occur above g - 1000 r/s. Damping ratio for the isolator modes,
which are indicated by an x over the mode number, was taken to be § = 0.005

for most of the freguency-response plots in this section in order to show the
location of mode frequencies. For the prescribed damping of { = 0.707 these

medes are nearly "invisible," and can usually be neglected.
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Figure 2-2a. Disturbance to LOSy Transmission: Open-Loop
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Figure 2-2b. Disturbance to LOSy Transmission: Open-Loop

% D e R 5

T

15

o nkiu

O

N e il al e

"a

P iy

1 & &

R

s
' i g




5 e
LEY)
P

PRty
e
e by

o
Lttt A

A

TRANSMISSION -FROM. INPUT FZ46 T0 -OUTRUT DEFOCUSZ’

7N\
) S @ i %
— e ——— _‘_‘.__.g__@___._.@,____..,-.«_ —d
4 x| ® x L &l @ DEFOCUSgpe /400
<: @ ; @ ‘ A .
-150 - = AR
M ] : A
A 1 : : ‘
G - : S U .
oo |
-200 —
T t
U T '
D -
E
d -
b ~-250 7
- ' X * ISOLATOR MOOES
] (¢ = 0.005 FOR PLOT)
-399 P 'l { LR ARALI I ¥ "“.""' O J Fryvsn L LR ARAL
te-! 18 182 193

FREQUENCY (rad/sec)

Figure 2-2c. Disturbance to DEFOCUS, Transmission: Open-Loop

Also shown in these figures are the appropriate specifications on LOS and DEFOCUS
errors, normalized by the assumed 400 N inteérnal disturbance force level., Note
‘that the DEFOCUS specification is met even without active control for all
disturbance frequencies Q > 0. Neither LOS specification is met open-loop in

the critical frequency range, 10 r/s < Q.i 100 r/s, except at certain zeros of
the transfer functions., The worst-case specification violation is = 70 dB at

mode 21 for Losy. Thus the LOS control problem is a difficult one.
FEEDBACK CONTROL SOLUTION

Overall Control Structure

A suitable feedback control ‘structure for controlling LOS is illustrated in Figure
2-3. It consists-of two multivariable feedback control loops. The outer loop
feeds back sensed or inferred LOS through the primary CMG actuators. This is a

low-bandwidth loop designed to maintain the LOS within pointing specifications in
the face of low-frequency external disturbances--primarily solar, gravity

gradient, aerodynamic, and thermal.

16
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The inner loop in Figure 2-3 Es & higb-bandwidth loop-designed to attenuate LOS
errors due to high-ffeqqenéy internadl disturbanceg~<forces; and’ ccrques caused by
rotating and vibrating ‘machinery in the'equipﬁeﬁtuséﬁtigp¢"-Seﬁsdés ana
actuators for this loop must have'much higher -bandwidth than those ﬁg?‘tyé guter
LOS loop.. But low-frequency accuracy of thése instruments. i$-not-critical sihce
the vibration controlléer may be designed to bigh-pass- low frequenciés where the
LOS controller operates. The primary CMG actuators may serve also as the
vibration control actuators if bandwidth is sufficient for control.

.

Control design for the outer LOS 1oop may be accomplished based on simple
rigid-body models-of the séécecrafi and isﬂdot of primary concern for :this
study. Rather, we cbb@éntrate bere on the inner vibration control loop, which
calls for more sophisticated models, contivol hardware, and control Qesign

technigues.

Based on LOS pointing accuracy requirements and the disturbance environment,
rough order-of-mégnitudé reguirements for vibration-control=-loop sensors and
actuators may now be established. To meet pointing accuracy requirements,
sensors must have feéolutions of at least 1 yr for angular measurements or

1 um for position measuréments, assuming the smallest spacecraft dimensiong
that affect angular:éréogs are on the order of lm. To accommodate
disturbances, actuators must be capable éf delivﬁging forqes of at least 400 N
or -torques of at least 2000 N-m, assuming they are mounted on the eguipment
section., Smaller actuators might well suffice if'éhey were mounted on the
optical structure to take advantage of the isolator's natural attenuation of
internal disturbances. It was further assumed that the' force. or torague
delivered by actuators could be resolved to within 16% of the commanded level.
We note finally that these resolutions must hold over the frequency bandpass of

the vibration control loop.

Vibration Control Fundamentals

As illustrated in Figure 2-3, active vibration control regquires the placement of
sensors and actuators on the structure to form the inner feedback loop. The

function of this loop is to remove vibration energy due to high-frequency

13
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‘disturbances from the Structure and thereby permit a simpler low-bandwidth control
loop to point the LOS. The control design objective, then, is to reduce the LOS

to disturbance transmission at high frequencies using a feedback control law cof
the form '

u = -K(s)y (2=4)
‘Neglecting sensor and actuator dynamids, this cliosed-loop transmission is given by

-] X
) 4 I - - ‘l &y
L SCL Sa quK(I + GyuK) Gyd d (2=5)

‘This expression:may be further simplified by. assuming a modal expansion for each
element .of G, that is,

00
R S T . s Ceax
qu = iz--l gispibqi p=2%,y;: g=4d,u (2~6a)

where’qq. and c_. are modal (position) input and oqtput influence coefficients

lth
for the i~ mode and

gi(s) = 5 1 ) (2-6b)
: s“ + 2Z.0.8 + W, ‘
11 1

s . ‘e . th
is a scalar transfer function describing the dynamic ‘characteristics of the i

mode where, w; and (4] denote modal frequency and damping., When these

‘o . .th
transfer functions are dominated by the i mode near the resonance freguency

b,
C_{l

- ~
-

s ~ ] s T 1
bpq %;cpi s = ju; (2-6a)

then closed~loop LOS to disturbance transmission may be approximated by (using the
Matrix Inversion Lemma)

. T T T =l T
LOSCL = [éiclibdi - gicﬁibuiK(I + gicyibuiK) gicyibd;] d (2-7a)
1
= LOS
T oL
L+ g5byiK Gy
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g - 7 AR : (2-7b)

¢
5.

is the open-=loop LOS:'response to discurbance.

AR

] 8
Pt LG

[N

Loop-Gain Requirements

't

SURC N K e v By

)

<

¢ . ~ -

This simple equation: shows that LOS: response to disturbance rear each structural
resonance is attenuated by the:action of a scalar feedback lcop with loop transfer

function

(4]

L2

b = 3 T« - G E 19 -
21(5) = 91’(.5) bu:I.K(S) CYi 1= ]‘12: s (2 8)

To meet LOS pointing specifications in the face of disturbances, our design

objective for vibration contrfol is then -to choose K(jw) so that

;flisz,i*(;jm)lm !1 ¥ *E{'(jwi‘l > 'LOSOL'(i@);l/Pstpec T 2-9)

near mode frequencies within the passband of the disturbance. For stability, we
réquire that the .phase anglqlqg‘zi}jwy be maintained in a limited range:
whéneéver the magnitude of‘zi(jm) crusses over from large values ([Q] > 1)

to $mall values (I%| < 1) ‘(i.e., phase stabili -ation), 1If Izi(ijl

néver exceéds unity, on the. other baud, phase may remain arbitrary (i.e., gain

stabilization). 'Since little atteiication of disturbances occuts in the latter

o it
el

case, phase stabilization is unavoidable at critical modes for effective vikttation
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Sidestepping the stability issue for now, it is clear that good disturbance
attenuation at the ith mode can be achieved if K(jw) for fraquencies near

= wi is chosen so that:
1. 1Its magnitude is large,

2, Its direction serves to align the vectors bui and PR(K i) (or

c
b4
equivalently Cyj and PR(KTbui)), where PR(.) denotes the
projection of @ vsector in the complex vectors space c” onto the real

n ‘
vector space R, arnd

20
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3. The phase aﬁgle of %;(jw) is close to zero so as to maximize
11+ 2510, '

These attributes can be'acbieVed using an ideal control structure of the form (for

s = jwi) s
Ve bt /b £ b, 4 (2-10a)
k(s) A $481043%4 wi] |vi yi ui
ki{s) 1 cyi = bui (2-10b)

where k(s) is a scalar transfer function chosen such thas/gi(jupk(ju» = 0

for w = w;. The second case (2-10b) assumes identical location of actuators

and sensors (ILAS). More general stateéments for condition 2 will allow more
general control structures, but are unnecessary for our purposes. By substitution
of (2-10a) into {2-8) it is easily shown that

Jra@ | = fs @] [eeor] foyy] [ou (2-11)
sl ol ol foe
3<91(S)°yib§1> E(k‘(s)buic';i/ Ibuil |cyi,|>

0(Gy (s)) O(K(s))

'}

[14

where

al

() 4 max IAxlz = \/max{kk(A*A)} ’ {2-12)
lxlzsl k
A . *
g (A) - min Ax}l,. = min{g (A A)}
e e \frins,

define, respectively, the maximum and minimum singular values of the matrix A.

These quantities represent the maximum and minimum amplification of the unit

vector x by the matrix A, as measured by the Buclidean norm, t°l2.
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Given vibration“control loop gain requirements imposed by equation (2-9) and the
LOS to disturbance transmissions of Figures 2-2, eqdafion (2=11) .allows us to
directly relate these requirements to Bode-like plots of the singular values of
the transfer function matrix Gyuﬂs) for various input/output pairs. Tbus fer
the worst-case operi~-lodp specification violation of ~70 @B at mode 21,
c(qyu(jmr}‘must exceed ‘the~effective 0-dB- line By ~70 dB. Thus rough

bandwidth requiréments for vibration .control may ‘be -established graphically..

It should be recognlzed that these analyses are tecbnlcally 'valid only over a
limited range for control galn. Although disturbance to LOS. trdnsmlsszons is
attenuated at the mode £requenc1es of controllable/observable modes, ‘for
sufflceenFly high gain the exact expression (2-5) gives (assum1qg the .appropriate

inverses exist)

. 1y oL V i
LOSzy,. * [I 0uCyuCyd R,d] LOSC C ~

for all frequencies except near uncontrollable or .unobservable modes. ‘Thus
disturbance to LOS transmissicas mneed not be attenuated, and may in faci e

-amplified, at fréquenqies*away from the mode‘frequency.aunless G and

yu = Gy

= Q- ble to
G sz or G yd .and qu ng For this reason,, it is desirable to place

yd YU
actuators near the source of the dlsturbance, or to usé sensors whose measurements
closely approximate the LOS, or both., To the extent that these desirable features
are unachievable, potenti%l vibration control performahce is latgeély limited to

damping of controllable/observable modes.
SENSOR/ACTUATOR PLACEMENT FOR VIBRATION CONTROL

Given the primary set ¢ actuators for the low-bandwidth LOS control loop, we now
examine candidate se:..r/actuator placements for vibration control. In view of
equation (2-9) it is' clear that sensors should be placed to maximize the

observability (i.e., maximize lcyil) of modes that are critical to the LOS

in the critical frequency band .of the disturbance. Similarly, actuators should be

placed to maximize controllability (i.e., maximize Ibuil) ot modes excited

by the disturbance.

22
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Generally, strong controllability favors placing actuators on the (rigid)
equipment section néar the soutce of the primary disturbance, while ‘strong
Qbservability favors distributing sensors about the (flexible) optical structure
near ncdes. that strongly affect LOS. On ﬁhe other hand, control design and
implementation favor identical location of actuators and sensors (ILAS) for which

simple control laws suffice and robustness to model uncertainty is large. Thus,
there are tradeoffs to be made.

Candidate Concepts

A number of candidate sensor,actuator placement concepts are identified ih

Table 2-2, along with advantages and disadvantages of each, Each concept is

discussed in greater defail below. In all cases, Bode magnitude and phase plots

are presented for selected input/output pairs (usually diagonal elements of the
transfer function matrix G(jw)). These plots are followed by a Bode-like plot
of the singular values of G(jw),, which bound the gain of G(jw).

Concept l: Accelerometers and Shakers at Node 46--Concept 1 in Table 2-2 is an

ILAS concept using translational-motion sensors and actuators located at the
source of the disturbance, node 46, Note that ILAS concepts require that both
sensors and actuators sense and actuate either translational motion, rotational
motion, or scme linear combination of the two. Although a siugle actuator that
supplies a z-axis force at node 46 wwuld, in theory, suffice for the assumed
disturbance, actuators in three axes allow for the moreé realistic case in which
disturbances are not confined to & single axis, Clearly, reaction jets are
inappropriate for the high-frequency, continuous operation required for vibration
control., Proof-mass thrusters or shakers, however, are ideally suited here since

their mass-stroke product can be sized to absorb ogcillatory disturbances.

Accelerometers in three axes also located at node 46 provide a suitable sensor
complement to measure translational motion at this node. Bode loop transmission

from force inputs to peisition outputs at node 46 are shown in Figure 2-4., Only

the diagonal elements Of the symmetric 3 x 3 matrix transfer function are shown
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TRQNSHIS?ION FROM INPUT FX46 TO OUTPUT PO3KX46
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TRANSMISSION FROM INPUT F246

TO OUTPUT POS246
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since-offrdiagonai elgments, while ﬁonze:o“ convey no additional information.

Note that phase plots, for the. ILAS case are confined to the range -180 deg < ¢ <
0 deg. Singular value plots that bound the magnitude of the: transfer function
matrix are shown in Figuéé 2;5, ‘While ail plots shown here are for position
output, those for velocity (acceleration) -dutput differ only by the addition of
+20 dB/decade '(+40 dB/decade). to the maguitgdé,and +90 deg (+180 deg) to the phase
of G(jw).

The most obvious disadvanéége of this concept is that not all critical modes are
strongly controllable géd observable from node 46. Mode 21, for example, is
critical te LOSy performance, but appears in none of the transmission of Figures
2-4 or 2-5 and hence will not be attenuated by the vibration controller. This
occurs because the influence coefficient for mode 21 is small at node 46,

(10, ] = 10—3).while that at the LOS is large (|c,i| = 10-2). Thus the
conitrollability/observability product is small (fb,,|” = 107 ) for tfahsmissicns from
node 46 to node 46, but of muderate size (1921|Jb21|-= 10'5) for transmissions fiom
node. 46 to the LOS. Similar comments apply for modes 30, 35, 37, and 38, As
indicated in Figure 2-4, loop gain requirements imposed. by modes 24 and 36 imply a
control gain requirement of k = 145 dé’with loop crossover around w = 600 r/s.

Another disadvantage of this concept is strong.coupling between axes and between
rotational and translational modes. Modes .15, 23, and 33, in particulac, are
strongly coupled between at least two axes. This cqupling increases the order of
the model necessary :for control design, Negleccing. isolatcr modes, a multi-input,
nulti-output (MIMO) control design with three, four, and seven flexible modes for

the x; y, and z axes, respectively, would most likely be necessary to achieve a
reasonaile fit with the truth model,

Concept 2: Accelerometers and Shakers at Nodes 42z, 43z, and 42x--Concept 2 in

Table 2-2 alleviates coupling between axes. of concept 1 to some extent by moving
accelerometers and shakers to nodes 42 and 43, which lie in the y-z and x-z
planes, respectively, Bode loop transmissions from force inputs to position

outputs for diagonal elements shown in Figure 2-6 indicate scmewhat less coupling
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than before. Only mode 7 is strongly coupled between two axes. Even so, a MIMO
control design model with -four, five, and three flexible modes for the three axes,
respéctively, would most likely be necessary. Here again, modes 21, 30, 3%, 37,
and 38 are absent in all transmissions and 'hence will not be attenuated by the
vibration controller. Aas is evident from Figure 2-7, control gain requirements of

~180 dB imply a control loop crossover beyond 1000 r/s. Thus, this concept
offers little if any advantage cover concept 1.

Concept 3: Gyros and CMGs at Node 44--Concept 3 is another ILAS concept that uses

rotational-motion sensors and actuators located at the center of the equipment
section. This choice produces essentially uncoupled dynamics between axes and

little excitation of translational modes. Bode loop transmissions from force

\ inputs to attitude outputs at node 44 for diagonal elements shown in Figure 2-8
é%} indicate that three single-input, single-output (SISO) design models with four,
%&; three, and three flexible modes for the x, y, and z axes, respectively, would give
52: a nearly perfect fit with the truth model. Once again, however, modes 21, 30, 35,
;3 37, and 38 fail to appear in any of these transmissions and hence will not be

gﬂ attenuated by the vibration controller. This concept offers essentially the same

a'_
vy

x

vibration control performance potential as concept 1 bécause z-axis disturbance at

N3
e e oW
O I

i
2ot tal

node 46 can be decomposed into torques about the x and y axes, and a negligible
force along the z axis at node 44. Figure 2-9 shows that control gain

requirements of ~165 dB imposed by modes 24 and 36 imply a loop crossover beyond
300 r/s.

Two fundamental limitations with this concept are a serious lack of contral torque

SR capability to handle disturbance torques of Tgq = (5m) (400 N) = 2000 N-m and

E% the need for very high bandwidth CMGs. Bandwidth requirements of roughly w =

ﬁi 1000 r/s are necessary to control vibrations out to 100 r/s in order to ensure
;" adequate control loop rolloff. Similar bandwidth requirements, of course, apply-
T s , ,

%; to vibration control sensors and actuators for all ccncepts. These requirements
st

ik eliminate CMGs as practical vibration control actuator..

5

i

-

Eﬁ Concept 4: Gyros and Paired Shakers at Node 44--The above torque and bandwidth
éﬁ requirements, however, could conceivably be met using three pairs of shakers

3|

%g mounted symmetrically abcut node 44 on the equipment section to prodvie net

) torgues avbout =2ach axis., Concept 4, then, is just a practical means of
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implementing. concept 3. Should, as is likely; sensor bandwidth requirements

prove impossible to meet with gyros, a similar scheme using paired.

accelerometers, which have greater bandwidth capabilities than gyros, could be

used 'to sénSe angular accelerations and thereby eliminate the gyros. . In any

case the basic loop transmission characteristics of Figures 2-8 and 2-9 still

apply, subject to obvious w-or wz corrections to produce angular rate or

acceleration outputs. '

Concept 5: Accelerometers at .Node 1l and Paired Shakers at Node 44-~Concept §
is the first '(and only) non-ILAS concept. It uses paired shakers to produce

torques on the equipment section and accelerometers on the optical structure.
The accelerometers were placed at node 1l near the focal plane since all modes
critical to LOS pointing are observable from this node. Bode loop
transmissions for the three torqgue inputs to z-position output in Figure 2-10

show that all critical modes are controllable and observable. In practice, x-

and y-axis acceleroileters would also be included to complete the triad.

sl Ay

I ek
“ndw
aat S

"

Since this is a non-ILAS concept, phase for the three loop transmissions of
Figure 2-10 is no longer confined to the range -180 deg < ¢ < 0 deg. Thus,
control design for this concept is considerably more difficult and requires.a
more accurate model than for the ILAS concepts. This places more stringent
requireménts on the control design model. The stronger coupling between axes
further increases model complexity. Neglecting isolator modes, some 21
flexible modes below 100 r/s appear in Figure 2-l1l, many of which would likely
be required for this model. Figure 2-11 shows that control gain requirements
of 7200 dB imply a loop crossover beyond 200 r/s.

Concept 6: Accelerometers and Shakers at Node ll--The last concept in Table

2-2 uses three-axis accelerometers and shakers, all mounted on. the optical

1
A
3

AR A
<

structure at node 11. Bode loop transmissions 'for diagonal elements in Figure

LI

b
e,

2-12 show at least eight flexible modes below 100 r/s that are significant.

”
o fsi®
i F

'1
PERFURFLN

Six £lexible modes above 100 r/s also appear critical for control, Some modes

critical to LOS performance, however, such as modes 22, 24, and 29, are absent

qu:,.‘f-? e
el

and hence will not be attenuated by the vibration control loop. A significant
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. TRANSMISSION. FROM INPUT Tv44 TO OUTPUT POS21t
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TRANSHISSION FROM INPUT FX11t TO QUTPUT POSX1it
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”i'aﬁﬁaﬁgaéé‘dﬁ‘fbis cohcépt is that actuators.mted on the optical structure
' xﬁeéﬁ@ge c§ﬁé§ﬁérébig‘less control authotity to attenuate disturbances at the LOS
( éban‘WHég they aré mounted -bn the equipment sectiun, since much of the work is
aCcpmpIisheqwbyf;hg’pagsive‘isdlétbr. Thus it is conceivable that careful
placemént of additional -Sensors and actuators conld make this concept viable. As
evident from Figure 2-13; control gain tequirements: of ~165 dB imply a loop
crossover' beyond 500 t/s.

Concept_Selection -

Beégusg«sgme critical.modes are not both controllable and observable, none of the
ILAS concepts of Table 2-2'-are suitable for disturbande attenuation over the
entire disturbance fréquency randge 10 r/s < Q < 100 r/s. Rather, most are
limited to a frequency range of about 15 r/s < .< 50 r/s. Nevertheless, -the
simplicity of control and identification for. the ILAS case: favored the selection
of -one of -these concepts for identifiability and -control analySésAstudies}~‘Of the
1LAS concepts, concept 4 was selected as the baseline concept due to its lagck of
inter-axis coupling, its relatively small control ‘bandwidth reguirements, and. its
potential for simple low-order control design model representations. Concept 5,

AR

.
NI T MITUTNYARY N R T T T T R TG N T Y e iy T T T e e

on -the other hand; was Selected as the advanced concept because it was the only
concépt examined that could, in theory, meét control requirements over the entire
disturbance frequency passband. Moreover, it -offered a  significant practical

challenge to-our identification and control design capabilities.

It should be observed that .all of thé vibration control concepts examined,

*

-

including the two selected for further analyses, call for control loop gain

WS A

Y crossover frequencies in excess.of w = 100 r/s. It is generally recognized, i
however, that finite-element mdaeis are unreliable for freqguencies beyond those of ;
the first half of the modes included in the model. Thus the ACOSS II model, and ‘E
heace the frequency responses prisented in this section, are probably good out to gﬂ
frequgncies no larger than @ = %00 r/s. Good engineering judgment, therefore, gj
é dictates that we must relax control requirements somewhat to ensure that loop *%
: gains do not exceed one for frequencies above 100 r/s, and accept the fact that 2
stringent pointing specifications in the face of severe disturbance levels call :§
for more reliable models, Even this control design philosophy pushes the validity Eé

+ 3
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of the ACOSS II Model in that certain high-frequency modes above 100 r/s are
clearly unaccounted for, even in the 84-mcde finite-element approximation. The
true vehicle, for example, would almost certainly contain several solar panel
modes above 100 r/s if a finer finite-element approximation were used for the
solar array. Even for these relaxed requirements, bandwid*h for all control

hardware-~-sensors, actuators, computers, etc.--must be nearly 1000 r/s to ensure
phase stability throughout the control-loop gain crossover region.
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SECTION 3

AL

A

kg

IDENTIFICATION PROBLEM DEFINITION >

o
3=
H

This section deﬁineé the identification problem.addressed in the ACOSS SIXTEEN

study.. We begin- by exaﬁinidg model rgqq;remeﬁﬁs imposed by coﬁt;ol requirements.

Using Honeywell-developed methods for assessing. stability and performance

robustness to plant uncertainty for multivariable systems, we develop criteria for ;
defining reduced-order ‘models (ROMs) for.‘control design and modal-parameter

accuracy ‘reguitements;for modes that are retained in this model. The resulting

stringent accuracy requirements show that identification is in general virtually
unavoidable for vibration control. Next we éxamine the identification problen, {
establishing ground rules and specific requirements £6r the ‘two selected

identification and control concepts. Finally we address ‘the subjects of test

signal selection and measurement noise definition -for identification studies,

These results along with other hardwére requirements for identification and

control atre -summarized for the two concepts.
CONTROL REQUIREMENTS DRIVE IDENTIFICATION

In Section 2 we examined a generic two-MIMO-lovp feedbac's control structure
suitable for both low-freqguency atcitude and ‘high-frequency vibration contiol. We
then focused on the inner vibration ¢ontrol loop and examined control performance
‘fequirements imposed by LOS pointing specifications in the face of disturbances.
We now re-examine this inner loop, which we have rvedrawn in the .standard MIMO forwm
of Figure 3-1, from the brozder perspective of performince and stability.. Here c
denotes the command inputs, u the input to the structure together with the sensors
and actuators, G(s), y the output, and e the error input to-the controller K(s).

In addition, w denotes the disturbances, v the sensor measurement error, and p(s)
a possibig command shaping network. Regardless of the technique uded to generate

the feedback law, the fundamental requirements for control, model fidelity, anc

sensors and actuators are most easily specified in the frequency domain.
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Figure 3-1. Standard Feedback Configuration

control Requirements

Given the control objentive and.appropriate descriptions for the disturbance
environment: and desired response té commands, -control reguiremepis may typically ¢
be specified for three frequency regions. These are illustrated on a Nyguist plot

for the SISQ case in Figure 3-2, Magnitudes of scalar guantities in the SIS0 case

are ‘replaced by maximum and minimum singular values (Eﬂand‘g) of matrix:

quantities in the MIMO case.

Low Frequency--at low frequencies, control requirements are dominated by

performance constraints of the form

O(T +-GK(IW)) £ g(GK(jw)) > RW) Wy <w<w (3D

where (wo,wl) defines the passband of the disturbance and/or command-input

spectra and R relates these characteristics to control accuracy specifications.
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w‘-w?

GK(jw)

A MUST KNOW 80TH GAIN
AND PHASE OF Gljcw)
NEAR CROSSOVER

Figure 3-2. Control.Design Requirements Drive Identification:
Typical Control problem

This ls a MIMO generalization, familiar to classical control engineers, of the
requirement for high loop-gain at low frequencies to achieve performance. In most
applications Wy is taken to be zeros; for the vibration control .problem it is

not since very low frequency disturbances are controlled by the outer vibration:

control loop.

Mid Frequency-~at mid frequencies, control requirements are dictated largely by
staoility robustness constraints of the form

O(I + GK(jw)) > r, Wy <0< Wy (3-2)

where 0 < r < 1, This is a MIMO generalization of the classical control
requirement to avoid the critical point. Egquation (3-2) ensures "adeguate"
stability margins to gain and phase variation uncertainties in the plant G(jw) .
In most applications R(w) >> 1 2 r for wo <w<«< W, so that (3-2) is

automatically satisfied for low freguencies, Here we may take QE Z,wl.

52

e

e T T

T

g T RTETIY




af
R
olala e

LI

et
A
LR

¥
Py

o
s
«
o ———

ke
> 4
et

3 :‘) %

O

-
=5
s

-~
PR
L

g

Loelen

i
£ )

- =l e
s
-

Pr
r" .
it

S E

-

Y
O
v .

- — A

TIET

T
Ml
PRV S

. v A W e
Toaa aad DV

T
DL S

TR
o e, -
PRI —ata A

. e
AT
e

Hadl
N

4

For the vibration control problem, however, R(w) must be large only for
frequencies near poles (or mode frequehqies u&) and may well appioach zero
near zeros of the disturbance to LOS transmissicns. Thus, low-frequency
performance constraints and mid-<frequency stability robustness constraints

overlap. For all practical purposes we may assume that Wy = Wye

High Frequency--At high freguencies, control requirements are again dictated by

stability robustness constraints of the form
O(GK(jw)) <1 - r, W > Wy (3-3)

This is a MIMO generalization of the classical requirement for small loop-gain at
high frequency. Equation (3-3) ensures gain stability in the face of phase
variations, which invariably exceed +180 deg at high frequencies in any practical
system,

Model Requirements

From the above discussion, and Figure 3-Z in particular, it is clear that detailed
knowledge of plant characteristics is unnecessary for either the low (w < wz)

or high (w > W) frequency regions. Here simple magnitude, or norm, bounds on

G (jw) are usually sufficient to ensure that closed-loop performance and stability
constraints are met.* It is only for the mid-frequency region (w2 fw< w3) that
more detailed knowledge of both gain and phase for G(jw) is necessary to ensure
closed-loop stability. This critical mid-frequency band is illustrated, for
example, on a Bode plot for a hypothetical SISO flexible loop-transfer-function
magnitude, IGK(jw)!, shown in Figure 3-3, where seven flexible modes fall

within this region. A suitable model for design of a controller for the
corresponding open-loop transfer function G(jw), illustrated in Figure 3-4,

would require no more than seven flexible modes plus the rigid-body mode.

*Phere are two important exceptions to this rule--open-loop unstable systems and

nonminimum phase systems--which are characterized by right half-plane poles anc
zeros, respectively. The first is not relevant for spacecraft applications but
the second is.
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Control Requirements Drive Identification:
Vibration Control problem
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Stability and Performance Robustness--These arguments, however, only establish

upper bounds on model complexity, Lower bounds, unfortunately, are not as easily
established in general. Ultimately, they depend on specific characteristics of
both the structure and controller in question. To be more specific about model

requirements, we consider the following problem in multivariable robustness,

MIMO Robustness Problem: Let G(s) be the true system to be controlled, let
G, (s) bé a model for the true system, and let AG(s) = ¢G(s) - Gy (8)

define the error hetween them. Given a controller Ko(s), for which ‘the
model closed-loop system

-1 -1
To 8 GKo(X + GK)) ~ G (I +KG) K, (3-4a)

is stable and meets performance requirements, under what conditions does the
true closed-loop system

-1 : -1
T =G K (I +GK)) = AG(I+KG) K (3-4b)

remain stable and meet performance requirements?

This problem has been examined by many investigators (Ref. 2,3,4). The most
useful results are due to Doyle and Stein (Ref., 2), ~. derive sufficient
conditions for robustness to model uncertainty stazting from the Multivariable
Nyqguist Theorem. Assuming locps are brokel- <t the output (y), the conditions for
stability robustness may take either of -j0 forms:

L (w) A OAGK (jw)] < O[T + G & ‘il w2 0 (3-5a)

or
- ) -} *
Pt 4 0|86Ko(5u) (GoKotin)) (3-5b)

<g [1 + (Goxo(jw))-]]= 1/G [coxo(x + Goxo)'J‘], w>0

*In most applications, the multiplicative perturbation in G, is defined via
G(s) 4 (I + L(s)) Go(s) so that the lefthand side of (3-5b) becomes
m(w) 4 o(L(jw) .
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That for. performance robustness is given by,

GHIGK, (Bu)] > R@ /(L = 4 w)), 0 Sw L, % (1) < T (3-6)

These conditions provide practical means for testing, robustness. The lefthand
sides of stability conditions (3-5a) and (3-5b), respectively,. define measures of
so-called additive and multiplicative uncertainty for G,s while the righthand
sides .define lower bounds for .the return difference and inverse return

difference. The latter is also the inverse magnitude of the model closed-loop
transfer function (T,). Good control loop design demands that the inverse

return difference be approximately equal to 1 for low frequencies, much greater
than 1 at high frequencies, and only slightly less than 1 for mid frequencies near
control-loop gain crossover. Performance condition (3-6) differs from (3=1) in
that the righthand side is divided by 1 - Zm(m) to: account for model

uncertainty. Note that performance constraints can only be met for frequencies in
which 2m(w) <1,

Stability conditions (3-5) are particularly well suited to so-called unstructured
uncertainty, for which only an additive or multiplicative bound &(w) is

known. For structured uncertainties of the type we shall consider shortly, these
conditions can be very conservative because they represent sufficient conditions
only. That is, they fail to hold and thereby predict potential instabilities
where none actually exfst. Less cdnservative conditions for closed-loop stability
in this case may be derived directly from a related, but. stronger, stability

condition (Ref. 3,4) originally used to prove (3-5a), that is,
det [I + G, (jw) K (jw) + €AG(jw) K, (Jw)y] #0 (3-7)

for all w> 0 and 0 < € < 1. Condition (3-7) is sometimes also stated in
dither of two other equivalent forms--as a condition for nonsingularity of the

matrix [°*], or as a singular-value inequality, o[*} > 0.
For the space structure application, the true system can be represented by an

infinite~dimensional transfer function of the form

X

d A+t T
PEERCE £ 9o - (3-8a)

Hne>
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.~ . -Where

L

1 R
e 1= 102'\oou“
; 2 ' (3-8b)
+ zgiwis + wi

g.(s) 2 =
°i léz
Here (W aﬂdlci‘denqte‘ﬁyequqncy and: damping ratio for the i~ mode while

bi éﬁd‘ci'déhbtg'input and outpat inﬁlueqce.coefficient vectors, Suppose now

that.a finite-dimen§ional n-mode model fof the- true system is given by

PAAPTYS 2o A

A DR n 1

s G As) = Z G, (s =Z 9,4 (8) 400 (3-9a)
i <1 i=l

v where

p

= 1 .

32‘ g . (s) = - - 2 1= l,2,...,n (3-9b)
i o1 s + 20 .W_.S +

oioi Yoi

Then the error between the true system and the model is given by

AG (s) QG(S) - Go(s) (3-10a)
n ©
4 Z_ AGi(s) + Z G; (s)
i=1 i=n+l

The first term represents the error in the retained modes; the second represents
. .th
the error due to neglected modes. To first order, the ervor due to the i

retained mode is given by the linearized expression

2 2 T
AG, (s) -—A--—g .(Aw. + sA?.C.w.>c b, (3~-10b)
i oi\ 1 i1/ oioi 8

2 T T .
3 + goiGoiAbi +begboy t<n
'\nx‘ /
- where A(*) denote errors between the true and model parameters. We now
EQ examine the impact of eacn of the two classes of errors identified abkove.
&
. Model Errors Due to Neglected Modes--Assuming for the moment that errors due to
% retained modes in G,(s) are zero, that G, and Ko are both square and
ﬁ nonsingular (i.e., 4; =0, i < n), and that
i
3 57
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AG = G, =G, ég c.br , . (3-10a)

. i i LAt Tt 1
i=n+l )

th
at ‘the mode frequency wy for the i  mode, conditions (3-5) for closed-loop

stability in ‘the face of errors due to ﬁéglected modes reduce to the following:

T < gt S W01 (3=
za(“»~ Kd(Jq»biI ot + GOKb(JmY] (3-11a)

Cc,

Igi(J‘”)l; i

. S |
<_g[1f (GOKO(;w)') :' (3~11b)

=T
.Q.m((n) GO (Jw) bi

. i
l‘-‘i““”l A

Conditions (3-11) provide a ‘practical means for testing stability robustness to
neglected modes. The former is best suited for mode frequencies above crossover,
while the latter is best suited for mode frequencies below crossover because the
rightband sides approach 1 in this cése. Modes that satisfy either condition may
safely be neglected in the model for Go without compromising closed-loop
stability. Modes that fail to satisfy either condition should be .retained in the
model. Analogous stability conditions for loops broken at the input (u) may be
obtained from (3~1l) by interchanging the roles of bi and c; and replacing

Go with Gg and Ko with Kg. Unfortunately, few modes will satisfy

these conditions,

Somewhat stronger stability results can, however, be obtained directly from (3-7)

as follows:

— o
detLI + G K+ egicibixo] 0 (3-12a)
< det|I + bYR (I + G K}t 0 (3-12b)
e €933 o( oKo) 7
1 + edtb.K (I+GK) Yo, #0
> €d 0K, ( ofo) Gy : (3-12¢)
<—p 9.bT% (I + 6K yle, # ¢t (3-12d)
i“i’o 00 i
e T -1/ S |\ W -1
2O
vt
ol
-
| 5
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"~ for w>'0 and 0 < € < 1. These five conditions are all equivalent. Condition

(3-12b) follows from the fact that I + G K, is nonsingular, while (3-12c)
‘follows from, the standard determinant identity,
dét(l + cb’] # 1 + b'c (3~13)

The fourth condition is obvioqg.' Condition. (3-12e) assumes that Go and’Kd are
both square and nonsingular. When these conditions fail to hold“G;} can be
K

replaced by its- pseudo-inverse, G° = (cho)-ng’ provided Gy and K, are of

full rank. It is easily shown using the identity

lyTax! < lyliaxi < 1x11yiG(a) (3-14)

and minor manipulation that condition (3-12d) is implied by (3~lla), while (3-12¢)
is implied by (3-1lb). Thus, conditions (3-12d) and (3-1l2e) are stronger (or less
conservative) conditions for stability. Unfortunately, it is impossible to apply
them unless the controller is explicitly defined. Thus conditions (3-11) are to

be preferred for frequencies near control-loop gain cgossoven;
For frequencies well after and well before crossover we have, respectively,

I+ GoKo =1, w >> Wy (3~15a)

=1
I+ (GK) ~ =1, w << W, (3-15b)
so that (3-12d) and (3-12e) reduce to

L -1
g, (jw) biKb(Jw),Si A-€ , 0<e

A

1, w > w, (3-16a)

L ) -1
g;(JwbiG = (Jwe; # -€ 7, 0<eg

A

l, w<< wc (3-16b)

These last conditions are the strongest (or least conservative) ones available for

-defining ROMs for identification and control in the' frequency ranges indicated.

Unfortunately both condition (3-16a) and its singular wvalue version (3-lla) depend
explicitly on the controller Ko(jw). Since the controlier is -net normally
explicitly defined at the model definition phase, it is necessary to replace the
matrix K, by its magnitude, 6(K°), which presumably is known, to define a

more practical condition for high frequencies. In this case, these stability

conditions for high freguency reduce to
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Thls more. conservatlve stability condition also allows for ‘the possibility that
only the magnltudn U(Gl), but‘not the "direction,” c; b /lc llb |; of the 1th
mode i's khown, which becp@es“more and more l;kg;y fon‘h;gh-frequency modes .
Should this 'same "direction" information also ibe unavailable for modes below

crossover, then conditions: 3-16b):-and' (3-Ilb) must be reduced: to

3] L

U(G (Jw)) =‘ |g (Jw) ”°1”b | < ogs (Jw)), w << 0 {3-17b)

Conditions (3-17) are the weakest :(or most conservative) -ones for. defining ROMs.

For most applications, -conditions (3wl€bj~and (3~17a) sboulé be most appropriate.

Model Errérs Due to Retazned Modes--Assumzng now that errors. due to neglected

modes are indeedvnegllgible, we next examine condltlons for closed-loop stability
in the face of errors in the retained modes. For retained modes we can- safely
assume that tﬁerita mode dominates for frequencies near its mode frequency

W,/
G. % g_.c_.br (3-18a)
o~ 9i%i%i \
G =2, = -gz. sz + jwA2z,w, Jo |:>T + g Ab + Ac, b (3-18b)
: i oi i i’i/ oi oi 9oi Coif

Because G is singular and 4G is highly structured, the stability robustness
conditions (3-5) are not appropriate here. We turn instead- to the more
fundamental condition (3-7). Substituting (3-18) into (3-7) and using the

determinant identity
T
det[I + cb + clb + AcbT] = 1 + b'c + AbTc + bAc (3-19)
T T T . T
Ac + ¢ AbAc’b - bicAb
we get (retaining only terms to first order in parameter errors)

- e
1+ gOlb01KOcOi € g (Aw + juw A2§ w, )b01K0001 (3-20)

+ € gOlle O oi + b;lKOAc> f 0
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Now ‘dividing (3-20) by g°1b°1xoc°1, takxng thé’ magnxtude of éach térm, and

recognizing that
|901(3w)| < lgox(Jw)l/ C01 oi’ '

we £ind that (3-20) is implied by

: .21 o
o b1 | . |A2z ;0 | Y i | 204 ] (3-21)
r 254 ugi 2;01m01 |C°Beli(w)l Iboi|
Ac
1 ' ' <"1 + 1 - > !,
'cose (w)l lc . ('u»bT K. (Gu) e
90139 05i% oi
where
A ,
cost, ; (w) = b ENEOL i/ ’x (Jw)coil |b°il | (3<22a)
9 -
cosd, () b K Gue i/ Ix (30 b iI loxl (3-22b)

define complex direction cosines between the appropriate vectors. 'Note that,
except for these direction cosines, all terms on the lefthand side in (3-21) are

independent of frequency.

It can be shown that the term on the right above is closely related to one over
the maximum singular value of the model closed-loop transfer functioq4(Tb). As
noted earlier, this term near crossover must be greater than some constant
0 < r' <1 in order that the scalar loop-transfer-function avoids the critical
-1l + jO point in the Nyquist plane. For good stability robustness, it is
desirable that r' be as close to 1 as possible and that Ké(jw)coi and boi'

or Kg(jw)boi and Coit be nearly parallel for w near Woir SO that

[coseli( l ] lcose l =]

The "ideal" control structure given earlier in (2-10) meets these objectives

precisely. 1In this case (3-21) can be approximated by

L Aw§ a2z 0, |Ab lAcil
e ® 3F o 3 ¥ T w +rr <1 (3-21)
0ol (.Ooi I Oll l Oll
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Thus rough model accuracy rquigem@nﬁé for control design can be stated in terms

of relative errors as (assuming §_; << 1)

L Y s

gl '~ " L )
T I NAACHE
=

BN e e By

Ay g e

R R P VR I Ay P S S

- 23
P et I 1 .
2 2 w . oi
U.)oi 0l ,
T I 2
Sare S <<l . . . T e (3-23b)
e 285105 i , ' f “
IAb .le,— )
: -E;ir «< 1 ‘ R (3-23c)
Ac,
l—iil << 1 (3=234d)
,coil

Note that model accuracy requirements are most stringent for modal frequency

(i.e., relative errors must be of order damping (Toy)) - This. is not surprising in

view of the fact ‘that smail errors in mode frequency, which move the resonance

peak in the transfer function, produce latgeé -errors in AG near resonance. .All

other requirements call for relative parameter errors of order 1.

When, as will

generally ‘be the case, these model accuracy requirements cannot be met for

retained modes -by ground-based testing, then on-orbit identification will be

required. These general requirements- may, however, bé relaxed in certain special

cases, such as ILAS, which exhibit ifherent robustness to parameter uncertainty.

IDENTIFICATION PROBLEM

Having established that identification requirements are driven by control

requirements, we now examine the identification problem. 'We begin by establishing

general ground rules -for idéntification.

Néxt we present specific identification

requirements in terms of the number of modes, the number of parameters per mode,

identification accuracy, etc. for both the baseline and advanced concepts. We

then address the use of test signals to provide persistent excitation of modes

during identification,

Two test signal models are developed:

(1) band-limited

"white" noise, which produces a flat power spectrum over the identification

frequency passband, and (2) the time derivative of this signal, which produces a
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spectrum that grows. as wz. ‘Finally, we define measurement noise models for
the 'various types of measurements--positions, rates, and accelerations (both
angular .and linear). These results .are tabulated and: recommendations are made for

the two identification and control concepts.

Identification Ground Rules

A number of ground. rules were established to define a meaningful identification
problem. Pirst, it was.assumed. that internal disturbances generated on-board the
spacecraft could be largely eliminated during identification. In particular,
cryo~cooler and other vibrational disturbances  were assumed absent during
identification. This assumes, of course, that the spacecraft's payload is not
operational during. the identification interval. ‘Second, it was assumed that the
same sensors and actuators used for vibration control would be available to excite
thé structure via test signals and.to measure its response to those inputs.
Though additional sensors and -actuators might possibly improve :the -identification
of modal frequency and damping, these instruments would obviously not improve
identification.of input/output influence coefficients -for the primary vibration
control loop. Thus there appeared to be no ‘fundamental reason for including,
additional control hardware for identification. Finally, it was assumed that
identification itself could be accomplished 6f£-line. The only real-time
capability assumed necessary for identification was that necessary to excite the
structure and sample its measurements at sufficiently high rates (100 Hz or so).
Presumably real-time capability for control would.dominate these requirements for
identification., Sampled data could either be processed on~board, or relayed to

the ground periodically through telemetry links for ground processing.

Specific Identification Problem

Using the general criteria for control design model requirements developed
earlier, we now define .the specific identification problems addressed in this

study for the two concepts selected in Section 2.

Baseline Concept (ILAS)--Recall that this concept assumes the identical location

of actuators and sensors and is therefore characterized by a transfer function in

which output and input modal influence coefficients are identical for each mode
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(i.e.,-qi = bﬂk&n This produces the familiar.alternating pole~-zero pattern

that was i;;u§tragg4—in the Bode plots of Figure 2-8. Because phase is confined
£o -+180 deg to 0 deg for tBES‘casg,,robus; control. solutions (Ref. 15) -employing

simple lead networkS with carefully coﬁt%é}léd.rolloff in each channel suffice to

stabilize such systems. Contfol structure (2-10b) meets this requiciement.

‘Thus when robust control solutions are employed, detailed knowledge of frequency
(w3): and influence coefficients (bi)'for each mode is unnecessary for

control design. Given that desired modes are strongly controllable and observable

BRRREH.
AN

2

and given: sufficient gain to. meet performance requirements, only -a bound for tlie

O

opén-100p freqpency response envelcpe, which implies. a: lower bound on damping
ratio (Ci) for each mode near the desired control-loop .crossover, is necessary

to. engure stability of the corresponding closed-loop- system. When this

NS

Pt

'Y

information can be determiped: from-ground tests, no on-orbit identification is

Ve
2%

i+
ey
‘

P
e talel

necessary. :0nly when such.bounds are 'unavailable. is on~orbit. identification
necessary for the ILAS case. Even-here; identification requirements are critical
only for damping; 'where relative errors in identified. damping subtract directly
from available gain margins (e.g., a worst-case relative error of 1 implies a
possible 6 dB loss in gain margin). 'As a practical matter, however, it is
difficult tov identify damping without also idéntifyingkfrequency and influence
coefficients.
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P
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When less robust control solutions are employed, identification requirements

R 2
. -
PRI

become more demanding and ultimately must approach the more general requirements
called for in {(3-23). as the.controller exploits more and more information about
the model. Because of the difficulty in identifying damping alone, we opted to

impose the same stringent identification requirements on ILAS as well as non-ILAS

9 I
RO LK

.
g
FLPE- PR S \2

concepts.,

The final selection of modes for identification was based on a graphical procedure
analogous to that suggested earlier in Figure 3=3. In Figure 3-5, we have

replotted the singular values of the transfer function G(jw), shown earlier in

>
A
LV S LN I

Figure 2-9, with damping on the isolator modes now increased to £ = 0.7.
Superimposed on this plot is a representative inverse Control gain characteristic

(1/k), which is designed to achieve a final gain crossover near the miximum
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allowable fregquency of W = 100 r/s. This controller develops lead over a
two~decade-wide frequency band (1 to 100 r/s), and should provide roughly 45 deg
of phase margin at the extremes of this band and nearly 90 deg at the center (10
r/s). Since all 10 of the lightly damped flexible modes apparent in this figure
intersect 1/k, in view of condition (3-17a) all should be included in the control

design (and identification) model.

Since the transfer function G{jw) for this concept is essentially diagonal,

model identification may be carried out for a single axis at a time. with
refercnce to Figure 2-8, the number of modes (n) to be identified for each axis
assumes the ranges indicated in Table 3-1, depending on whether isolator modes are
included. Since there are three parameters per mode for each axis (wi,ci,bi), the
total number of pacameters is 3n. Thus, at most a total of 21 parameters
(cor:esponding to seven modes) would have to be identified simultaneously. If
modes for all three axes were identified simultaneously, still assuming a diagonal
structure, a total of some 30 to 48 parameters would be required. For an assumed
nondiagonal structure, this would increase to some 50 to 80 parameters since by

is a 3 x 1 vector for this case,

TABLE 3-1. COMPLEXITY OF IDENTIFICATION PROBLEM

. Number Number of Total Number
concept/Axis of Modes Parameters | of Parameters
(N) Per Mode (Np)
Baseliney ILAS
~-Roll (x) 4-7 3 12-21
~-=Pitch (y) 3-4 3 9-12
--Yaw (z) 3=5 3 9-15
10-16 3 30-48 (diagonal)
5 30-80 (nondiagonal)
Advauaced: Non-ILAS
==All axes (x,y,z) 15-21 7 105-147
Note: 9 - N[ni * 2] ILAS where n; é number of inputs
N[ni + n, + 2 - 1] Non-ILAS A
n; = number of outputs
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Advanced Concept (Non-ILAS)--Since this concept assumés distributed actu.“ors and

sensors, it is characterited by a transfer function in which output and input
modal influence coefficients are different for each mode (i.e., cy # bi)”

This produces. the more -getieral irregular polu~zero pattern that was illustrated in
the Béde plots of Figure 2%10. Because phase is no longer confined to =180 deg to
0 deg, robust control solutions no longer apply. Here detailed knowledge of
frequency (wi), damping,(;i), and output .and .input influence coefficients

(ci,and bi) for .each mede near crossover is necessary for control design.

Regardless of the control structure assumed; non-ILAS concepts are inberenfly more
sensitive to parameter variation than ILAS concepts. The stringent model accuracy
reguirements called for in (3-23) are most relevant for this case. Because these
requirements call for relative errors in modal freqguency for critical modes of
less than g(= 0.5%), it is unlikely that they can be met by any means short of
on-orbit identification. The final selection of modes for identification for this
concept is -illustrated in Figure 3-6. Here again, we have replotted the singular
values of"G(jw) for heavily damped isolator modes and have postulated an inverse
control gain characteristic designed to achieve a final gain crossover near w,

= 100 r/s. For the non-ILAS case, design of a stabilizing controller is a
nontrivial problem. In theory, there is no guarantee that a stabilizing
controller with the asymptotic characteristic -shown even exists., However, because
the general plant rolloff characteristic is roughly 1/32, the controller
characteristic shown appears reasonable. Here again, all of the lightly damped
flexible modes- apparent in this figure (except modes 26, 28, and 35) intersect

/K, and according to (3~17a)} should be included in the cotrol design (and

identification) model.

It should be noted that transfer functions for the general non-ILAS case are
nonminimum phase (i.e., they contain right nalf-plane transmission zeros). When
these zeros occur at frequencies beyond the control passband, they cause no
difficulties. Recenc analyses (Section 6) for the advanced concept, however, show
that several right half-plane zeros occur within the desired control passband.

The presence of these near-in unstable zeros imposes fundamental limitations on
control system performance and places greater demands on model fidelity. Thus,
the heavily damped isolator modes and a few more lightly damped modes were

included in the control design model and should have been included for identification.
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As shown in Table 3-1, some 14 to 21 flexible modes may require identification
(not counting the isolator modes). Since there is no diagonal structure to take
advantage of here, all three axes must be identified simultaneously. Since one
element of either the bi‘s or the ci's is redundant and may thus be eliminated,
there remain seven parameters per mode to be identified. This is true because
either the b; or ¢; vector for each mode may be normalized to have unit
magnitude, so that the resulting scale factor may be absorbed by the other
vector. This leaves a grand total of somz 105 to 147 parameters for possible
simultaneous identification. This would appear to be a formidable problem, even
for super computers. Thus, suboptimal schemes and various other simplifications
are essential in our approach to identification.

Tesi Signal Selection

To aid in identification it is advantageous to use test signals to excite mode
frequencies of interest. For ground-based vibration testing it iz common practice
to employ impulsive test signals using a calibrated hammer-like device. Since the
power spectral density (PSD) of an "ideal" impulse is flat, such test signals do
excite modes over a wide freguency range. But conventional control actuators
designed to accommodate sinusoidal disturbances are not ideally suited to
generating impulses for on-orbit testing.

Although reaction control jets would seem to be an exception to this claim, the
actual impulse they deliver is not highly predictable. Moreover, the long
identification intervals that are required for structural model identification
favor the use of persistent test signals which continue to excite the structure

long after transients due to impulsive inputs bhave died out., Thus we are forced
to consider other alternatives.

Our analyses in Section 2 showed that control actuators mounted on the equipment

section must be sized to accommodate sinusoidal internal disturbance forces of 400
N or torques of 2000 N-m. Assuming paired shakers are used to generate this

control force, this implies that a mass-stroke product of
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' 400

31.4%

.
e

[

0.4 kg-m . o

is necessary to buck ‘sinusoidal -disturbances at the frequency assumed by Draper
(Ref. 1). For a disturbance frequency of Q= 10 r/s, which is at the low end of
the desired frequency range for vibration control, this requirement would increase
to 4 kg-m. Assuming internal disturbances are absent during identification, this
control capability is available to generate test signals to aid in structural

identification. We would now .like to bound the magnitude of this test signal and
show that external disturbances are dominated by inaccuracies in our knowledge of

the actual test signal delivered by the actuators.

Test Signal l--A natural choice for a test signal is a white-noise seguence since

its pSD, like that for the impulse, is also flat. Unfortunately a white-noise
test signal cannot be genérated in practice since the actuator's mass-stroke
product bas an infinite root-mean-squared (rms)-value. As we will see shortly, to
bound this rms a low-frequency attenuation of at least fourth order at the PSD
level is reguired. This can be implemented by passing white noise through a
second~order high-pass filter at p = Wr,e A second-order low-pass filter at

W = W, can also be used to provide high~frequency attenuation, although no
high-frequency attenuation is necessary to bound the mass-stroke product rms. ‘In
practice, the actuator's natural rolloff characteristics would likely provide
sufficient high-frequency attenuation. A wide-bandwidth test signal with a power
spectral density characteristic like that shown in Figure 3-7a, for example,
closely approximates the flat PSD for fregueacies in the rang* W << 0 << Wy and
should be well-suited for identifying modal frequencies in this range. Once we
have established the appropriate intensity levels, the actual test signal may be
approximated by an "equiv~lent" flat PSD of the same intensity.

In order to meet mass-stroke limitations, we must relate control forces to

mass-stroke product. Since the latter is just the double integral of applied
force, the mass-stroke product FSD of Figure 3-7b is obtained by multiplying the
force PSD by l/w4. This follows from the well-known formula
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PSD, (W) = 1H (jv) 12 PSD, () (3=25)-

where y and u are related through

A

y(s) = mx(s) = F(s) = H(s) u(s) (3-26)

.t - N

NG ll—-'
| X

The mean~-squared value for each signal in Figuré 3-~7 is obtained by integrating

the corresponding PSD over all frequencies. Performing these integrations for the

asymptctic approximations of Figure 3-7 and exploiting the fact that

wy <<, gives ' .

RMS?, =%f PSD_ (w) dw (3-27a)
F
1
0
H 4
LA . (i’g) s 421
T w w w 37 %
0 Wy
o]
RMSZ = 3 PSD a 3-27b)
mx m mx(m) ’ (3-27
0

=l|i-‘
|
O wir

Q E Y Q
s S dw + <—I-> duwp= 2
! M 3
L0 e

Eliminating the force spectral intensity Q; from (3-27), assuming that Wy, =
0.1 r/s and Wy = 1000 r/s bracket the frequency range of interest, and

substituting for RMS . from (3-24) implies test signal force constraints of

3
RMSFL = -wLwH RMSmx (3~28a)

< 0.1 000 (0.0)

= 0.4 N
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Qy =7 MW BRMS 4 x 10 N /Hz (3 )

.For paired thrusters located near the edges of the equipment section, the
T oo

'égrréspénding moment arm of @ = 5m implies test signal torque constraints of(

-

“RMS & 2d RMS (3=29a)

< 2(5) (0.4)

. 9 - .
Uy, =287 Q) = 4% 1072 (w-m)%/uz (3-29b)

Tt is réasonable to éssumé'tbat control éctuator characteristics will be known
(via grouhd‘;ésting) to within 10% Of their true values over the above frequency
‘passband. Constant (bias) errors are not critical here since the vibration
yqﬁtrﬁll?:‘ahd»;he test signal Gsed for identification are both high-passed.
‘Thus; diétutbaﬁée tprqdes,aiié{né from actuators used to generate the test signal
shé&id~§evﬁo‘i§rget:Qhéa-lpé qf‘ihe test signal level, that is,

RMS . < 0.1 RMS. . (3-30ay
’ 3;5’}; - Ty
: 0-4< I‘j"m
and
W, = (0-11201‘; 4 x 107 (N-m)z/xz (3-30b)

This»disturbance due to inaccuracies between the torgue commanded and that
actually delivered by the actuators clearly dominates external disturbances of

Td = 0,02 N~m, Thus we can safely neglect external disturbances during
identification.

One drawback associated with generating a wide-bandwidth flat pSD test sigmal with
the control actuators is that it severely limits test signal amplitude. This is
evident when we compare the large assumed 400 N force capability of the actuators
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at a single frequency (w = 31.4 r/s) with 0.4 N rms level asscciated with the PSD
of Figure 3-7a. The impact of test signal limitations on the two identification
concepts is illustrated in the singular-value plots qf G(jw) in Figures 3-8 and
3-9. Superimposed on Gi(G) in each case we show the square root of the ratic
of meésurement noise power (Rl) to test signal power (Uy) assuming angular

and linear position measurements, respectively {indicated by the dashed line).
Measurement noise power was assumed to be flat, with intensities to be defined
shortly. We have tacitly assumed that test signal and measurement noise
statistics are independent and identically distributed for each axis (i.e.,

W= WlI, R = RlI). The extent to which the magnitude of G(w) exceeds
Vr§I7EI'defines the square root of the signal-power-to-noise-power ratio (SNR)

for signals reflected to the output. For the baseline concept this guantity
ranges from roughly 1 to 2.5 orders of magnitude for all mode peaks, so that

identifi.ation of these modes appears feasible, For the advanced concept, this
guantity is less than 1 for roughly half the modes. Thus, identification for this

case would appear to be next to hopeless. Therefore, we are .obliged to examine

other possible test signals.
*

A ~ " e
s ~..' Pl
£l -k K ~

o
AN XA SR

Test Signal 2--An alternative to the "flat" PSD of Figure 3-7a is illustrated in

5 -

L4
M

Figure 3-10a, which corresponds to thé first derivative of white noise over the
frequency band (wL, wﬂ). It too may be implemented by passing white noise
through two second-order filters--a high-pass at g

»
x

L cascaded with a lead (s x
low-pass) at Wye As before, noise intensity Q, is constrained by RMSmx =

0.4 kg-m. Using an approach analogous to that developed for Test Signal 1, we
find that noise rms and intensity are given by

o

@I
S COP,

RMSF = (mH/wL) RMSF (3-31a)
2 1

Qw2=(w/ )ZQ W <w, <o (3-31b)

2 “L 1 L — “H — .

Note that noise intensity for Test Signal 2 is equal to that for Test Signal 1 at

W= W and increases to a factor of (wh/wL)2 = 108 larger at w = ah. At the

rms level this amounts to an increase of (wH/wL) = 104.
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These results for Test Signal 2, after converting to torques using the expressions
(3-29a) and (3-29b), are displayed in Figures 3-8 and 3-9 for comparison against
results for Test Signal 1. The improvement in both cases is dramatic. Square

root SNRs for the baseline case now range from roughly 2.5 to 4.5 orders of
magnitude, so the ease of identification should be greatly improved. For the

advanced concept, all indicaéed modes should, in principle, be identifiable.

it should be recognized, of course, that mass-stroke constraints are not the only
actuator limitations. The rms force level, whiép wdiks‘out to RMSp, = 4000 N

for this case, would undoubtedly exceed the actuator's force capability. Thus, in
practice the high-frequency bandwidth limit (wH) wéuld have to be relaxed
somewhat. As evident from the equation for RMSpo in Figure 3-10, a reduction to
wy = 200 r/s would limit rms force to 400 N, which is necessarily within the
actuator's capability and is 3till more ‘than 'adequate to‘excite all modes qgritical

for vibration control,

Measurement Noise Definition

Early in Section 2, we established that resolution requirements for vibration
control sensors must be of order 1 yr for angular position and 1 uym for linesr
position. These requirements should be intgrpreted as rms reguirements ovear the
control passband which extends fréﬁ W, Eé.mc, the desired crossover

frequency of the control loop. This is true because measurement nolise power below
W, will be attenuated by the high-pass in Figure 2-3, whilé that above W

will be attenuated by the vibration control loop feedback. It is assumed,
however, that sensors, just like actuators, must provide "intelligence" bandwidth
out to some frequency (wh) well beyond control-loop crossover in order to

ensure phase stability throughout the gain crossover region.

Three types of measurements were considered for both the linear and angular
cases--position, rate, and acceleration. Selection of the appropriate spectral
noise intensity for position measurements is straightforward. We simply assure a

flat noise spectrum (Rl) over tne - . .sband wL to wH

level (RMSy) over the narrower control passband uy, to Wy is equal to the

, such that itg rms

specified 1 Jir or 1 Mm values. Noise intensity selection for the rate and
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acceleration. levels is less obvious. The approach used in our eariy analyses was
to allow the noise spectrum for rate and acceleration measurements to grow with
frequency (i.e., R2 = lez for rates and 33 = le4 for accelerations). Thus, the
corresponding noisé spectrum at the position level would remain tbé same for all
three types of measurements, so identification performance would be insensitive to

thé type of measurement.

Although the above aéproach would seem to aliow a fair comparison between
different types of sensors, it is not consistent with physical characteristics of
rate and acceleravion instruments. That is, their noise power does not, in
general, grow with wz and w4, respectively. While actual noise spect;ums

are seldom flat over wide bandwidths, this choice is certainly more realistic than
our earlier assumptions, Thus, for more recent analyses we have assﬁmed a flat
noise spectrum over the passhand Wy, to Wy for position, rate, or .acceleration
measurements with intensities Rl' R2, and Ry, respectively. These intensities were
chosen to give a constant rms position error (RMSy) over the.control passband.

Thus, errors for each type of measurement still have the same impact on
closed-loop control performance,

The corresponding noise specirum at the bosition level is illustrated for all
three types in Figure 3-11. Relationships between noise parameters for each type
were derived using procedures analogous to those used for test signals. Assuming
again that W, = 0.1 r/s and wy = 1000 z/s, choosing an "ideal" controi-

loop crossover freguency of w, = 250 r/s, and letting RMS_= 1 pr for

angular and 1 um for position measurements, gives noise i:tensities of
Ry = i—g—c- RMS§ =1x 10 t¥uz (or n¥/uz) {3-32a)
R, = WWR = 2.5 X 20" (e/9) Yz (or (m/s) “/uz) (3-32b}
R3 = quch = 2.5 x lo-ls(r/szoz/uz {or (m/s2)2/Hz) (3-32¢)

Comparison of noise power at the position level for the three cases shows that for
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acceleration. levels is less obvious. The approach used in our eariy analyses was
to allow the noise spectrum for rate and acceleration measuréments to grow with
frequency (i.e., R2 = lez for rates and 33 = le4 for accelerations). Thus, the
corresponding noisé spectrum at the position level would remain the(same for all

thrze types of measurements, so identification performance would be ‘insensitive to
thé type of measurement,

Although the above approach would seem to aliow a fair comparison between
different types of sensors, it is not consistent with physical characteristics of
rate and acceleration instruments. That is, their noise power does not, in
general, grow with wz and w4, respectively. While actual noise épectrﬁms

are seldom flat over wide handwidths, this choice is certainly mecre realistic than
our earlier assumptions. Thus, for more recent analyses we have aSsﬁmed a flat
noise spectrum over the passband w to Wy for position, rate, or .accelenation
measurements with intensities Rl’ R2, and R3, respectively. These intensities weze
chosen to give a constant rms position error (RMSy) over the.control passband.

Thus, errors for each type of measurement still have the same impact on
closed~loop control performance.

The corresponding noise specérum at the bosition level is iliustrated for all
three types in Figure 3-l1l. Relationships between noise parameters fcr each type
were derived using procedures analogous to those used for test signals. Assuming
again that Wy, = 0.1 r/s and Wy * 1000 r/s, choosing an "ideal" control-

loop crossover frequency of w, = 250 r/s, and letting RMSy = 1 ur for

angular and 1 pm for position measurements, gives noise intensities of

iTm 2 ~14 2 2
R1 =7 u, RMSy =1x10 r /Hz (or m" /Hz) (3=32a)
=13 2 2
R2 = wLchl = 2,5 x 10 (t/s) /Hz (or (m/s) /Hz) (3=32b)
) -1 ]
R3 = uiuth = 2,5 x 10 5(r/sz)z/}lz {or (m/sz)z/ﬂz) {3=-32¢)

Comparison of noise power at the position level for the three cases shows that for
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Thus, noise power for. rate or acceleration measureménts is larger than that for

)
u@

position measurements at low frequencies but smaller at high frequencies. Also,
noise power for acceleration measurements is smaller than that for rate

measurements over the entire passband. The freguencies at which these PSDs
intersect are, given by

Wy, ‘/wqu =51r/s for.pos;tlon and rate measurements

Wy = 64% w, = 0.707 r/s for position and acceleration measurements

n

wé3 wL = 0.1 r/s for rate and accelefation measurements

The impact of test signal limitations on the two identification concepts when rate

measurements are used ig-iilustrated in Figures 3-12 and 3-13. As expected, Test -

Signal 2 yields much bhigher SNR§~at the output than Test Signal 1. -Comparing
these figures witli those for position meésuréments in Figures 3<8 and 3-9, we find
that rate measurements yield larger SNRs for frequencies above Wy o = 5 /s,

but smaller SNRs below that frequency. Corresponding results for acceleration
measurements in Figures 3-14 and 3-15 follow similar trends. SNRs for the
acceleration cases are smaller than those for the corresponding rate cases for all
frequencies above w23 = 0.1 r/s, and exceed those for the corresponding

position cases only for frequencies below Wy = 0.707 r/s. Note that results

for Test Signal 1 and acceleration measurements are identical to those for Test
Signal 2 and rate measurements.

Hardware Requirements Summiary

Hardware requirements for control and identification are summarized for hoth the
baseline (ILAS) concept and the advanced (non-ILAS) concept in Table 3-2. 1In both
cases, vibration control of modes in the 10 to 100 r/s bandpass demands sensor and
actuator bandwidths that span 0.1 to 1000 r/s, and computer sample rates of

81

e et L

RN {

e

TR YT e T T LT

P—
or

Né

«
axmy

.-

g o o e
AR TCR R LA SRR

-

AT

fs

[
2 AN AN R

x
3

R e &

-,-,%,,,
@D T,
A TP B R R S

v-v~
T N ST
P ‘k""T

¥

s
N *

v -

L

«

*

ey

e e e sy e
IR I BESEey
N AR DI M R A A it R

!

1
i

ey CErTa r e TS

"



~ P - - . A - - R S TN SN . Ep e e N I LTI T 3t T
ST eensete i Sl GO e L SRR SR RS e Y L U TR BN S A N e R BT L b L A ST ReTI LE O E A T
1 - s Vr 30 LN ADEL A R, SN SVSL AP N, S 5.5 S G

s3usWLINSELIW o938y -13dsouo) SUTTOSed 103 SUOTILITWIT TRuUBIS 3ISAL  *ZT-€ 2anb1d

L“ , bau
‘ o nw ..~N i .y BT v *
Loy zavaeis il

01 I o ¥ o1
) MN |8 3 I8 U T | .:.z.- b ilban .8 3, 208 TR RN B B | u..w

i ; (N i S * OulQﬂ

:1 TYKQIS 1831

q-81

82

T
-]
-t
ECowm

p-07

{6UTAND] JOITIOF] 2°8) $sU-bbl b IABIU0]

Erdr AP ]

< v
TR e, ,.\.m
,:....»..... R

P o

it e et e 5 Y




v/t A

‘T TYNDIS 1531

sjuswaansesl ajey

ba.Jy

er

1102 1 10

L

-

.

o Rt PP SRR NS T MR IEANIPASTT T T3 Dot hii ¥ ¥

:3da0uo) paoueApY I0J suoTjejTull TRUuBIS 3597,

1334 0.0 1

*€T-€ 2anbrg

;BT

Lol
L)

*LIVNGIS 1S3l

T

PR i |
F A
LANAEIAL

BEAMEY

PRI

g W g e > .-
e el (u.\,m;;,m,tn.-h\uﬂ Hﬂ..q. Potie 2ot

A}
s )
o>y
83

v
¥

Pl )

ST

P P ST ——

E“u& .\ +




TIB LA ST MR PSR s

o - R, wlbvd owa e~ . ~n o s a
A ' e N A S AR A S T T e kR w I L kA L AAT

WURER 8 AT ST SRS P4 Dr R St L ] SR LINLINLIN S S SRl ™ At va it wnsde S S S5 SHILNINL AR LA AL, UL S

S3USVIBINSEON UOTIRIDTIOOV $3doduo) duryaseq 10J sUSTI3L3TWIT TRubTS 31831 °*pI-€ 2aInb1d

DRy

g inffup

2 1vnois 15310 } qJO«
L1 1. 1 AN 2 g 13t et 3 4 ,

bo/By-
o /by

mou *LIYNDIS 1831 N
211280 2.8 1

N //,/. .// , L

0

l
0

|

)

L o)
£gm




- P N P g
LR P O A IR S A
LR AT LN P ZRIVIL N A A

B, m e m A B mE T WA
2 ® ~ P

PR 0y

R R LA 1

5 AP NPl B T

Aws el gdger-r 0¥ o o™ wims s
e .»‘--n:. nw-... %, A .w. LI L N
- -..-.u.-,.,..w..~ﬂ ‘.zn, * -ﬁq\w_

T SAF AN

™ R ORI YN .

=, < v eaxlins: .

2%, Sand -dn,-).wﬂ o b
AT DIl lV V¥ W LA A

ERER RN

T tew i TeT A a,*_a\h R, 9

S3UaUIANS2IW uorjeIaTaodbyY  :3doduo) dmocm,\ém I03 suoraelxiwlT Teubrg 3s3y, °ST~-€ 2anbrg

:Z TYNDIS 1831,

AN

291

ITRE RIS

YR

at

28302 2 2 9

[/ W R N W

;B

e e e S T L sl e LI

' ot e nw
ta AN
AP CEIETT 4§

85




roughly 200 Hz (= 1250 r/s) to ensure phase stability throughout the -ibration
control loop gain crossove- tégion. Actuator test signal and associated noise
characteristics over this same passband are shown for the two types of test
signals just described, along witl. the control design constraints used to define
‘these characteristics. Sensor noise PSDs are given for measurements at the
position, rate, or acceleration level, as constrainec by the allowable position
noise over the control passband (W, - w,) . Note that low-frequency

accuracy belOvat = 0.1 r/s is not critical either for sensors or actuators.

Computer requirements in Table 3-2 indicate that sample..lroquency must be on the
order of £, = 200 Hz to meet stability and performance requirements, while
throughput must .be roughly 110,000 "operatiqas?/sec. The latter reguirement is
driven by computational requirements to implement a steady—state3;QGVcontrollér

with as many as 40 states, 3 inputs, and 3 outputs at the 200 Hz samplw rate.

The high sensor resolution required for hoth concepts favors the use of rate-~
integrating gyros for the baseline concept and rate-integrating accelerometers for
the advanced voncept. These instruments use pulse-rebalanced loops to generate
quanéﬁzed measurements of angular position (40). and. linear velocity (Av),
respectively. Since quantization érrors will likely dominate measurement errors
over the passband 0.1 to 1000 r/s, the effeééive measurements are angular position
fior the ‘baseline concept and linear velocity (or rate) for the .advanced concept.
In view of Figures 3-8 and 3-13, and the nced to generate sufficient excitation
for all modes near control-lcop crossover, Test Signal 2 is the recommended choice
for both concepts. Test signal, disturbance, and sensor noise characteristics

corresponding to the above choices are enclosed in boxés in Table 3-2.

it should be noted that the combination of high bandwidth and high resolution

pushes or exceeds the state of the art for most control hardware. Whereas

BT B 34
A, E

T bandwidth requirements could be relaxed by perhaps a factor of two for the ACOSS
. II Model as defined, the probable existence of significant unmodeled flexural

A P
et

oty
ot
LR

X modes for the solar panels above 100 r/s actually favors increasing hardware
LA bandwidth by a factor of 2 to 5.
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SECTION 4

ws. < MAXIMUM LIKELIHOOLU.ESTIMATION. IDENTIFICATION

Identification is the process of determining a mathematical model f£or an unknown
system's response: to (possibly known) inputs in the face of upknownxdisiuébances.
’?érametric identification, which generates a parameterized mathema*tical model, is
‘particularly convénient (often imperative) whnen this modél is also fequired for
coﬁtroi design. The general procedure, as applied to large flexible'-space
structures (LSS), is illustrated generically in Figure 4<1, Here a wide-bandwidth
test signal (u) is used to excite both the true sgpucture,ﬁtbrough;its control
actuators, and a parameterized (computer) model for this structure. The response
of the true structure, as measured by its control sensors, and -the résponse of the
model are differenced to Eorm a residual error {(r). This error is then processed
by an_identificgﬁion~aigorithm that periodically updates. the unknown parameter
‘vector (@) to minimize some function of the residual error. The Erue.

structure's response is; of course, corrupted by disturbances, which include both
process ‘errors (w) and measurement errors (v).

Although simpler identification methods suffice for certain applications, none can
match the power of maximum likelibood estimation (Ref. 5,6), which employs a
Kalman filter within the identification algorithm. Honeywell has used this
technigue éextensively over the past 10 years (Ref. 8 through.13) and has developed
a number of variations on the basic ‘method tbviﬁprove its: speed and make it -more
ecdhomical~and/or make it feasible for on-line use. Recent developments by Yared
(Ref. 7) greatly sinplify che evaluation of theoretical identification accuracy.
The general method, however, is extremely complicateé fér the LSS application due

to the large number of potential parameters needed ‘to describe highly flexidle
structures.

MLE METHOD

Maximum likelihond estimation addresses the problem of finding unkrown parameters

in the model of a noisy dynamic system from observations of tne system guiputs in
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response to (possibly known) inputs. This proolem can be stated in mathematical

terms as follows.

Model Forms .

*e
<
3

‘
H =
2

Consider the lirear discfete-time system.of the form

) L .
Discrete-Time Model:

R . ‘(Z* , . ’ "

iﬁkﬂ_ =:,A*Xk + 'B*Uk + B*wk (4-1a)
*

, . ) b

¥k = C*xk + Vk o - (4-1b)

1

‘ x o
where k is the discrete~time index, Xy is the 2n,~dimensional state vector,

i * DA
U is the ni«dimensional input vegtor, ' isfthewnérdimensional output

vector, and w, and v, _.are (white) ‘process:-and measurement tpise vectors, all

k k
of appropriate dimensions. Assume :that noiseg Wi andfvk are zero-mean and

uncorrelated with covariances: .
.

i

T iy
‘E{wsz.} - wd*ékz (4~2a)
g{v,ve b= R.*S (4=2D)
"1'k% d k& . Y

where Gkg,is the Kronecker delta fiinction,

£

Assume further that the known test. signal u, is also zero-mean.and uncorrelated

with either~vk or w and has known vaciance’ o

I -
5{%%} = Ua8y (4-20)

For future reference, it is furthér assumed that the upbove discrete-time

reptesentation has an equivalent continuocus-t.ime representation in block~diagonal
médal-coordinate form, that is, )

90




Continuous-Time Model:

ok
X ='F,x, +Gu+Gw (4-3a)
* *
Y ®Cx +v . . (4-3)
where.
A 4 Loy
F = diag{l * * 4-3c).
o = ag 'zciwi ( )
¢
G* col (4~3d)

c, & row {ey 01}

Here n, corresponds to the number of modes, while 2n,.-again corresponds to the
numbef of states. The vectors u, w, and v now represent copt}nuous-time
uncortalated white (or wide bandwidth) noise processes with spectral intensities

f-f E{w(e)w (D} = W,8(t = T) (4-4a)

e, .

. B{v(t)v' (0} = R,8(t - 1) (4-40)
z{u(t)d’ (107 = US(E - T) {4-4c)

where §(*) is the dirac delta function. The above state-space model also has

the transfer function wquivalent

n, * *T
z: ‘ cibi
G,(s) = [A 2 * x *2
i=l s%+ 25.0.8 + W,
i'i i

It well known that these models are related via

‘ A, = 4T = 1 4 F,T (4-5a)
B, = F:l(I - eF*T)G* % G,T (4-5b)
{

E W, =W /T (4~5¢)
: T

Ry R/T o
¥

T Uq = U/T (4=5e)
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where T is the Sample interval for the discrete system. The above approximations
for A, and B, 'hold for sufficiéntly high sample rates, such that Iwi*'rl << 1 for

each mode.

Let the true system (4-1) be designated by

LI
M, = {A*rB*iC*'lwled}
where the matrices in M, depend on the true parameter vector o,.
Likewise let

M, = {A,B,C,Wd,Rd}

denote a model set with the same structure as (4-1), but with state vector of
)

dimension 2n (possibly different from 2n,), where the matrices in Ma depend

on thei'unknown parameter (vector) a,

The problem then is to find the parameter value, @&, which maximizes the
probability of occurrence of the observed sequence of measurements. In order to
evaluate ¢, functional forms for the probability density functions of process
noise (w) and observation noise (v) must be known or assumed, If all noise

processes are assumed gaussian the solution s obtained as follows.

Likelihocd Functions

Let rk (Q) é yk - Qk (¢) denote the residual sequence of t{:e Kalman filter

corresponding tO»Ma. It can then be shown. that the maximun likelihood

AP
32 a e

o

E:'{.:? estimate Q for o at time NT is the value of & that minimizes the nagative

Pf‘f& log likelihood function

:".‘.-’:' Nu N \1 A ’l‘].

i e L e 8 ) nga) (4-62)
’}6 where

A

h“‘A "' k_l

L‘ .T.;_ {) é L(yk [ ST (4-65)
NN

E‘,'. ..‘:' é 1 1 T -1

b0 =3 log det St 3T, (S, 1 (@

g
h
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A

is the conditidnal negative log likelihood function, and

+

o A A A ..T iy
s, =B, lly, -¥ (@ly, -9, (@1} (4-6c)
L. \ “.{« . \
is the predicted residual error covariance for :the Kalman filter based on the
’ 0 Y Y e Tt T v -

parametér o, Here

e,

A
YJ< = '[ch,Ylﬁ‘-.. ,Yk}' (4"6d)

‘l

denotes the coliection of measurements up to-time kT.

It is well known that the above quantities can be obtained from the Kalman filteti

correspodding to My ;

I R P '
xk+l(a) = Ax%(qp + Buk + Akrk(a) (4=7a)
) A D md.. A
I (a) ¥y yk(a) Y ~ Cx (o) (4~7b)
LY
where
K = 5, C s;‘ (4=7c)
5. = CL.Ct +R (4-7d)
k K d
NGy T P Y
zk 4 = AL A+ BWBT - AK, S K A (4=7e)

define the filter gain, residual covariance, and state covariance, respectively,

The parameter estimate ¢, which minimizes (4-6a),

o arg{min LYo} (4-8)

1

cannot, in general, be solved for explicitly. In practice, it is necessary to use

iterative numerical methods to accomplish this minimization.

Iterative Algorithms

’

TwWo iterative, nimerical minimization techniques are commonly used for this
purpose,
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Gradient Method: This method uses a parameter update jteration of the form:

Yy ¥

P . e v @) . (4-9a)
th . .
‘whete the superscript j refers to the j  iteration of the algorithm and
3

€’ > 0 is a step size patameter that is usually adjusted in some ad hoc

manner to improve convergence.

Newton-Rhapson (NR) Method: This method employs a parametcr update iteration
of. the form:

AL AR e @) S (4-9b)

The distinguishing feature of this algorithm is that the ad hoc (scalar) step
size parameter ¢’ is. replaced by the inverse of the Hessian matrix.

Here
aL (a)
e & aL—-‘ﬂLP Y ——|.4 (4-10a)
k=0
2N O Ly (a)
Vil L@ Ly k) (4=100)
-9a” o=l k=0 - a=al

denote, ‘tespectively, the first and second partial derivatives of the likelihood
function with respect to the unknown parameter vector, o evaluated at o =f$.
These quantities will sometimes. be referred to respectively as the gradient vector
and Hessian matrix of the likelihood function. The general procedure is
illustrated in Figure 4-2,

In general, the computational effort required to evaluate these partials is
enormous. For a vector of Np unknown parameters, evaluating VLN is roughly
equivalent to propagating N_ 2n-dimensional Kalman filters of the form (4-7).

N

Likewise, evaluating VZL is roughly-equivalent (due to symmetry) to

propagating (1/2)N; Kalman filters. Thus the computational effort required
to perform a single iteration of (4-9) is of order Nan3 multiplies for the

gradient method and NN; 3 multiplies for the NR method. Clearly some
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simplifications are desirable to 1iduce MLE identification to a tractable problem FT
for space structures. Before pursuing such simplifications, however, we first ES

Ve
examine potential accuracy of tne¢ MLE method. . co

IDENTIFICATION ACCURACY

. ;?:(

: o N L g
Given. that data,‘has been collected for a time interval NT; and that the likelihood I8
function and its partiaIS‘have‘been accumulated anéfassociated parameter updates Ej
(4-9) bhave been carried*out~for'a‘"sufficient"“numbér of dterations, we now ES
*

address two related gquestions--what is the accuracy of the resuiting parameter iﬁ
estimates, and what ‘factors influence ‘this accuracy? u;
. 4y ;::v:
i

3

It is well known that the MLE identification procedure of Figure 4-2 commits two F’
types of errors--systematic and stochastic. Each ofhthese is illustrated for a 1&
two-dimensional parameter space in Figure 4-3i° Without loss of generality, the g{
[

true parameter is taken to be the origin of the parameter space. ~Systematic error i&
or bias is indicated as.the distance from the center of the l-sigma ellipse to the Ef
origin. Stochastic error is indicated by the size and ehape ‘of the 1l-sigma :@
ellipse. ' : .
i

' i
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Systematic Errors” =~ =
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S
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e
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Systematic errors (or biases) are deflned .as the expected error between the converged
i,

parameter estimate and the true parametet, that 18: Qpras ¥ E*{a} - Q. = GL Qo

B »
‘,"
[ |

(In theory, this comparison cannot be made unless dim(a,) = dim(g). 1In ’ ﬁﬁ
practice, however, it is usually possible to pair each element in o with a ;2
corresponding element jn @,.) These arige from (l) model-order mismatches Fh
e between the theoretically infinite-dimensional iepresentation for the true ?i
if? structure and its finite-dimensional representation used for the identification §£
model, (2) similar mismatches between true actuator and sensor dynamics and the é%;
simplified models used to represent thembténd (3). systematic disturbances such as L
constant ‘or slowly varying solar torques, gravity gradients, etc., as well as N }
sensct and éctu%%dr’bi%éés. The ‘first two can be greatly minimized by using ggg
band-passed test signals ((u) that emphasiZe the  desiked frequency band of interest &;;
for the identification model, as opposed to the white (or widg-bandwidth) test 5ij
signals assumed earlier. ’ ‘ zé?
| ' i
Stochastic Errors b,
I

b

Similarly, stochastic (or random; errors are defined as the covdf}ance of the :é
parameter estimation error, that is, cov{a} = E*{éa - Q;Léa - Q;i?}, These arise t@ﬁ
from random disturbances, as well as sensor and actuator noiée. Stochastic 'ﬁg
parameter errors. are normally proportional :to these disturbance and noise ?ia
covariances, -but inversely proportional to. both test signal intensity and the !;w

[P
G
ety

*= g e

identification time interval. For the LSS application, errors between the

Ty e
L L

.

.n
s s

commanded test signal and that actually delivered to the structure by the

S
¥
»re

actuators constitute the primary disturbance source during identification. Thus,

R 2
“i. *

the assumption of identical input matrices for test signal u and disturbance w in

equations (4-1) and (4-3) and in Figures 4-1 and 4-2 is justified.

baryey
e
%, 4l
.
f

Identifiability Analysis

Identifiability analysis provides a theoretical prediction for parameter errors

that would remain after MLE identification., Following the approach developed by
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¥} v

3
AP

>
Aa
e

Yared (Ref. 7), the expected parameter estimate is obtained formally by taklng

rairys
Z A
-

expectations in (4-8) with respect to the true parameter set.M, to glve

v RO
Ll

beia ® Arg{mln, B, It (a)l} Y arglmin IV @F 0 (4411
* [V SRR, TRV RS - L
where g -

R I T R ‘ , o am
e L@ SE, (L(®) = ) I( (4-11b)
o X YL L Kse L. ‘ o
l;‘s . v \
ol and
¥, r (@) = E L, ()] =3log det 5, -+ lwr "y 4-llc)

'y 29 k C (

3
.
>

are, respectiye;g,x;he’gxpected.values of the total and conditional log likelihood

functions, both with- respect to the true parameter set M,, and
PR T S N .
8, = Eully, - ¥ (@)]ly, - ¥ (@]} | el

is the actual residual error covariance based on the ‘true parameter set M*,

-

Letting

(4=12a)

denote the covariance for the augmented 2(n, + n)-dimensional ‘state:vector

o Lk . .- . L
xﬁ = (ka x:),fthe actual residual error covariance .(4-llc) can be .evaluateéd:
using '
s’ =3%et+r ‘ (4-12b)
= R -
k k¢ T8y ‘ (4-12b)

!
l
1
[=]
1

- ’ -l
Koy = B k A T, BuB” + Q (4=12¢).
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* where - . NS
L4
- A A o _A B;
Ay = * S B= | " (4-124)
AR,C A(I = KO, 8
) A |BHGBY 0
c= fc. -cI, Qk = ' Cow (4-12e)
* . , L 0 -argRgKEAT

Here Ky, S, and I, are as given in (4-7¢c) to (4-T7e).

‘We observe once again that the minimization in (4-11a) cannot be performed
eiplicitly, but must be accomplished by iterative numerical techniques. For the

gradient and NR schemes employed earlier in (4~9), the corresponding parameter
updates now take the form

aii-l - ai . 8321}:(33) » . , (4=13a)
and ' | ,
j+1 j 2 j. . =1 o N ad
A T e A DR ) (4-13b)
where
N, A ZN: ' : :
Vil(a) = VI, * () (4-14a)
* kso K
2N AS o ; ‘
v @ 2y re ‘ (4+14b)

k=0
denote, respectively, the first and .second partials.of the ekXpsgted log likelihood

function with respect to the parameter vector .

Computational requirements to assess identification accuracy are comparable o

those required for identification alone. Evaluating Vlg);ad V21§ requires

propagating, respectively, Np and (l/Z)Ni 2(n, + n)-dimensional Lyapunov equations
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for each measurement update. Thus the total coxﬁputational effort reguired to perform
a single iteration of (4-13a) and (4~13b) 1s, respectxvely, of .order NN (n* + n)
multiplies for the gradient method and Nl‘e (n* + -1) multiplies for the NR

method. Thus simplifications for accuracy analysis are also highly deslrabt .

Note that the evaluation of,{:f.\* assumes that the true system is known. Though

’
.

tnis assumption will never hold in practice, it is nevertheless useful for ;'
analysis and experiment design purposes. When the true system is known, the bias F”
in the perameter estimate can be\ directly determined by comparing the true %‘
parameter @, with the estimate Q. ’ ;
Similarly, knowledge of the true system allows us to bound the stochastic, error in !“‘
parameters. Asymptotic normality of maximum likelihood estimators, when the model f“:
set contains the true parameter set, implies tue. following classical result. :.a

. . :'

f

Matched Model:: Let QN be the maximum likelihood estimate of g at time
NT and let Q = a* be the value of o that minimizes (4- lla) . Then

as N+ », (&N - a*») is asymptotically normally distributed with
zero mean and covariance matrix

.‘.‘u 32";;‘3;:'-

ALTTE
.

e

PRS-
Seatwas U ety
IO EDE XS IR g e

cov(By = &, ["N - 8 @ - *)] [:VZII:\(A*) :] B (4-15a)

- ‘:.fl ) 2z

1‘
* *
AN

R
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£t
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On the other hand, when the true system is not contained in the model set, the
following result can be shown to hold.
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Mismatched Models: Let QN be the maximum likelihood estimate of ¢ at

time NT and let Q* # 0, be the value of o that minimizes

-
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It.is easily verified that when o, = a,,

’é*(}LN(Q*)VL@*)ﬂ E*[VZLN/\] v a) SR (4-15¢)

in which case (4-15a) and (4-15b) are equivalent. In general, however, (4-15b) is

3
.

Gegene
123053
et L,

o PSR
wafi s
R

éensgdergbiy mere complicated to evaluate than (4-15a). ;%

e
Steady-State Identifiability Analysis ; -
A commonly 'used- apprcximation in. Kalman filter application§ is to use the &;
(constant) steady-state filter gain in:place of'the optimal time-varying gain. %g
This approxzmatzon greatly rediices computatlonal tequlfements for both state / {:
estimation and parameter identification in that the dominant filter gain ﬁ%
coméetQEIOn need be pe;iormed only once, rather than at every measurement updat\. gg
Once 1n1t1al transients ‘have subsided after a few time constants -for the slowest é?
flex1b1e mede (Tp,. = 1/(ZW) ;, = 100 sec for the first nop-iSolator Ef
mode for the ACOSS II model), state estimates in either case will be the same. Eg
Assuming' the identification time interval is much:longer thaii this initial @%
transient period, identification accuracy predictions based on steady-state %ﬁ?
analysis will cldsely match time—vafying'predictioeb. " ‘ %;i
The computatlonal sav;ngs realized for, steady—state 1dent1f1cat10n accuracy (or &g?
1dent1f1ab111ty) analyslsxls even more dramatxc. Here the expected parameter g{v

estimate (4-1la). becomes %
P AR ' ’ PR : e

Q* 4 g, {o} = Arg{min (N + Jl)I*Q(a)}#;Arg{min I*(a)}‘ Lo -« (4-1la)” “‘

La a g - g%g

where. *. gﬁg

?ﬂﬁ

o I* () é%‘log det S + %Tr(s"ls*) (4-11b) ' Mi
3 ol
Eg is the (time-invariant) expected conditional log dikelihocd function. Th@s in ?j&
‘gg steady-state it suffices to minimize -the condztlonal rather than the total ;&g
53 expedted 1og 1ikélinond function, so that a factor of N sav1ngs in computational %ﬁ%
: effort is realized. WNote that both residual covariances in (4:-11b}' are now ?;;
time-invariant. That predicted by the Ffilter (S) is obtained from the ifi;
steady-state version of the Kalman filter corresponding to Ma (4=7) ¢ ;;5

b
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X "'2

,

Se

Qk‘i'l(a) = A/)(\kka) +~‘~‘Buk + AKEk(a)
7

. A A A A
k= IcTs™
S = CZCTy+ Ry

L = AJAT + BWJB ~AKSK'A'

AR oL A W TS A AR AR TR T Y M

(4=7a)"

(4-7b) '

(4=7c) "

. (4=74) I

(4~7e)'

Actual residual covariance (S*) is given by the steady-state version of (4-12):

LR— R
S = CXC™ + Ra

% = RXAT + BU.B” +Q

d
where
A A 0 .\
A= * B.
AKC A(I - KC
- A
Cc = [C* ‘c]r Q A

and NR iterations

sl . Cw A
A ACIEA R LA AL
and.

. R * ,\. - * A‘
AL B S Sl e

models cases become

A -
LA R

Cov[Q&] =.N

and

B
*
B
B T
1B, WaBT 0
|0 AKRIKTAT
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(4-12b)*

(4-12c)'

(4=-124)"'

(4-12e)°’

The minimization in (4-11la)' is now accomplished using, respectively, the gradient

(4~13a)’

(4-13b)*

while parameter error zovariances for, respectively, the matched and mismatched

{4-15a) "
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coviad = —t— A B e, N G v B B vt @ (4-15b) *
(N°+ 1) *

'

Note that the center term of (4-15b)' involves the expected value of a preduct of
summations. Though this term is exceedingly difficult to evaluate for the
mismatched models case, it can be shown that its growth is -linear in N for large

N. Thus, parameter error covariance is in both cases inversely proportional to
the number of measurements taken.

PRELIMINARY IDENTIFIABILITY ANALYSIS STUDIES (NASA Langley Study)

Early in this program, and in a parallel LSS identification study for NASA Langley
(Ref. 14), it was recognized that, because of the large number of potential
parameters, full-blown MLE ideantification and associated accuracy .analyses, with
gradient and NR paraméter update loops, was not a practical possibility for LSS.
Clearly some simplifications beyond the already mentioned gteady-state filter gain

approximation were necessary to reduce the computational load to manageable levels.

Expected Likelihood Program-

In order to get some feeling for the scope of the identification problem and to
test out various simplification schemes, a computer program was developed under
the NASA Langlay contract to evaluate the expected likelihood function I1*(a) as

a function of modal frequency (wi) and' damping (Ci) for each mode of an

n-mode truth model, Modal influence coefficients (bi and ci) were assumed

fixed for these analyses. By evaluating I*(a) for a sufficiently fine sweep of
the 2n~dimensional parameter vector, and locating local minima, a relatively
simple procedure could be provided for steady-state identifiability analysis which

avoided the formidable task of evaluating first and second partials of I*(a).

The steps that this program was designed to carry out are:

1. Define continuous state-space representations (4-3) for the truth model and
the identification model, parameterized by the known and unknown parameter

vector o, and o, respectively.

2. Discretize these models for some spccified sample time (T).
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3. Compute the'diséiete“s;gédg-ététe;Kalman-ﬁiitetAgéin:(K) and predicted
fesidual covariance (S) using (4=7)'.

,.A
ot

& 0 wa o«

IR St rnb o]

-

4. Compute the actual steady-state covariince (S*) using (4-12)°.

=
rTin
A

M
£
LR
[P

5, Evaluate I*(a) using (4-11b)".

7

JURT * ) i.s%

These Steps are: repeated for each combination of frequency (wf) and da‘ning a3

- . . B ,.G‘

(Ei) for i =, l,noo’n: g"-

el

2 . - g\"i

Wy = Ugy * RS By o= Ordeees (g = Uggd/buy s

’ n',‘r;.‘;

%

: it

Ci"-' ;Si + miAci\l mm, = 0/ly00e, (cFi - ‘cSi)‘/ACi' . vy

P

‘ S

where S and F subscripts define the range limits for the parameter sweep and o

A(.) defines the increment. .Eé

Computational Simplifications -

o,

The block-diagonal structure of truth and identificatiow modals was exploited k:

wherever -possiblé to minlmize computational effort. Discretization of continuous i

state~space models was reduced to explicit evaluation of 2 x 2 matrix exponentials Ez

for each mode. One-time state-covariance evaluation for the truth model was gﬂ

reduced to solving (l/2)n3 2 x 2 algebraic Lyapunov equations (ALES), which Eg

amounts to a factor of n, computational savings over the general 2n, x 2n, ;ﬁ

T : . . . Vi

problem. No significant computational savings due to model structure was possible k“

pon

for the filter gain or 2n x 2n identification model state-covariance evaluations .

f.g because the Kalman filter couples the dynamics for all states together. However, ;%

fi cross-covariance between the truth and identificatlion model states was reduced. to :2

M [

i sclving n, 2 X 2n ALEs, which amounts to a factor of n,. savings for each r*

" parameter combination., When the number of modes to ke identified is much iess o

R than the number present in the true system (i.e., n << n,), these computational %

;2% savings can be substantial. ﬁ;

A %y

gi‘-*: o

2 : N

gﬂﬁ‘ *Technlcally, only the identification-model-dependent part is repecced. Truth =

%;i: model definition, discretization, and state and output covariance evaluations et

%ﬁé are performed only one time.) :i
s
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Preliminary Identification Results

For purposes of illustration the program was exercised on a l4-mode truth model,
which was used to represent the Shuttle orbiter, together with a payload attached
to .the flexible remote manipulator systém arm and a one-mode identification

model, Influence coefficients (b, and' ¢;) for the identification model were

set equal to the truth model coefficients for the ficfst flexible mode, which
occurs at wW* = 0.5692 r/s wiﬁh,t* = 0.005. For this two-parameter

i 2ntification problem it is possible to plot the ekpected likelihood function
surface versus identificatioq mddel\fnéquency'and damping and examine local minima
graphically. This is illustrated\ih<Fi§ures 4-4 through 4-6 for three cases. The
first case, in Figure 4-4, is a coarsevparametet*sweep that reveals a local
minimum (determined from numerical output) at w = 0.55 r/s and £ = 0,005,

which is as close to the tcue values as can be expected for the coarse parameter
increments used here. Althoujzh not shown here, a broader sweep in frequency
reveals that Jocal minima ocour at freguencies near -several of the modes of the
truth model. Such minima do not occur, however, when the influence coefficients
for these modes are nearly crthogonal to those assumed for the first mode.

The second case; illustrated in Figure 4-5, uses a finer sweep over a narrower
parameter range éhax that used for the first case. It reveals a local minimum in
I* (1) at w = 0.558 r/s and [ = 0.005?. These errors between the truth and
identification model parameters are much larger than the corresponding parameter
increments and correspond ‘to relative errors.of 2% in frequency and 4% in
damping. Although the damping error is acceptable, the frequency error is large
enough to cause potential closed-loop instabilities for control design based on
the identification model. Recall that from Section 3, relative errors for
critical modes should be much less than %(= 0.5%) fcr frequency and l(= 100%)
foc demping to ensure clused-loop stability. The only possible explanation for
these errors is the .lodel-order mismatch between the truth and identification
models, since all noise and test signal statistics for the identification model
were assumed equal to those for the truth model. Evidently, the Kalman filter

attempts to compensate for this mismatch by producing biases in parameters.
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Figure 4-4. Expected Likelihood Function: Coarse Sweep
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Figure 4-5, Expected Likelihood Function: Fine Sweep
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Figure 4-6. ‘Expected Likelihood Function: Fine Sweep, No Process Noise (W = 0)

-
When process noige is reduced, so that filter gains approach zero, these biases

disappear. The (limiting case for no process noise 4W. = 0) is illustrated in

Figure 4=6. The identification model fregquency and dgmping which minimize I*(q)
for this case match the true values to within the assumed parameter jincrements.
That is, no biases occur when the Kalman filter is absent. Furthermore, this
fortuitous result has been ghown to hold even under process and measurement noise
mismatches, provided the Kalman filter is absent (i.e., Wy is assumed to be zero
for filter design) and no correlations between the test signal and: these noise

sourc:s exist,

Bias, of course, represeats only one component of the identification error. The
other component, stochastic error, is largely determlned by the second partials
matrix of I (a), which is just the "curvature" of the I () surface. As

evident from Figures 4-4 through 4-6, the curvature in the W-dimension is much
larger than in the {-dimension, relative to the nominal parameter values. That

*
is, a 10% variation in frequency produces a much larger variation in I (a)

Ay

5
s

than does a 10% variation in damping. Since stochastic error is inversely

.

proportional to this curvature, the relative error in damping after identification

S e
E
LRGN

NG
La

can be expected to be much larger than that in frequency. As might be expected
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curvature ‘increases, and thus stochastic error decreases, as process noise
decreases. The same observation also applies as measurement noise decreases.
‘Elimination of the Kalman filter when process noise exists, however, does incur a
cost in identification accuracy--an increase in stochodtic error. This cannot be
predicted by the curvature in I*(a), because of the inherent noise mismatch
between the truth model and the identification model (i.e., W; =Wy = 0).

This can only be assessed using the more general expression for stochastic error
(4=15b) ', Technicdlly this same qualification also applies to model order
mismatch. Model order mismatch is, however, believed to be much less critical
tl.an noise mismatch in stochastic error evaluations. We examine the guantitative
effect on identification accuracy of eliminating thé Kalman filter and other
simplifications in the next section.
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SECTION 5

e *.+. IDENTIFIABILITY ANALYSIS SIMPLIFICATIONS o

Thus. £ar,- we have examined the. general Kalman~filter-based MLE identification

procedure and discussed appropriate -methods fbr‘aSseésing identification accuracy

£or both transient and steady~state analysis. Based on the insight gained on the

NASA ‘Langley contract with the expected likeliﬁood ‘computer program just ‘
described, we now discuss various méans df‘éimplfficatipn‘for,the general MLE
identification method that were investigated in the cﬁrrént ACOSS SIXTEEN
identification and control study for DARPA.

T T WGR T  my

We begin by examining asymptotic characteristics of a Kalman filter for a MIMO

i
Pl WL

system with only one flexible mode as the proéess:tOmmeasuremeﬁt—noise ratio

approaches either zero or infinity. Next we examine the impact of eliminating the
Kalman filter on identification and identifiability analysis.

sigae o g

We then explore the

-

2
potential for computational simplifications, which are possible once the filter is g
abhsent, due .to-the block+diagonal structure associated with systems in modal i
coordinate form. Characteristics of the "exact" identifiability analysis g:
software, which incorporates these simplifications, are described next. Further 3:
analytical results are then presented that Summarize findings on parameter ?

4

P
»%

gty
H

»

convergence analyses, and the impact of various types of model mismatch on

A2

parametér biases for MLE identification with and without the Kalman filter., Next,

; we exploit the light damping common to flexible large space structures (LSS) to

.
2

.

ot
¥

show that MLE identification can be accomplished one mode at a time with a
negligible loss in identification accuracy.

39S
- -y
)

3%

An approximate identification

»
v, 4
'3 -

W
.accuracy analysis program, which exploits these simplifications, is described, and ;:
a freguency domain interpretation is presented that allows a graphical assessment ii;
of approximate identifiability analysis. Finally, procedures are examined to :%i
verify closed-loop stability in the face of parameter identification errors for E%:
controllers designed for the identification model, but implemented on the true ;j:
: system, ?Tf
: ' o
i
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EpiMINATIQN OF KALMAN FILTER

In order to determine conditions. under which the Kalman filter can be eliminated,
we examine the filter gain and estimation error for a model with a single mode,

but several inputs and outputs., For simplicity we work with the continuous case,
recognizing that conclusions drawn for this case will carry over to the discrete

case for sufficiently high sample rates., Thus we assume a model of the form

< o 1 X 0
1 . i 4 MY 4 px+Gu+w (5-1a)
1% i —u)g -2;0(.0 X b

y = [¢ 0] [le‘] + v Q Cx + v (5~1b)

with corresponding transfer function,

PR
L akat
Ay

R Sl g JU

R

o

X =

el

PRIy
4.‘-. .

)

el

ch

G, (Jw) = —— (5-1c)

2, .
Wy = w” + 320 0w

The vectors u, v, and w are assumed to be uncorrelated white noise processes with
zero mean and spectral intensities U, R, and W, respectively.

The continuous Kalman filter for this system is given by

22+ cu+ iy - ) (5-2a)
where
T -1 1 T =1
Kk & pc"RY 2 B c'R (5-2b)
T -1 1
c*R “c| =p-
2
= 1l
1 -p
P = _'E‘Ll_— ! 172 2 ) (5-2¢)
¢'R "¢ 3P -2-@ + Zl;omop + 2w°>

with

{

o]
{
1
| 8]
oﬁ
e
(o)
+
=

2 4 T T -1 2
L)+ ﬁ/ﬂo + bWhec R "¢ - w°> (5~24)
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We now examine this filter under two extreme noise assumptions. The noise

conditions that define these cases can be stated in terms of a weighted:

singular-value test applied to the transfer function evaluated at some frequency,

Small Process-to~Measurement-Ndise Ratio

The general condition that defines this case,

_ ‘ Y S
GE-l/ZGi(jwo)wl/z:] ) bWbczR ¢ .

2;00) o}

<1l (5-3)

may be .simplified when W = Wa; and R = RoI to give
- s g -2} !
O(Gil(on)) <<\/R°/W° (5-3)

which says that the magnitude of the transfer function evaluated at the mode
frequency is much les$ than the square root ratio of measurement to process

noise. For this case it is readily shown ‘that the following approximations hold
{to first order in p):

- bTWb cTR-lc

p = <K LW (5-4a)
4z w3 o0
[o o]
T 1 0
p = 2HWE +0as W+ 0
4 3 0 2 - {5-4b)
Cowo . Wy
6Tub oIt
K= — 3 0 + 0 asw=+ 0 (5-4¢)
4T W, (or R + ©)

Large Process-to-Measurement-Noise Ratio

The condition tbat defines this case,
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—[R-,r/z 1/2] _ Violibe™r 2 >> 1/2¢

GIR™ ‘6, (3w )W (5-5)
i™“o 2r mz ’
oo

may be simplified-whén W = W_I and R = R I to give
* 0(G4 (JW,) ). >>\,/R°/W° 2z, ‘ (5-5)
which says that the magnitude of the transfer function evaluated at the mode

frequency is much greater than the square-root ratio of measurement to process

*
noise divided by 25,. For this case we have

4 - N
px\z Whiec® e »V2 o (5-6a)

1 p lpz
P = TR—lc 12 i 4 T2 aswre (5-65)
c 2® Zpj +0 asRr+0
\/Z{4V6TﬁbcTR-I;]
R = Lt 1 -

éTR-lc., VbThbcTR"lc J CTR +(o: ;s+w0; ) (5-6¢)
These two cases illustrate the -asymptotic properties of the Kalman filter under
two. important noise assumpticns, The first case shows that both filter gains and
the estimation error approach zero as W+ 0. More important, it is apparent

that the estimation error for this low-gait. £ilter is to first order in p the same
as that for a zero-gain filter. Thus the Kalman filter may safely be eliminated
for this case with no apparent degradation in estimation or identification
performance. The second case yields a high-gain Kalman filter. In the limit as
W+ o (or R+ 0) the filter may (ideally) be eliminated and the measurements
differentiated repeatedly to generate estimates for position and rate states, and
accelerations as well, Parameters may then be estimated using the classical
least-squares method. There is also a tiird case, intermediaée to these two
extreme cases, but of no particular interest here. It can be shown further that

conditions for the first case also apply for rate measurements if we replace

*The above conditions may also be defined in terms of the magnitude of Gj at
zero frequency, but the definitions here are easier to verify graphically.
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R by. R /w or for process noise due £0 Teat s:gnal 2 1f ‘we zeplau‘ w by w wz.

Similar results are expected to hold for other prqmess/maasurementfno’se
comblnatlons. . o -

Applicability’to ACOSS IT Model  ° S
—— ; = i

To establish which, if either, of the limiting casesvééPIY'for this problem, we

re~examine the 51ngular-value plots for G(jw) for the ‘two identification

concepts in Figures 5-1 and S-Z,Lassumlng p051tlon measurements and’ Test Slgnal 1.

Superimposed on each of these plots we have>shown\/RI/Ul,\le/Wl,zand l/Wl Vs g;
for Wy = 0. Old

1,m2,» =.0.01, For 'the baseline concept we find. that only the last
four modes satisfy the flrgt condltlon (Swa)', while none satisfy the' second
condition (5~5)'. The flrst.s;n modes lie lntermedxqte to the two conditions.
“Fhus identification without the Kalman filﬁérsis""dptimal"~6nly for the last four
modes. For the advanced ‘concept, all but fohrrmsdesrsatisfy the.first condition,
so that iéentificationnwithppt the Kalman filter is "optimal® fbr’éll'hgt these
.modes., I

-
P

- B ‘- * ‘

‘These comparlsons, however, point up a fundamental conflict between the desire for
large test signals for which

Satin) >>\Ry/0y : L _ :

-and small process noise for which-

v

S((w) <<VRymy = 10Vri/u;

Fals,

This conflict becomes even more seVere for the smallér high-frequency measurement

noise associated with rate and acceleration measurements, as well as for the

AL ASAL %,

larger high-frequency process-noise associated with Test Signal 2. For the
recommended test signal/measugement combinations given earlier in Table 3-2 for
the two concepts, these analyses tend to favor -the use of the Kalman filter for
identification {(or least-squares estimation when R/W + 0). Thus, there wili be

a stochastic error performangé penalty associated with identification without the
Kalman filter. But this penalty must. be balanced against the increased suscep-

tibility of Kalman-filter-based identification to hias errors under model order
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mismatch observed in Section 4 and examined analytically later in this séction. £
- . P
More detailed analyses have shown that the stochastic error penalty is the lesser o
' il
cf the two evils. Therefore, the Kalman filter was €liminated. e
) , fa
IDENTIFIABILITY ANALYSIS WITHOUT KALMAN FILTER wii
;:.".
When the Kalman filter is eliminated, evaluation of the expected likelihood ﬁg
function and its partials is greatly Simplified. :f
. - 4

Rt
Expected Likelihood -Function . - 5&
SN . ~ L o
Since K = I # 0 implies.S = Ry, the géneral equations for the expected E*
likelihdod 'function simplify to tﬁ
o
-~ v
* Al 1 -1_* . o
I = =1 - o
(o) 3 og det Ra + ETr (Ra S) ' {5=-7a) Kﬂ
where . ;
* TT . T ™ T % X

S = CyX,C, + CXC - CMC, - CMC + R, (5+7h) iy

‘ i
is the actual residual-error covariance, and Eg
, T T o % y F’

Xy = ByX,A, + BUB, + BW:B, ‘ (5-8a) 55
p . T v
X = AXA" + *BUdBT ’ (5-8b) i

4 : F
T ~T hq

M =AM o+ ' -8c): ’

. B,U.B ‘ (5-8¢) gw

‘ ¥

are the now -uncoupled state covariance equations for the partitioned system; where s
i

*] -
- A xk o T A X* M l'..f
2B e [P R (T {or i

k M X :

.
"
3

¥,
PRI T M T
Pl
-

defines the partitioned covariancé matrix, Note that we have dropped the * symbol

St
[P,

T

Ailely

in ?k for K = 0. Note also that the original 2(u, + n) x 2(n, + n) ALE for state

PN
2413

-covariance has been reduced to three independent ALEs of dimensions 2n, x 2n,,

P,
y . 2
TN NS

2n x 2n, and 2n, x 2n, for a net computational savings of as much as a factor of 2.
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For sufficiently high sample rates, such.that lw;T1 << 1 for each mode, .and
conseguently

oy
»
P

A
Ry

”

e
R
Fawlest,

T

R .. ok L% - . SR
Ay ¥T% BT, By *G,T, Wy = W/T, Ry = R%/T (5-9a)

[

<
<]
-

v

A ='I.% FT, B.% GT, Wg = W/T,.Ryq = R/T, Uy = U/T ‘ (5=9b)

ST e
Tk -

caie s

we .can replace discrete-time ALEs by their continuous-time eguivalents,

e

1

T T T 1
Fu¥y + X,F, + G,UG, + G,WG, = 0 ’ (5-10a)

e

Ty
Rt

Yy
-
Aet

ofratau w4

FX + XFT + GUGT =0 35-10b}

,._.
~.

RARLS. S
P

N,
F M + MF +G,UG* = 0

(5~0c). -

A

£

The main advantage of these contihuous-time equations is that partials of # and.g &
with respect to the parameters Wir To and bi are ‘much easier to compute ' ”5?
(analytically) than are partials of their exact discréte=-time counterparts; ad

e

" 2 o
e A L K L)
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23
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e

, B=F 11 - efNg _ ‘ o

4

A=

. g
: PP
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v e

Pattials of C with respect to c; are the same in either casz. The requirement g:

o
]
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First and Second Partials

1 &

*
Partials of the expected likelihood function I (a) with respect to the

o=
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oAk K aix.
AR f--‘s :‘:-:
PERIC K0 4 5 P

parameters can now be taken  -h relative ease. For the first partial with
respect to the pth

-

A
‘wlement of q, we have (from 5~7a) assuming Rd is constant:

* y b o 0

VPI (@) = ETr‘Rd-Vﬁs ) (5-11a) i%g

, e ‘ th th o ek
while the second partial with respect to the p and ¢ element is given by ¥
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Pa;tialé“bflgf and, in turn, M and X ‘in (5-7), and expected parameter update
iterations (4-13)' are now relatively straightforward, albeit tedious, to carry
out., But the computatxonal requlrements to do so are still of order N (n + 0)3
for each gradlent parameter update and N (n* + n) for each NR pa;ameter

updaté. Thus §;mpl1flcatlons to reduce computationai requirements are still

desirable.

Paraméter Error Covariance

Similarly, parameter error covariance :valuations for the mismatched models. case
simplify .somewhat when § = Ry is constant.’ The difficult center term in
(4-15b) * now becomes

Tg =B {YPL (a*)VqL (a*);} (5-12a)

i
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f=Kz=c0
wheré:
* . A T X
S, % -k =E, {tzrk} (5-12b).
* A .
SVp;Vqr (P -k) = E {Vprzv L } (5-12c)

are, respectively, the suto-correlation function of the residual r and the
cross-correlation function of its partial§ Vpr and Z r. Note that the third
equality in (5-12a) holds only waen o = G, where I (@) is minimized and
V*I(Q;) = 0, The approximate equality, which applies only for N >> 1, exploits
the fact that for stable A, and A the correlation functions approach zero

(exponentially) as I - k|l + ©, so that the doubly infinite summation has a
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Y

linmit, Note’a;so that, in generg}, the order of éifferentiqtion and expectation
#s important in (5-12¢) since ‘

2 A 2 T
qu r__(!L - k) = V {zr } " (5-13)

2 [ g
= E*{qu[rzrk]}
s; (@ < k) + So @ - k)
prV&r Véerrv

* *
+ SrV2 r(z - k) + SVZ rr(l « K)
pPq

X * * W

Thus, the direct approach for evaluating VbI and V;ql is not compstible with
P ;

that required to evaluate Ipq'

H !

The correlation functions in (5-12) can be generated from the cross~covariance

n
matrix for two 2(n, + 2n)-dimensional augmented-state vectprs«xg = (X ?, xT, v ny,

»
and x- = (% T, xT, qu?) to give

q
* T *
srr(ﬂ, - k) = cbvxo(ﬂ. - k)co + Rdskz (5-14a)
A T
Sy .y r(z - k) = cpxo(z - k)cq (5~14b)
P g
where

F % - KTy ¢ > K
X (0 - k) & X g¥ k} %o - (5-14c)

g F (k- 9T &<k

is the cross-correlation function for the states, and

T T .M
+ P+ -
pro xo q GpUGq + Gowc,o 0 (5-144)

: . T
defines the cross-covariance X = E*{%pkxqé}’ Here
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A | Fi 0 0 A |Fx 0 0

Fp = o F o], T Fg W o F 0 (5-15)
0 VPF F 0 - VqF P .

‘A fG*C{ A Gx A Gx |
G, = 0 = G Gy = G
(o] 4 Gp ’ q

Lo Vee LVqe

A
Co = [Cx -C 0]

A
Cp = {0 "'Vpc -C]

A ‘ \
Cq = (o - qC ~C]

~* . .
For the SISO case Ipq may, when IwiTl << 1 for all modes, be approximated
further to give ) ’
. o0 i *
noei) O * |
Ipq = 2 s”(z k) 59 (v r(5L-k) (5-16a)
q k=" g .
*
) R »
Rd P 9

[}
T
2 FtT Ft _T
(N + 1) f CX,e 9 CCep XOC:’fit

+
e p q
RT )
* 1]
=(NA+1)E§S* 0) + (N+1) —=— CXHXC
2V eV« 2 conogq
& P ROT ‘

where Ho is the solution. to the 2(n, + 2n)-dimensional adjoint Lyapunov equation

T T T,
-1
ano + HOFP + COCp =0 (5-16b)

~k
A similar but more complicated approximation for Ipq holds for the MIMO case
as well. When the only mismatch between the truth and identification models is

due to process noise. the first term in (5-16a) becomes

2 A
(N + l)quI(a*)
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N
% oas

Thus when I 'is substitdted' into. (4~15b)', this first term gives the usual
stochastic error due to measurement noise R predicted for the matched models case

(4-15a) ¢, while the second term gives, the correction due to process noise W,.

-

SIMPLIFICATIONS DUE TQ DIAGOWAL STRUCTURE

Now that the Kalman filter is absent, the block-diagonal nature of both the truth
and identification models may .be used to full advantage.

Expected Likelihood Function '

The expected likelihood function for this case can be simplified to give (in view
of (4-=3))

* -] . ' ,
') =3 {169 det (R/T) + Tr(R lzz*)} (5-17)
T * * T,*
+ 5 E[:: Bis + Y--)e X E::: By.eoX,
2 i,jer* ij ij]71%5 & + i,3e ij €1 ij 1
§ c T
-T .e. M
T BLJ 1l ijn1
jeg
where
* %k 0 % *T'.‘ T R : N
FiXjy + XijF5 + egey = 0, ‘ i, jeJ . (5-18a)
FLK.. 4 K LF +eer =0 L, 5-18b
RIP 1555 ’ezez = 0, i,jeg ( )
; T T LT b3 5-1
FiMij +“Miij + eze'z = 0, lc,J 'JSJ ( - 8C)

. . , . . th .
are "normalized" 2 x 2 covariance equations relating the i~ and Jth modas of

the truth and identification models, with the definitions
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A biT(U + W) bjxij bi UbjMij
i (5-19)
*
b Ub MY, . biub.X, .
L1 J 1] i 313
«p |0 1 E)
BEE ] % T B,
-"(l)i -Zciwi- 1€J
r -
0 1. )
Q .
By -w? -2r.0, a
Li i
* 7 kp ool ok * .
Yﬁj 4 ¢, 'R lc.biTW;bj d;jex*
* A *T -] * *T * .. .
Bij ¢, R cjbi Ubj i,jer
A T~ D .
Bij ‘ciR cjbiUbj i,jer
C é‘ *T "l *T w4
Bij c; R cjbi Ub3 ied¥,jed
dhu o, o

J* A ‘{‘1,2,...,n*5}, J A {l,2,...,n}

These equations follow from (5-7) and (5-10) by inspection. WNormalized covariance
equations (5-18) are employed for convenience, to eliminate the dependence of Mij
and xij.oq the parameters bi and bj' thus gimplifying subsequent evaluation of
partials with respect to the parameters. By exploiting the diagonal structure of
F, and F we have reduced computational. effort in evaluating If(co to that of
solving (1/2) (n, + n)2 2 X 2 ALEs, focr a net savings of (n, + n) over the general
nondiagonal case. Morgover, exact analytical solutions for these 2 x 2 'ALEs are
readily derived, so that numerical evaluation of I*(a) can be reduced ‘to

summing up a Series of exact Lyapunov-equation solutions that are each evaluated

numerically at the current parameter values.

First and Second Partials

Partial derivatives of the expected likelihood function are now trivial to
evaluate. For the first partial with respect to the pth element of the

parameter vector ¢, we have (since R and R, are constant)
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) * . T ! B . » T . o « - ‘)T‘
g TY) T fa Ty ]
, pI (@) =3 & {Buel Vpxngl + yprjel "ifl} .. (5=20)
rJ &
Z e ¢ T
wr ) [85.eT0 u.. o 3
T e 31331 PMLJel + Vpsxjelmxjelj
jeJ
where
PV Ko + VX Fr # X,V Fs 4V F.Xex =0 ; ‘ (5-21a)
“1'p%i 7 "ptiit) i3'pj P itij , )
& T T

Similarly, for the second partial with respect to tne pth and.q—th elemenit of g
we have

“d,jed

2 % _T_E f. 12 o2, T A
Tpgt (73 {Bijelqu %15% * VoPis® st e

ieT*
jeg
c T ¢ T'
+ vpsijelvﬁuijel,+ VqBijeleyijel}
where
2 2 T S | .
F X.. + P+ N . o -
Ypg¥i5 * Vpg®usFs * Vp¥isTqFy + VFiVpkyy - (5-23a)
F VXV F + VRV X, =0
Fii'p 5t VpFi'dty
* 2 2 T T T
PV M. . S . . . , = - \
{Vpgtis * quMlij + \7lequF:l + qulvaFJ 0 (5-23b)

These equations assume that quFi = 0, which will be true if we choose wi and
2L;W; .as parameters rather than w; and §;- This choice also simplifies the
structure of the partial derivative equations for Mij aud xij‘ Though these

partials still appear fosmidable, it should be noted that the driving terms in

* . R 5 .
Vgl’ are -nonzero only when the ptb parametef corresponds to either the i‘h or Jth

»*
mode. Similarly, the driving terms in Vgél ‘are nonzero only when either the pth

t . . . A .
or g parameter corresponds to either the 1th or Jth mode. Thus it is possible to

123

,,,..A,.,,,..,._
oy
r:{t-t =1’

T

T TG
AN
r PR LA

YE2h

-’

-

~
Ve '4-‘ )

W

0

WSSO R e, Dl
B 20% " "1 Tr"s Tty

AR
awomwe n¥ L
LRI

s 0
il Polly
.>; el

wym

DTl T X

rrerT ET
Tae
AP

Pty ]
s alte &
RAF L)

-
S
.

O B

PR

3 -

k]

f’I

- e

S T
R I o Y o)
R AT N R LEN B ]

q-
>
%

R S
Pl I ] AL
et et
Lo »
. &
e ety T2 ey

L T B
[
- R “
L% ‘f Trm

.

1




.
Y
A o
o,
el

b
Ve

L
l!‘

a
ve's Jan

®
re

O &
,.;
k¥ 3

sum up the contributions to I ' V I , and quI all Wlthln the same i,j

double loop. Moreover, outside of that requlred for a few 2 X 2 matrlces, the

only storage requlred is the N2 + Np + 1 elements needed to store tbe final

results--I R VI , and V I .

’

Computational Requirements

Computational tegulrements necessary to make one parameter update Lteratlon, in
terms of both the number of 2 x 2 ALEs and the number of multlplzes, can be

summarized as shown in Table 5-1 (assuming 16 multiplies per 2 x 2 ALE).
TABLE 5-1. -COMPUTATIONAL REQUIREMENTS FOR EXA.™ IiDENTIFIABILITY ANALYSIS

+

. . Number of Approximate Numbet
Evaluation 2 x 2 ALEs of Multiplies

-

[ . * ‘
Likelihood: T (1/2)(n* + nF 8(n + nF
* ' k .
Gradient: VI 2n(n, + n) 32n(n, + n)
, 2%
Hessian: V°1 4n(n, + n) 64n(n, + n)
NR: (V21*)-1¢*1 S

(1/3) {(ng + ng + 1)n)3

Total/Iteration (1/2) (n, + n) (n, + 13n) 8(n, + n)(n, ¥ 13n)

#+1(1/3) (ng + ny + 1)3n3

Thus, not counting the NR update itself, computational regquirements for
identifiability analysis without the Kalman filter for systems.in block-diagonal

. . . . . 2
modal form is of order n(n, + n) per iteration, which represents an n(n, + n)
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savings over the general nondiagonal éase. Note that identification of influence

coefficients (bj"and c;) for each mode does not increase the number of ALES to

T
o

l—}f
PR
L K‘,

Ak
i %.‘,

be solved since thesé parameters appear only 'in the coefficents B, . and Bij

J b

* . ) .- . . v N . . . . N ot w
of I (a). Therefore, thay-have negligible impact on computational reguire- kﬁf
ments, assuming the number of system inputs and outputs i§ small compared to the A
number of modes. When the NR update is included, however, total computational ;35
requirements are dominated by the ‘Hessian matrix inversion, which is' of order g?m
3 B
n . f‘._“,:\‘
. DA
[
* s
The diagonal structure of F -and F can also be used to simplify expressions of R
KV AN
(5~14d) and (5-16) for I , which is .needed for parameter error covariance g“‘
evaluations in the mismatched models case. Unfortunately, these simplifications ;fiﬁ
* * . . NS
do not lead to as simple results for f as they do for I and its partials. g

3
¥

»
| ST

Thus, we will pursue them no further here.

et )
-2t ot Y
a e *

B |
1%

Rate and Acceleration Measureménts and Test Signal 2

g g ——
e Teets ®
e 4

Falel el

The setup just described applies only for position measurements with Test Signal
1. For rate measurements we need only replace e

T_r
L1
b TN
“ » £ »
- ETSE BLIS AEN

1 by e2 in (5-17) through
(5=-23) to select the second state as the output and replace Ro = Rl by Ro =

B,
£
2

-..

I')
.

-3

X
2w
Ny
»
)

Rye Results for acceleration measurements, however, are a bit more involved.

-
PPN

>
I

E——

3
"'

Ly

-y
P

iteT
LA ]

3

For this case we must replace R, = Rl by R, = R3 and make the following
substitutions in (5-17):

Lty

oy

o

Y

T * - d*T * d* 1 5-24 é::{:.'.

elxijel i xij 3 + 1l/T ( a) N

v

T T - -

A

g

T ki . ’,'-"‘.'7

elMijei + di Mijdj + I/7 (5-24c¢) E-"::

r, T
&) where v

& A I s
! *m *9 * o i
i T2 |ew, C -20.w, e

P dl L 25 (5-25a) i

i Lot

‘i" P A ;;;:y‘::
s d . = -u’% - A, My

i [ zclwl 15-25b) .
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define the second rows of F: and_FiL respectively. Because di is a

function of the parameters, additional terms arise when the gradient vector and
Hessian matrix are evaluated in (5-20) and (5-22). Although these steps would be
relatively §trqigbtforwgrd to carry out, they bave not been implemented in the

current version,of the software.

Since Test Signal. 2 implies another level of differentiation, the setup for
position and rate measurements with Test Signal 2 is identical to that for,
respectively, rate and acceleration measurements with Test Signal 1, except that
U, = Ug and Wy = Wl are replaced by Ug = U2 and W°~; Wz. ‘Pest Signal 2 with

acceleration measurements, however, cannot be accommodated in the current version
of the software.

Exact Identification Analysis Software

H §
£ - ," T
K. St

A computer program was developed to compute identification systematic and

stochastic errors for the parameters of an n

AN
e
s T
. =
=x 8
«

X ny transfer function matrix

e
Tes

ot

o)
G(s) of the following form

T
n cibi
G(s) = ;‘ 2 — 2 (5~26a)
el
o1 s” + zciwis + wi
where the true system is
D c.*b? ‘
. ixTg .
G, (8) = ¥ — T 2 (5~26b)
j=1 Sx T 25 08 W,

The parameters are the natural frequency, Wy s damping ratio, Gijr the g
elements of the output influence vector, Cyr and the ng elements of the input
influence vector, bi' for each of the n (n need not equal n,) modes. These

parameters are not all independent, as illustrated in the following cases:

Case 1: SIS0 (ni =n, = 1)

Only the product cibi is an independent parameter.
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Case 2:  11aS (b, = c;)

‘Only the elements of one of the vectors are indépénderit.

Case 3: Non-ILAS ibi # ci)

-Only -the directions of bi and c; and thé'product.éf their maénitudes are

independent paraméters, hénce onlY‘ﬁ{ #n - 1 of ‘the n, + n, elefients

of ‘the b, and ¢, vectors are independént.

» * '

The appropriate independent parameters are arranged into a parameter vector ¢ as
follows for these three cases.

ol

T 2 2 2 ,
Case 1: QO = QL,ZCle'clblpr"z;zwzlczbz'.c"o ’wn '2;n“9n"c'.nbn

where o is a 3n x 1 vector

[ 2 T 2 T 2 T
H H L coe -
Case 2: a’ = @1’251?1'b1’“2{252“;!b2'l 'wn'chwn'bn

where ¢y= b, and o is a (2 + n;)n x 1 vector

:P . .
v | 3.  wpap 2 ND wp 2 . ®p o~
Case 3: Q' = wl,ZClwl,bl,cl,wz,2§2w2,b2,qz,.‘.., wﬁ' Acnwn'bh 102

~

~)
where either: bi = bi and bi = ci without the‘Mth element (i.e., eliminate the

b element of cr)

M
or: bi = by without the Lt? element (i.e., eliminate the
£*® elerient ‘of b,), and &, =
n ;)¢ and e =cy

The rule for eliminating an element is discussed later in this section.

The parameter vector may be chosen to include any subset of the above parameters.
Similarly, let a, denote the parameter vector containing the true parameter
values. The n modes included in the parameter vector must all bave Liwg > 0.

That is, the mcdel must be asymptotically stable or the residual covariance of the

MLE identification method grows without bound. This condition precludes the.

identification of rigid-body input and output influence vectors. This is not a
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severe limitation since these vectors can be predicted very accurately on the ~T
ground from mass, inertia, and,geometry properties of the LSS. The program could, R
however, be adapted to accommodate these rigid-body modes. T

L

,
15 2 o

The exact identification analysis software is only exact for zero process noise.

L)
s &g ¥

3t P
E L

This condition leads to a tremendous simplification of the computations required.

o3
2.

An exact treatment of the finite process noise case was beyond the scope of this

study. An approximate treatment is examined in a later section. Both test signal

H
%5

¥ T

z . -
PSR DU

>
-

*ula

e

and measurement noise for this computer program.were assumed to be white.

[ Y]
-t
s

-
W .Y
'~

»,
’,

e

The errors computed are

o Systematic errors (or biases) due to model mismatch (e.é., n # n,) NS

¥ ] ‘.\-

)

o Stochastic errors due to measurement noise ) ;?

i

L | %

To evaluate these parameter errors the computer program must perform the following Ei
steps: . b
A

* e

Step l: min I (a) e

a _ _ . . ;5'?

A . . * )

Let @ = Arg{mm I (a)} . E_.,

o~ e ' ‘ e

1‘.:3

Step 2: ‘o,.,._ = Eg, ~& v
bias * .

.
2l
Py

‘where E is an identity matrix without the columns corresponding to parameters

i
Y

of the true system not included in the model, and therefore is not estimated.

. uk

Note that when n = n,, E = [ and 8 = 0y (i.e., systematic errors are

.

g
- ﬂ‘l -

zero when there is no model order mismatch). §ﬁ
I

A A T 2_* -1 o

Step 3: E [(a - ) (8 = a,) ]z {V I ] ~ 5
i

5 321* R C

where V1 = = (%) 2
dodo o

o

¢
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When n, =-n,; step 1 is.trivial because-q = q,: When n # n,, one (or

both) of the following. minimization -algorithms .are used.

.Sradient Method: This method uses a.parameter update. iteration of the form:

G L8 L det 8 (5-27)
*

whete Vi*(aj = 2La (ay,

- T .
the 5uperscri§t j refers to ‘the jth iteration of ‘the algorithm, add-gj >0 is
a step size parameter that is usually adjusted in some ad. hoc manner to
improve corvetgence. ‘One method of adjusting ¢’ that was useful for
minimizing I* over one of the frequenrcies is the fgliéWidg. Let o0 = Wy {a

'scalar) and let

s

j=1

* ¥ » 3 -
1.3¢ @@ > o (5-28a)

j-1

0.2¢€ v (&’

(6t

) <0 (5-28b)

This method will be referred to as the modified gradient method in the
following. -,

Newton-Rhapson Method: This method employs a parameter update iteration of

thé form

. . .y -1 R
AL N T o) (3-29)

Th2 distinguishing feature of this algorithm is that the ad hoc (scalar) step

size parameter ej is replaced by the inverse of the Hessian matrix.

Parameter Convergence Analysis

e e s

The MLE method is an iterative minimization algorithm and hence its success
depends on the convergence of this algorithm. When the quantity being minimized
is highly nonlinear, as is the negative log likelihood function, this convergence
is dependent on being "close enough" to the minimum at the start of the

minimization algorithm. Another issue is that of reaching a local minimum rather
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‘than-the global minimum. Only in the isimplest casés can any analytical. results bé gy
~ -"‘

derived for how close is "close enough;" and whether a global minimum will be s
{3

found. Two of these simple cases will be described and then some general A

¥

v

statements will -be '‘made baséd on. these results and numerical results obtained

x"e
iy

using the exact identification analysis software. Eff

S

ooy

Converdgence of the MLE identification algorithm may be described in terms of an &i

identifiability region, which is defined as the subset of the parameter space ?;y

* b

containing the true parameter, such that VZI” is positive definite. E:ﬁ

e . il

Identifiability Region for wz Parameter--Let the true system be given by B4

2 5

4 Gy (s) = ~— (5-30a) e

o s” + 2rws + W, N

N . :;:

ren! and the model system be given by b
2 g

2 ‘

G(s) = —3 2 5 : (5-30b) ;'

S + 2CWws + W v

. b

* o1 %" |

Lkpressions for I , -EE" and ; 3 can be derived and used to determine t&

ow 9 (w) -

GO
e =k

*
the region of convergance for the parameter wz. A sketch of T vssz/wi is shown
in Pigure 5-3.

Wyt
PAFER TN B ]

o ETCTETY Y
v T3

Region of convergence for NR method:

MU &
P

2 ."2:

41" w e

Cht >0+ |-2BEE 4] <o (5-31) N

2 2 2 ‘-.‘:4

a(w ) w* "u;

?. LY

bt

Region of convergence for gradient method: L

2 2 31" “’2t t v

o <ujand=S <o 2 (5-32a) "

3w w, e

2. 2 a1 “’2t £ 2/3 X

of >ulana S50 EEEE g g (5-32b) >

dw w, b
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IDENTIFIABILITY
‘REGION

a1 I
: |
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€ |
iE !
t!: 1 *
S L . o ‘
N -2 $ - >
EE %
*

1-2¢ 1420 1+ag2B

Figure 5-3. 1dentifiability Redion for w? Parameter

The global minimum corresponds to ‘the true’w2 value; however, it can be seen

that if wz becomes tco large both:NR and gradient methods will diverge.

Identifiability Region for 28W and b Parameter-~Let thé true system be given by

c b,
G*;;(S) =-

2 — ) (5-33a)
s¥ + (20w} ,s + W,

and the model system be given by

¢,b
G(s) = > - 2 (5+-33b)
s” + (2Tw)s +:Ww,

* * . * (2 % 2
Adain expressions for I , 9I /d2%Lw, 3T /db, 81/8(2§&Q2, 81 /3(2Zw) db, 521 /db
can be derived and used to .determine the region of convergence for these two:

parameters. A sketch of the region of convergence is shown in Figure 5-4.

131

T N T T A el TSl e S £ £ Rt - ST P e =N T T

TR BN AL A e

LRI, '

oy — Ay o
v <t et

LTI

kN

,TE'.; ry !?:‘;A

¥
o g

i _aolhe dinr aser’
AN

.

4
”

T




e

i

1
X
't
«
3

b syt
:

PRt ‘
Gt w

R

gle

' 1 Zgn
. e (2§‘w).

Figure 5-4. Identifiability Region for 2fw and b Parameters

s

The shaded. region corresponds to the region such that the Hessian: matrix is
positive definite. The circle of radius 0.4 'is the practical region of

convergence since the dixection of the initial error will not be known in practice.

«

The gradient method's region of convergence would correspond to the whole plane.
There is only the global minimum in this case., Hernce the gradient method would
converge for any starting parameter. From these two exémples and numerical
results obtained using the exact identification analysis software, thé valleys in
I* for damping: and ‘the b's and c's were found to be very broad, and are hence
easy to find and follow to the bottom. However, the valleys in I* for tfregquency
are very localized and steép, and are thus hard to find. Frequency updates thus
required special bandling.

Satisfactory cenvargence was obtained with the ‘following procedure:

Step 1: Update each of the frequency parameters one at a time with the
medified gradient method.
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_ Step 2: . Update the entire parameter. vector, including the fregquencies, with
the NR-method.
By using this combination of modified gradient and-NR methods, convergence is

.obtained- for starting values from 1/2 to 2 times the true parameter. In some
cases a much larder range is possible.

Analytical Predictions.for Systematic Errors

o
— N -
-

The exac. identification analysis software was used ‘to generate numerical results
for the general case. Here, we examine analytical results for some special
cases, , garametei bias in general is determined by comparing the parameter value
that minimizes I to the true parameter. The parameter value th- minimizes

I* is obtained by setting the gradient of I* to zéro. This was done for the
foliowing special cases.

Parameter Bias Due to Measurement Noise--If the MLE method is applied without

using a Kalman filter, as is done in the exact identification analysis software,
measurement :noise can. be factored out of the gradient.

In this case measurement
noise cannot intrcduce a parameter bias. This is not true, however, when a Kalman
filter is used. The measurement 'noise covariance will impact the Kalman filter
gains. Thus it has the-potential of introducing a parameter bias if the value of
measurement noise covariance used to desién the filter is in error.

parameter Bias Due to Process Woise~- here are four special cases to be discussed
with respact to parameter biases due to process noise.

Case 1l: MLE without the Kalman filter and no correlation between test
signal and process noise.
In- this case the process noise covariance can be factored out
of the gradient and hence it cannot introduce parameter biases.
Cace 2:

MLE witnout Kalman filter and finite correlation between test
signal and process noise.
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In' this ¢ase parameter biases are possible; an example will be

discudsed. Consider the situation of a SISO one-mode true

system and model, that is, n=n, = n; =0, = 1l and b = ¢. Let

the sCorrelation 'bétween test signal, u, and' process noise, w,

" be -of the £6rnm

Eluw] = ¢ E[u?L (5-34)

This is representative. of correlation due to a2 scale. factor
error in the actuator for the test signal input.. 'The results
for 'this case ai:e shown in Table 5-2 and are good approxima-
tions for the conditions listeéd. As evident from the table,
the .MLE: method tries to compensate for process noise by making
‘the damping ratio sfightly smaller, or the b parameter slightly
larger. The frequency bias is negligible for light dampiag.
For the case of estimating all three parameters, only the b

parameter is biased.:

TABLE 5-2. PARAMETER BIASES DUE TO PROCESS NOISE (correlated

-with test .signal):'USING MLE WITHOUT THE KALMAN FILTER

; Parameter (s) Estimated
4 b W Cr by 0
A A A
t=(1-290¢g, b=Vi+e b, | lw-=-w,l < 3ciw* 2 =Ty
\ . ¢
el << g, << 1 b=V1+c¢ b,
l el <1/2 b= w,
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Cases 3 & 4: MLE with the Kalman filter with and without correlation between

test signal and process noise.

In these two cases an error in. the) value of the process noisé

covariance used to design the filter has the potenﬁial of
introducing parameter biases.

Frequency Bias Due to Model Order Mismatch Using MLE Without {the Kalman. Filter--an
approximation for frequency bias was:.obtaihed. for the SISO n,-mode true system
and one-mode model system Withvck§ s'; and bk* = Cpu for all n, modes of the true

x. ¥
system. A sketch of I vs'frequency is shown in Figure 5-5.

The true system's frequencies are indicated by the w,'s and the local minimums
* .
of I by w's. The difference between the two is. the frequency.bias.. Since
the .damping ratio was assumed to ue known,. the only .parameters to he estimated are

W and b of the model. The following approximate expressions were derived.

A2 2 “n C
oy ~r . = By
i — (5-35a).
bk . i'l ‘l :"‘¢i)(l - (‘b\i) .
5 ik
G- o 8y[aef v 20 +3)
2, .~ % Z 732 (3-358)
L =l e =)
ik - ‘
where
2
i bk,' .
and
A Y (5-35d)
b= oq
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These parameter biases are seen to be proportional to either damping ratio squared
or raised to the fourth power. For lightly damped structures these ‘parumeter

biases are negligible.

-

«

The results for parameter bias are sqmmarizéé ;h iaéle 5-3. These results ghow
that MLE identification without the Kalman filter is less likely to give parameter
‘biases than its counterpart with the filter. -Specifically, MLE identification
without the Kalman filter (which is itself a model mismatch when process noise is
present) gives unbiased estimites under process and measurement noise mismatches,
assuming no correlation with th2 test sigral., Biases are, however, possible if
noise .correlations exist or if mouel order mismatches occur. For MLE
identification with the Kalman filter, on the other hand, biases in parameter
estimates are unavoidable under any model mismatch conditions., This evidence
points up the need for accurate disturbance/noise models for Kalman-filter-based

identification methods..
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TABLE 5-3. PARAMETER ESTIMATE BIAS

Process Noise Mismatch .
MLE - . Measurement '| Model
Implementation Correlated | Uncorrelated | Noise  |' Order
With : With Mismatch |Mismatch
JWithout Kalman bias # 0 bias =0 \ bias = 0 blas # 0
Filter 1.
With Kalman bias # 0 bias # 0 bias # 00 | bias # 0
Filter

SIMPLIFCATIONS: ™'S TO LIGHT DAMPING

Thus far, simplifications to the general MLE identification procedure have
exploited general properties that may be eipéctgd to hbld for most (if not all)
LSS identification problems--small sample times, long ideptificatioq intervals,
small process-to-measurement-noise ratios, and the block-diagonal structure of
systems in modal form. We now examine one final simplification that .exploits a
more specialized property also common to LSS's-~lightly damped modes.

« 3 Lt .
Hessian Matrix for Expected Likelihood Function

We have already noted that the expected likelihood function and its partials can

be formed by using the computer to sum the exact contributions of individual mode
pairs. ‘When these quantities are evaluated at the parameter value @,, which
minimizes I*(a) as is appropriate for identifiability analysis, further
simplifications apply. Since MLE identification without the Kalman filter yields

essentially unbiased parameter estimates, we can assume that after identification,
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A *
Fy(d,) = F (5~36)
A R
. bi(a*) bi . 2
X Aok .
* Ci(a*) = c‘i -
for ‘each mode identified, which: ifipliés
8. AL ‘Bc AL ;Lg',*
i] (a*) ij (Q*»)r* ’/5.] . ‘ (5-37)
i .
. A - ALK
TR (0 My (0 X
, *
By 'solving a 2 x'2"ALE it can be shown that terms in I (a,) ip (5-17a) are
of ‘the general form (assuming position measurements)
2(G 0, + Gawy)
T iVl s M .
Biie X e : 14 (5+38).

=B » , " 0, + T
PR TP T2 2)2 : (FORY
,(wi - w4 4(,,12% (g0, + B4y (5 0y & Z504)

Since (5-38) exhibits a sharp resonaice when wy = w; and: i;i;l;j << 1, it can be

shown that off-diagonal (j # i) tetxi\'s in the summation (S-i'la) will be small
relative to the corresponding diagonal ‘taems whenever
\/:815/811 2L, «<

’ 2
Jrogap® - 2

for all i,3 (5-39)
W2+ T4w5/530,) -

When U = Ule W=WJI, and R = ROI, a slightly weaker but easier to

interpret condition is given by

-‘ c0s6%.cos®, -maxi2g,,20.. -
& \/l 15008055 max{2g, 2t ) (5-40a)
:\" :. 1. . .

« = Y (0 /0~ /Y |0 /ws -

2 4 r...zmln{'\/ Yi/Y5 Iml/w"' ll :\ﬁj/ Yllmx/‘”n ll }

T

4:.:: where

3 c A 7

L cos®,, = c;c./le, llc, | -
Fgl 15 = G357 1¢; ey (5-40b)
2t b A T

NG cosf., = b.b./lb, | lb, -
i3 - 03057 0Ty (5=400)
=
:%;s define the direction cosines between the vectors Cir cj and bi' bj‘ respectively and
@
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‘Yj Q:'&(cjb;_r) = ch Hbil '(5=-40¢)

define the magﬁitﬁées of the residues forféhe ith and jth modes, respectively.

When y; = Y0 condition (5-40) essentially ensures that off-diagonal térms: n

(5-17) will be negligible wheénever damping is small relative to frequency separation,
or when either ¢y and,cj or’bi and bj are nearly orthogonal. When Cj * Ci =,

Y5 * Yj. and uﬁ = W, condition (?-39)lcan be reduced to the much simpler condition

28 << 1wy 51/w, (5-40)

which says essentially that mo?al damping must be small relative to freguency
separation, where Awij é wai- di; This conditioh is satisified for virtually all
critical flexible modes for thé ACOSS II structure, 'except for the six heavily
damped isolator modes.

Condltxons (5-~40) or (5-40)' also ensure that off-diagonal terms in V I (Q*) and
V2 I (a*) are neglzgible relative to diagonal terms. Thus ‘the douu’n

summatzons over 1, jeJ in (5-17) can be reduced to a single summation over LeJ .
Double summations over i,j&J in (5-17), (5-20), and (5-22) redice to a single
summation over i€J, while double summations over iaJ*,jeJ reduce to a

single summation over ieJ?\J. Under these assumptions; the Hessian matrix

V I (& ) reduces to a block-diagon&l matrix, with nonzero elements

only where the p th and gq th element of o both correspond to some parameter
asscciated with the ith mode. Thus, the inverse of this matrix is also
block-diagonal, so thiat parameter updates using the NR method and error
covariances are uncoupled between modes. For all practical purposes, MLE
parameter identification and associated. accuracy analysis for lightly damped modes
may be accomplished ofje mode at a time. R

Under this assumption of lightly damped modes, it is possible to develop
analytical expressions for the Hessian matrix VZI*(Q*) by successively

solving 2 x 2 ALEs and substituting into (5-22). Results for a single mode are
summarized in Figures 5-6a and 5~6b for two cases-~ILAS and non-ILAS. In both

A
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’é cases, w; and gijaénote mode frequency and damping ratio, while b; and c; denote. éfg
} input and output influence coéfficient vectors. For simplicity, test signal é;;
5& covariance, U, dnhd 'measuremert noise covariance, R,‘havé been assumed td be a ?::
3 scalar times the identity. Process noisé covariance W is assumed to be zero for E?i
;g this analysis. The-scalar SNiiR is just the SNR of tést signal variance at the §§§
'% output to measurement noise. intensity for the ith'mode. Note that T now ég%
1 multiplies SNR; in the expression for sz*, so that it can bé lumped with Ei:
(N + 1) factors that appear in (4-15a)' and (4-15b)'. For the ILAS case, the S

parameter véctor includes frequéency squared (mi), the damping factor

(2Ciwi), and the input vector bi' For the non-~ILAS case, the parameter

R

>

vector includes, in additiqn to the above, the output vector c

.

'M

i* -

b

iy

.Stochastic Errors Due to Measurement Noilse E;H
= S b S n " [E::E::?‘.

)

1: s ';\4

.
-

In viéw of these structural simplifications, parameter error covariance due to

[}
t

} sy
W

measurement roise for any lightly damped mode is given approximately by the
* TN
inverse of -the Hessian matrix VZI for that mode. T

ol
»

TABLE 5-4a. APPROXIMATE STOCHASTIC ERROR FOR MLE PARAMETER R
IDENTIFICATION: ILAS CASE (¢ = bj)

e
L
S
Stochastic Error Due to Measurement/Process Noise f-;?.“
parameter n v
Absolute Relative ;
02
a, 2 ! .
i od. b3 SNRP(N + 0T - X SNP,I;(N + )T
i o
1
2 24 2
Wy ar,iwi at;i
2 2 2 2
2‘;1“’1 J.Gt;iuui (1 + ZC’}) 4(1 + Zci )
b2
14, .2 2.2 1 2 ig
®ip 2 Q”i' ¥ 4§ibiz) 2 R
b, |
1 e
3 -‘;f:-t‘:
4.0, R W T
-1 A -1 1L o 1 [ By
SN = SN = —_— -— =
*r = 1t Yo 5% Y% :
-
s3]
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ILAS Case—-Fot se,ILAa case of Fxgure 5-6a, the invérce of the partitioned matrix o

may be computed analygically by block manipulations, The diagonal elements of L
this inverse cor;espo{@<to the theoretical residual error variances for each tf
element of thé,Pafameﬁer‘Qectot @y that would, remain after MLE. identification 3
based on a single sample. .Both absolute .and relative«errors are sumumarized for
this case in, Table 5-4a. Note that relative error: variance- for big 'is defined
as the rms absolute error variance divided by the ‘vector magnitude lb ' as
opposed to the gcalar magnitude Iblll , to avoid possxble division by zerc.

All entries should be divided by a composzte SNR. SNRT, and by the number of
data samp.es taken times the sample time, (N + l)T, to give error variance after
time NT. Note that SNRr consists of the already defined inverse signal-to-
measurement—noa.s° ratio, SNRR ¢ plus an inverse signal-to-prdcess-noise

ratio, SNRW ¢ which will be discussed shortly. It should be noted that

relative errors for wi are of order Ci smaller  than those £or Zcimi and

-yl el gt
W

-
3
>
[
X
i
}

o
7

the elements of b (at the variance level). These achievable accuracies are in
dgeneral agreement Wlth requzred accutacies called for ia (3-23).

Non-ILAS Case--For the non-ILAS case of Figure 5-6b, the. lower (Ag + 1) x (0, + 1) X

block of the given Hessian matrix is singular and thus its inverse cannot be

computed. This i5 because one element of the bj or ¢, vector is rédundant and &
cannot be identified. Elimihating any nonzero element of either bi or ¢, from h
the parameter vector and fixing its value: at some ‘constant makes the Hessian P
matrix invertible and parameter identification. possible. ’f
In practice, the parameter eliminated would be assigned some convenient value .

AT

Vg Ay

(such as 1) and identification of the remaining parameters would proceed in the
usual manner. For identifiability analysis studies it has proven more convenient
to fix the eliminated parameter at its nominal value in the truth model so that
identification model parameters match those of the truth model, as opposed to some
arbitrary scalar multiple of the truth model parameters.

—

g

.
P

N

PR
o g

Given that either the Lth element of bi or the MFO element of ¢ is ﬁ
. . g
eliminated, the inverse of the resulting partitioned Hessian matrix may again be N
computed by block manipulations. The corresponding parameter error variances are :
summarized in Table 5-4b., Note that errors for wi and Z;iwi are unchanged from the .
5
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TABLE 5-4b. APPROXIMATE STOCHASTIC ERROR FOR MLE BARAMETER
IDENTIFICATION: 'NON-ILAS CASE (cji # bj)

-,

o

Stochastic Error Due to Measurement/Process Noise
parameter e - a: 4
Py Absolute Relative
2 A
%7 % " SNR, (N + 1)T -2—1 X SNR,(N + LIT
) o
i
2 2 4 2
Wy 854wy 8y
2 2 2 2
25,0, legjug (1 + 2‘1) 4(1 + 2;1)
¥ bz
2 -1 2] 2 -1 2 ig.
Iy lb‘l + [p + 1«6 4;1]!:12 1+ [o + 16 4¢;£] -—v-lb
l
i
2
2 -1 22 .. t [ -1 v 8lac? Sim
Sim 'cl' +p "+ 1+8 42;1 Sin L+ |p ™ + (l + )4;1 ——
le, 1
i
b2 c2 +1 p=p, b eliminated
0 Ama i5 0 AMx im pAmax {O P }'GA b Lt
- ’ = N} = = -
b 2 lbllz c o 'EL'Z b""e 1 ps= pc, Sy eliminated
[14 m} R W
smz,’r1 4 sna;\l + sNR;"l‘- 2‘ 4 5 -{-’2 + —-—:) E—°
Icil lbil o {"i0
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ILAS case, while those for biﬂ. for & # L are a factor of 4 or more larger. Note i:;;{

. v \ e rE

further that, depending on which parameter is eliminated from ®;r we have b

. ) K

Cor b 5

iL. - '

Pp = ———3 + &=+l (b;; eliminated) {5-41a) [t

Jos | o

* 'l::

p é fi.;‘,

53

: ) M

prr— ciM $oa

el ! - 2o d - [

j;) P = 3 ¢ §=-1 (c;y eliminated) (5~41b) oy

b \ ’c i ! A

i t 5t

A N

a2 A

3 . N

i . 2 -1 L . P

bz Since p < 1 and normally 8L; << 1< p ", to minimize error covariance we must s

3K - ) - ) ’

;‘3.: choose L or M to maximize p, The choice given at the bottom of Table 5-4b meets BN

'i.;'-} this objective. The achievable accuracies in this table are again generally ",;’.

(".‘ ] . 3 3 ”:\

o consistent with required accuracies stated in (3-23). B
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It is interesting to note that tbls same ch01ce for p also mlnlmlzes the
condition number with.respect to inversion j0of the lower (n +n, - 1) x (n + ng
block of V I + which may be demonstrated by taking the ratio of the maximum
elgenvalue to the’ mlnlmum elgenvalue of this (symmetrlc) matrix. If we further
assume that approprlate scaling, is used to reduce V I to a matrix w1th ones
along the diagonal, as is presently done in the general MLE algorithm NR update

2_* . , ) .
loop, the condition number of the scaled V'I matrix can be shown to be given by

l-bVl -p

« = (5-42)
1-\1-p

When, as is often the case, either the b; or c; vector contains 5.2 element
that dominates the remaining elements, this dominant element may be eliminated
from the parameter vector, in which case p.+ 1 and K+ 1. This corresponds
to an ideéal situation from a numerical analysis standpoint and thus ensures

maximum numerical accuracy of the inverse. At worst, for n; inputs and n,
outputs we have

0> ——-{i—-—}- 41 (5-43a)
max {n ,n_ Ny
Y Y

K = 2+ 4n,_,n, >>1 (5-43b)

,\f"“-"”' . 10" Hio
l-V1l- l/nio

Thus, even for systems with many inputs and outputs, the above scheme for
eliminating the redundant parameter guarantees good numeriral accuracy for the
inversa of the Hessian matrix. Due to the excellent conditioning of the Hessian
matrix under ‘the above-described scaling and redundant parameter elimination
schemes, exact identifiability analyses and associated NR update iterations have

been carried for systems with as many as 147 parameters using a single-precision
36-bit word length.

Stochastic Errors Due to Process toise

To assess the effect of process noise W, on identification accuracy, we must
*®
evaluate T using (5-16) and the definitions (5-15) for a single mode, and then

substitute this result into (4~15b)'. Even for a single mode, however, these
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steps are tedious to carry cut analytically, and have therefore ‘been carried out
only focr a few terms in thé covariance matfix. These analyses indicate that the
resulting parameter-error covariances due to process -noise W, have essentially

the same form as that given in Tables 5-4a and 5-4b, with an effective SNR bounded

by .
Uo UO .
e . ——— < ——— e -
5495 WS SNy 228y (5-44)

where process noise covariance W, = W,I has algo been taken to be a scalar .
multiple of the identity.

These bounds also have a certain intuitive appeal since

* . d. .
Seeth < k) Sy g (R -T)
P g

in (5-16a), or more generally (5-12a), contain exponentially decaying sinusoids of
the form

-5.0, t
e ' % cos(u)i\h - ;i t+ ¢)'
Now, since

r.--l * lci! i wo
Tr Rd (/Sr (0) - R.)| = ~ 3{;

r d

e R sh ‘ v 1"
T1%q SV VvV r(o) = 1
s P g

pPq
-1 .
an l(.\gper bound for (SN%) * for parameter error covariance due to process

i noise is given vy
i W L ~g. W, t W
T -1 Q iidt 0
- (SNR ) = ——f 2e = (5-45a)
ol B 0,
i S v % o 51%Y%
i
Fig while a lower bound is given by
x
3
i
ey
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el v -l . :ﬁi . : N i',"i."‘, - 22 Y G _2( R 2 R -
(SN%W?LB = Uo . ,?? ‘ ¢os (Qé/l - C% t‘+ Q} dat 1 {5=-45b)
W . \
. = - ’c>‘ s *
2ciwiU°

in agceement with (5-44).

s

The upper bound (5-45a) may also be deduced from an upper bound for the process
noise (PSD) ‘fefleécted’ td ‘the outpit, ‘Wwhich is giveh by
S.. () = G, (JO)S_ ()G (<3t 546
'4's 1 (30 8y (@G (=3w) (5<46)

Letting § q(w): = W,I and recognizing that G; (jw) reaches a maximum at @ = Wyr an:
upper bound for process noise reflected to the output is given by  the flat noise
spectrum i

12]6.12
g < x 52 (é (" ))W lc:j‘:l i'b-i:|~.
= Jw_ =
qnax i e 4Cf@: o
Now, substituting for R, in SNRy, (defined in Figure 5-6b) gives
Ys
SNRg = 405 R_ , (5-47)

which again.-agrees with (5-45a).

Thus; an inverse composité SNR that includes the effecks of both process and

measurement noise is given by

B T :
SNR Y SNRw (5-48)

sm?,;l

-y 1gg
3
4w R W
i o =2 . .0
= lz,b |2 o L+0 (G(J“’i”ao
|°i i
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Since [SN&r(N + l)T]-l multiplies parameter error covariance elements. in

Tables 5-4a and 5-~4b, we see that these errors are proportional to both
measurement and process roise, as illustrated by the solid line in Figure 5-7.

For oz(gi(jwi))WB/Ro << 1, the effects of process noise are negligible, so
parameter errors with cr without the Kalman fiLger are identical ahd depend only

.On measurement noise.. For 62(Gi(jwi))W°/Rb >> 1, the effects of measurement noise

no longer dominate, so parameter errors grow linearly with process noiseé.
Finally, for az‘Gi(jwi))wc/Ro >> (1/2;1)2, stochastic errors are duminated by
process noise. Those for identification without the filter remain linear in
process noise, whereas those with the filter grow at a rate less .than linear in
process noise. For this latter case least-squares estimation offers some
potential for improved performance, Independent analysis of the least-squares
estimation errors shows that the potential for improvement at the variance level
is at most a factor of 2 for mi, 4 for 2;iwi, and 1/;iwiT for bik and Cime Thus
significant reductions in estimation error with least-squares estimation are
possible only for the influence coefficients. Exact analytical results of these

analyses, comparing identification errors with and without the filter, are

summarized in Table 5-5 for the 8IS0 case. These comparisons, however, apply only

for identifying a single parameter at‘a time.

Approximate Identification Accuracy Analysis Program

An approximate identification accuracy analysis program was developed to
incorporate these simplifications due to light damping. In essence, it evaluates
the appropriate simplified analytice! expressions for identification accuracy and
tabulates both absolute and relative errors for each parameter at each mode. The
program accommodates  MIMO systems for both the ILAS and non-ILAS case and it

includes the effects of both process and measurement noise, Comparison of results

between the exact and approximate programs shows virtually exact agreement for all

iightly damped modes.
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‘TABLE 5-5. STOCHASTIC ERROR DEPENDENCE--ON: PROCESS NOISE

‘Assumptions: SISO one-mqée true system.and model

Test signal covariance = U, measuremént noise covariance = R

P23
Lt

‘_ ',"—'é':(l*

Process noise covariance = W, sample time = T

Number of measurements = N

! Without Kalman Filter ' With Kalman Filter
Parameter . ,WE <<1, g k<1 . (least=squares estimation)+
bAwr/4zwdR >> 1

o 2 =L ' , b 2 & bW
b WD) | Zg, | BCWT b T + 1)U
2w L i 320z , g ¥ 2 = AT
n 2 TN+ D e T U 20w = TN ¥ )T+ W)
2
o a? = sz’

-0 (N+ 1)T(U + W)

Rate and Acceleration Measurements--Test Signal 2

Results just described once again apply only for position measurements with Test
Signal 1. For ratg measurements, we find that the condition for validity of
single-mode-at-a~-time identification again reduces to (5-40). Moreover, assuming
that é? << 1, it can be shown that the Hessian matrix for rate measurements
differs in form from that for position measurements given in Figure 5-6 by simple

multiplication by wi. Thus, we may simply replace R, = Ry by R, = 2/wzi for the

8

L

signal-to-measurement noise ratio, SNRR. Stochastic parameter errors due to

»

reta’s .
LA

=
Y

PR

rate measurement noise in Table 5-4 are therefore effectively multiplied by
RZ/lei, which yields improved performance for mode frequencies above wy = Rz/Ri

= 5 r/s. Stochastic errors due to process noise, however, remain unchanged.
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‘For acce;etatipn\megsugemengsy.assqmingy4;f << w;T << .1; it can be'shown that the
Hessian matrix differs in form from that for position measurements by
multip¥ication by wi. Thus, we maj~ieplaée‘R6 3 31 by Ro = Rz/mgﬂ so that
stochastic éarameter’etrbfs due to accelerition measurenent noise are effectively
multiplied by - R3/R1w4. Thls yieldelmproved performance over the position
measurement case for mode frequenc1es above Wy {/_;7§I = 0.707 r/s and improved
=

performapce gver the rate measurement case for mode: frequeucies above w;

VR3/R21= 0.1 r/s. Stochastic errors due to process noise -are again unchanged.

fnee o
Results for position and rate measutements with Test Signal 2 can be obtained. by
replacing U = Uy and W, =\w1'by U, =U wi and“wo =~w2u§,\assuming 4Ci << W, T

<< 1.. 'These same substitutions apply also for acceleration measurements, provided
%[222735 << wyT << 1, which ensures tbaﬁ“teet signal variance measured

at the acceleration 'level is dominated by the area under the PSD curve near

resonance.

Frequency  Domain Interprétation,

Recall from Section 3 that to ensure stability of the closed-locp control system
an approximate upper bound on allowable modal parameter error deviations of the
true system from the design model for the i#h‘mode was given by (3-21)', which

we repeat here (dropping the o subscript) as

a2
Aw ] A2g, v Ab, Ac, .
22 3 ; + | TN I ' = l :c‘?! <1 (5-49)
i wy i7i l , ! -

Approximate ‘Transfer Function Relative Erroi- :~¢ ¢onvenience, we now assume that

modal éarameter errors in (5-49) are unbiased and independent. Technically, the
correlation between parameter errors makes this a conservative assumption. Thus,

we can combine error sources by simple RSS addition to get (assuming 1 - O errors)

) E{lAmil 2}+ E{"‘Zci‘” } {'Abil }T E{]A"ilz} v (5-50)

erp®  wh? R T ek

TFpe
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Letting ‘ , i
A - )
Tp = W+ LT=NT . (5-51)

‘ denote the identificatidn time, we see from Table 5-4b that the first &wo
cation t e : th ¢

expectations are given by (assuming g; << 1)
[SNR, T..l. E \" lAw ‘2= 8z w ' (5-52a)
Rp Typl B} 1794 1%

2 4 ’ ‘ ’ .
(S8R Ty, E{IAzciwil }s 1670, (5-52b)

To evaluate the second two expectations, it is necessary to account for the

element among -the bi and c; vectors that was eliminated for identification. We
‘consider two cases.

Case 1l: Element of bi eliminated.
‘Let bi’Abi denote the reduced bi,ébi Qectors. Then- recognizing that
E{1x1%} = B{x"x} = BlTr (x"} = r(E{xx"}] (5-53)

we get (from Table 5-4b)

[SNRy 7] E{lA'B'i l 2}

2 «ll~ |2
* (ng - 1) lbi' te lbil

{5-54a)

= (ng - 1) ,bilz RCEE. lbi,z
=Q‘i -2 p-l> [, |*
[SNRy Typ) B {lAcilz}

) 2
= (no + 0 > Icil | (5-54b)

Case 2: Elenment of ¢y eliminated.

Since covariances for Abi and Aci in Table 5~4b are identical for small

damping, by reversing the roles ot N and c; in case 1 we get
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= T e . f 2 ‘_ -1 2 .

(8NRy, Ty E{'Abil- }- (n +p )'bil (5-55a)

I (e 41 2’ ~
- ISNRy ) ‘E;{I‘Acil" } =, 2+0 ) lcil: (5-55b)

Noy. :sumiing uﬁﬁﬁhé individual terms in (5~50)..gives (in either case)

wo» s Yo : )
T o - -1 -1 1/2

L TR B2 A eng a4 20T - 2) (SNRy Tpp) } | (5-56a):

Corresponding3fésuits\for the ILAS case, iw which.c; = by, do not require

eliminating a -parameter and:-are easily shown to be

« . . .h’ ¢ -i,’l*/z .
TFre * (2 + 4 +.2(1/2)n;) (SNRy, T,p) ~ : (5-56b)

Therefore, in general, the relative transfer function error due to parameter
. .th \ .
errors in the i mode is given approximately by

‘ T[S 1
TF =\/c(sn ) T o= (5-57)
re -
*r "1 &% T ‘oz(c;i(jwi)
where
2 +4 +n, ILAS (5-58a)
A N .

c = 1

2 +4 + n,+n,+20 -2 Non-ILAS (5-59Db)

Since the parameter elimination scheme used for the non-ILAS case ensures that
{from 5-43a)

-1
p - < max {n_,n,}

the coeificient (c) for the two concepts works out to-be

9 Baseline concept (n; = 3). (5-60a)
c.'-"-
18 Advanced concept (n0 =n; = 3) (5-60b)

Note that we could have taken n; = 1 for the baseline concept to allow for

independent identification of modal parameters for each axis, in which case
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c = 7. Note also that relative transfer function error may be further

H
[

LN

approximated for two process-to-measurement noise extremes to give

XS s Bl

o - . - .
Ralwp)/B(G; (Gug)) TG, () <<, fR /M, (5-61a)
Tt L | b
Y o - . - - - ’ .’:\?
L, (w;). C(Gy (Jw;)) >> fR /W] (5-61b) ‘f
b
where ’ E‘
¢R /U bi
O, A A w3
,Q,o(w,) 2 [ (5-62a) -
a i ciwiTID {ﬂ
- b
. eW_ /U . :
g?(uk) & 2?3f%?12 (5-62b) F%
i%T1p ‘S

e

SR Zhal

may be interpreted as "absolute" and "relative" transfer function errors that
apply for the two extremes, The latter quantity defines a lower ‘bound on relative
H

»

Y, Bt
PN -

.
X i}

#N
Tawwinrae v

-

’-'3 -

etrror .and will normally be much less than: one -since identifii:ation time must be -

F
much longer than ‘the  modal ‘time constant, -that is, jl:':;
5- g
TID >> 1/z;imi (5-63a) 43
and ‘ F:
- ! - L:.‘

cW /U, = 0.0lc << 1 (5-63b) :

SO
oS
353700

s

,4
-
-

for both concepts. Thus it ig clear that relative transfer function, error will ve
leéss than one whenever

T

e

A "
AR Ve
s - o n
i . (50, . - i
LN (63 (uy)) > &5 (w;) (3-64a) b
A"’lji (O]
"i o . ,
s y g
;:-—i and approaches a lower bound<of R,r(wi) whenever Fore
) 3w
::_‘.‘; e
- . b
2 0 (G (jw;)) >‘/Ro/wo (5-64b) 5
¢ il
i:c_‘ R R . ‘
20 Graphical Results--These relationships are displayed on singular-value plots of

:M G(jw) for the various measurement test signal combinations for the baseline

{_ concept in Figures 5-8 through 5-10, and for the advanced concept in Figures 5-11

o dn

:33' through 5-13 for an assumed identification time of Typ = 300 sec (5 min), which
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is about three ti@es thé longest modal time constant. In each case we -plot lower
and upper oonstégints (lgﬂend\/Ro/wo) for G as a continuous function of freguency
. 'Techhically'those constraints apply only at each mode frequency (w;). Dashed
lines are-used for Test Signal 1; 'broken (—-—) lines are used for Test Signal

2, similarly, heavy lines are.used for the lower bound .and fine .lines are used
for the upper bound.

Mode peaks, B(G-(jw-))j Ehat lie within these bounds produce essentially constant
absolute transfer function errors for which the relative error is less than one.
Mode peaks that fall below' the lower bound, za, also produce constant absolute
transfer function errors for which the relative error is greater than one. que
peaks that exceed the upper bound,\/Rb/W6; produce constant relative errors

with zj(w) =\/0.05/w < 1. This defines a point of .diminishing returns for
identification, '

"The. nominal control designs (1/k) are also shown superimposed on the plotg for
Uk(G(Jw)) Because the lower .bound, z (W), represents an upper

bound on absolute errors in G(jw) it also deflnes a lower bound on xnverse
control gain; that is, ’

4

k) = FREW) < /8 )

Baseline Concept-~as evident from Figures 5-8 through 5-10, the nominal control
5esign for the baseline concept meets these constraints over most of the critical
gain crossover fréquency range (0.2 to 100 r/s) for each of the six measurement/
test signal combinations. Because the upper bound, Vﬁg;ﬁi;’ defines a point of
diminishing returns for identification, there is little reason to favor any one
combination over another. The relative error zr in each;case«is limited to

~22% at W = 1 r/s and “2.2% at W = 100 r/s, Both position measurement cases do,
however, offer some advantage at low fregquencies, ,

If control gain were, howevar, increased (1/k decreased) by a factor of 10, which
is roughly the gain needed to meet the "ideal" control requiremunts, identification
time would have to be increased by a factor of 100 to meet stability requirements
for position measurements with Test Signal 1. The corresponding identification

time interval for this case (8.33 hrs) is unacceptable. Furthermore, we would like

160

.,,—..v
..

R R

R A AR

v v
L
e

+

S i SRR T

IR A e ke
et
o

o~

o
T
KRR S AN
PRS-

KA
223

S il

l‘ l‘ .‘—" .1"

I RIATALIETSLARE o

».{ ™
A K

.
R




to exceed these minimum stability requirements by some margin (say' a factor of 3.

for 3-0 parameter errors). Required identification times for this case increase

by a factor of 32 = 9 to become 0.75 hours for the nominal design and. 75 hours

for the ideal design. The lattetr number is clearly ridiculous. Since these bounds _g{%y
SR

apply for the entire gain crossover region, position measurements with Test Signal .;u?q
* - .“'\' .‘

2 defi' > the only practical alternative. This choice is consistent with AN
preliminary recommendations made in Section 3. An identification timc interval of ﬁﬁﬁﬁu
5 to 10 minutes should suffice for this case. Vﬂxﬁi
iR

u“...'.: i‘" .7

Advanced Concept~-Nominal control designs for the advanced concept shown in Figures A

5-11 through 5-13 fail to. meet identification constraints for Test Signal 1 with
position and rate measurement. Results for the corresponding cases with Test
Signal 2 are about egual, Th? former does offer a slight advantage at low
frequency; the latter is ideatical to results for acceleration measurements.with
Test Signal 1. Results for acceleration measurements with Test Signal 2 offer no
practical advantage over any of these three.

All four cases would allow an increase in control gain by a factor of 10 at

w = 10u r/s. Again, this is roughly the control gain required to meet ideal
control requirements, assuming little or no increase at W = 1 r/s. It should be
recognized that increasing the gain cails for higher order control design and
ident: 'ication models. Some increas' in stochastic error would result for position
measurements witb Test Signal 1, but no significant change in accuracy would occur
for the other three cases. Moreover, the latter all provide a substantial margin

for additional model errors, with no increase in identification time. Thus, our

earlier recnmmended choice, rate measurements with Test Signal 2; or its idel cal

-
Tats
¥y
"-".

a o 4

rhe st
L

twin, acceleration measuremcuts with Test Signal 1; remains the best alternat:ive.

An identification time interval of 5 to 10 minutes should also suiffice for this case.

Closed-~Loop Stability verification

Critical Assumptions--The analysec and interpretation of the previous subsection

depend on two critical assumptions used in Section 3 to reduce relative transfer
function error (3-21) to the simpler forms (3-21)' or (5-50). The first

assumption, that for "good" control designs

161 L
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1+ ; e l> r" = 1 (5-65)
gi(JwLb"Kfjw)ci 1
for o = Wy is a reasonable one since modern LQG-based control design methods
using xobusgpess recovery (Ref. 2) praduce return and inverse-return differences

which, inctheory, can approach the ideal LQ'state feedback guarantees of

O(% + KG(jw)) > 1 (5-66a)
. -1
gll + (KG(jw)) 1 > 1/2 {5-66b)
for 11 w > 0. Note that the latter guantity is a lower bound for the lefthand
side of (5-65). Thus; the first assumption is a reasonable approximation for our

purpose.

The second assumption, that for "good" control designs

A.m . . ~

cosli(u» By bih(JU»Ci/lK(Ju»ciI'bi' 2] (5~67a)
AT .. 7. -

cos, , (W) b R(3We, /K (3Wb, ], | =1 (5-67b)

for w = wy iz not as easily dismissed. Clearly it is a desirable property,

since from (3-2ij .t muximizes stability robustness to errors in by and cys
particularly to those producing a change in direction. Whether it is achievable
for all controlled modes is an open question. Ior our LQG-based control design of
Section 6, we have verified that the above approximations are good for some modes
but not for all modes. Values observed for a few gelected modes ranged from
roughly 0.1 to 1.0.

Failure of either assumption to hold is of course no guarantee of instability--
only a potential for instability. Thus, it is necessary to verify stability
robustr .38 tc parameter uncertainty for any particular control design. Such
verifications, for example, might consist of testing condition (3~21) over all
frequencies w > 0 for all modes identified. But even this test is conservative
for it fails to consider the correlations between parameter errors. Condition

(3-20) is far less conservative, but impossible to apply since MLE identifiability
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transfer function errors.

Transfer Function Error

defined in Section 3 as (3-18b) anu is rewritten
R A T T T T
w = Aoe;
AGi(J ) g]._(Bi oticibi + ciAbi + Acibi>
B where
s
-] TAf,2
f{;-’, N4
5 A . .
. | B F -9, Gu @ iw)
o2 t
:‘f-‘ We now let
i
B! -
[ g (8,) Qmax )‘f‘L/Z E {AE;TAG}
rms - i k i1

above expectation is given by

E{A&fAGi}

,9 lz [B [Bab ey .t + b, c + byde )(Aa'iﬁic'fb.
2

Joul | oo it
2

Igll {lcl ( ETPab + Pbaele.)
'1‘

BP cb +bcP 0LBJ.b1>]
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analysis provides only <an estimate of parameter error variance and not raw

parameter errors. Thus, it is ‘essential to develop more refined estimates for

We begin by developing an estimate for the error in AG; (jw), which was

hefe for convenience as

(5~69a)

(5-69Db)

(5-69¢)

(5-70)

define the maximum rms singular value of the transfer function AGi(jw) . The

(5-71)

T T
it ciAbi+ Acib})}
T 2.1 i), .1
bby + oy | Py + T‘("cgbibi}

BN IE Tl s Bty

v

R e I

-

FIWLE, L LSO S TR

B

AT

i

s TG
PLbor-od

o

R B T
DAY R g

.

-

]

L PO g
vt e

25T

z

‘l

R RT R Y)
AT
LI RIPEN

-

T

{



ey v

.-
e,
»

%

~ ¢
s
-

w
v,
PN LS

PR I e
telelenn . :
JRER PR G

“at REPLSYN 1.

-ala .

)
ade i ¥

uadars o

; ‘-‘I.I.I‘.v\.’* -
PG,
ale et T«

P

v

where P; denotés the cross-covariance between the vectors x and 'y for the
;Fh mode. Note that this expression applies for all fregquencies.

Since the trace of a matrix is equal to the sum of its eigenvalues, that is,

.
Tr(A) =) . A (B) (5-72a)
k=1

and since .

-T\. -7 =
Tr Z xiyi> = Z Tr(xiyj) = Z yixi (5=72b)
i i i .

an upper bound for orms

Bfms = ,gil zlci_lzlbilzéfpiasi * lcilz“-‘fé’ib) + IbilzTr@c) (5~73)

T 2,0 i o, 26" 5! T i :
+ a
5| ﬂz Jos | *BriPan®y + 20y | 8y Pats + 2052000

(AGi) is given by

where
T Q T R - -
Eii Re iﬁil (Re(gi) unm(gi)) : (5-74)

Now evaluating at the modal resonance frequency (w = wi), where it reaches
its maximum, using covariances from Table 5-4b as well as cross-covariances not

shown in the table gives (assuming an element of ¢4 has been eliminated)

O s (86, (3w;)) (5=175)

L {(z +4) + (n; + o) + (ng - 2 + ol - 202 - 2000 - 2(p7F - 1)}1/2

}1/2

x {SNR, T, 0(G4 (w;))

= {2 +n; + no}l"?‘ {SNRT Tm}l/z I} (G4 (30;))
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This result is particularly pleasing for two reasons., First, it is independent of
p'l, which is a measure of the degree of difficulty in identifying the elements of
bi and ci. This is consistent with the fact that a transfer function should be
independent of its state space realization. Second, the final result (5-75) can be
shown to hold for the ILAS case as well by letting n, = n; and c; = bi and making
the appropriate substitutions. Associating ny+ n; +2 = 8 with the coefficient c
(used in the previous subsection) shows that earlier estimates for transfer
function absolute error were a bit conservative. Since this estimate is itself

conservative, the true additive error in AGi could be as much as a factor

\/min(no,ni) smaller yet.

Loop Transfer Function Errors %
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Since the total error in the transfer function consists of the sum of the &

contributions due to all modes, that is,

o
*

DLW

AG = E& AG. (5-76)
h 1
i=1
and since the correlations of parameter errors between modes is negligible for e
Vel
light damping, the total rms additive error in the transfer fuaction AG is given ‘{:3;4
by H
1/2 n !wn“«:
- A -7 Y
oms(AG) = m:x 9y 12;1 E{AGiAGi} (5-77) ok

Similarly, the additive error in the loop transfer function KAG is given by

(5-78)

[
— . 1/2 —
T, g (KEG) = m:x 9 l-ii-l e{ (KAG) “KAG}

while the corresponding multiplicative error is idén;ical in form with K replaced
by (KG)'lK. These quantities may be. computed by replacing ¢ and Aci in (5-71) by

Ke; and KAci or (KG)-chi and (KG)-lKAci, recognizing that these multipliers may be
factored out of all expectations.
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Closed-loop stability for the true system in the face of parameter identification

errors in the flodel may then be verified by either of the following tests:

o (KAG(3w)) < g(I + KG(jw)) (5-79a)

or

Erms’l(KG(J'w)i'lKAG(jw)l < g1+ (KG(jwn”ll (5-79b)

*

for all w > 0. i
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SECTION 6

e

i
i
R

IDENTIFIABILITY ANALYSIS AND CONTROL DESIGNS

This section preseénts detailed identifiability analysis results and control

designs for the two concepts examined in this study. Identification results for .ié%
both concepts are limited to Test Signal 1 with position measurements since this. i:é
was the only case examined with our detailed identifiability analysis sbftwage{ %??
Results for the other test signal/measurement noise combinations can be expected §£§
to closely follow earlier presented analytical predictions. Control designs L
employ simple rate-feedback for the baseline (ILAS) concept and lineaE;quadratic- ;ﬁﬁ
gaussian (LQ@) methods with robustness recovery (Ref. 2) for the .advanced zzg
(non-ILAS) concept, Bk

s
1y
Pyt
FAERA

.0

BASELINE. CONCEPT

Identifiability Analysis

A

’
+

Because the light damping criterion (5-40) is satisfied for all critical modes in

the baseline concept, both exact and approximate identifiability analysis give

fgff:‘.i’

’a
Chd

N
B B

ot

SR T s
A
"
P

T

virtually identical results, Only results for the latter approximate analysis are

v
“
7.

Sl

presénted since they include the stochastic parameter error contribution due to é%:
both measurement and process noise. Parameter biases, which are available only Q::
o with the exact aralysis, are negligible for this céncept. Since there is essenti- %3&;
ﬁ ally no coupling between axes, single-axis and multi-axis identification should be ggg
;3 identical. Both were examined and are presented for purposes of illustration. ?gﬁ
bz
'fé The following numerical results tabulate both absolute and relative parameter %;5
i errors, at the standacd deviation level for each mode identified, using the &aﬁ
;; approximate formulas described in Table 5-4a. Error source designations R, W, and ag;
;ﬁ T ccrrespond to measurement noise, process noise, and their root-sum-squared :;%
i% total, respectively, Test signal, process noise, and measurement noise éf;
;g intensities assumed were those defined in Table 3-2 for Test Signal 1 and position :ﬁié
gg (attitude) measurements. %;ig
it
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All r°sults are stated in terms of accumulated error at the end of an

) - Ldentl 1cat10n time of one second. To determine errors for a sample length.of

TID seconds, s;mply divide stated results by‘/

Only those modes for which

. ‘ b.} i~
J:..*'(c ) - 1155 S
2;1 : ZCi . - j= 3

{ pnd

v

(6-1)

—

were assumed to be 1dent1f1ed This is an approximation to condition (3-17a),

whicn. neglects ‘the effects of resonances near the ;£ mode and ignores all modes

P
3y

‘beyond ;he ;t? mode ,

59}54&5&§1~A9§:0ximate identification:.errors for the roll axis of, the baseline
fLAS»concept are. summarized in Table 6-~la. For each mode, nominal frequency (W)
and damping {Z) are shown, along with the ratio (RATIO) of thg‘LHS.to the RHS in
condition (6~1). Results. are tabulated only for those seven modes for which this
tatio is greater thai 1. Following the nominal valuea for each parameter are the
absolute and-relative errors for each error source described above.

It should 'be-observed that these approximate results for errors due to measurement
noisge closély'maﬁéh‘the egxact :eéuits>for all modes except thé well-damped
isclator modes (11 avd 16) . Whersas mode 11 could eaéily be eliminated with
l;ttle loss- in model fldallty, node 16 is evxdenuly impurcant for its asymptotlc
qont;;butlon»tqlthe transfer functfpn ‘model at high freguencies. Because of their

‘heavy damping, both zould be eliminated from -the model for control design purposes.

The results bf Table 6-la show that errors due to measurement noise dominate those
due to procesg noise, éxCept for mode 9 where the two -erro¢ contributions are
about equdl. As is obviocus from the expression of Table 5-4a (for the SISO case)
and supported by the results of Table 6-la, the largest relative error for each
node occurs for the damping factor narameter (2Zw), while th° smallest errors
occur for frequency sguared (w }. Worst-case igentific. tion errors occur for

mode 10, where a total relative damping error of ©. ;u/zcw = GC/C = 7.03 remains
after one second., To reduce re.ative transfer function error (5~50) below 1 would
require an identification time of
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TABLE 6-1a.  APPROXIMATE IDENTIFICATIONERRORS FOR
: BASELINE CONCEPT: ROLL AXIS (X)

MODE 9 3+ W 2  1,9936 R/S § ZETA = 0.0050 5 RATIQ = 2549495
PARAMETER W2 2%ZaW B 4 P
Eg NOM VALUE 3,9744E 00 1,9936E~02' 4,7579E.0% fii
f% ABS ERR-R 4,9421€-02 3,5059E-02 2,9583E.06 g
¥ REL. -ERRR 0,0124 1.7586 0.6218 ;i%f
ABS ERRaW 5,6297E-02" 3.9937E.02 3,3699E.04 §§§§
REL ERR=W 260142 2.0033 0.7083 éﬁiﬁ
ABS ERR=T 7,4912FE=02 5,3142E.02 4,4841E.04 %ﬁi
REL ERR=T CeOlgsg 246656, 0.9425 5 f
MODE 10 3 W'z  2,0916 RyS § zETA = 0,0050 3 RATIO = 547657
PARAMETER Wan2 2a2xW B 4

P 3

ks

iy

NOM VALUE 4,3748E 00 2,0916E-02 2.5169E.0%

A
ol

ABS ERR«R 2,0890E~01 1,4125E.01 6,0094E_04

" I

REL ERR«R 0.0478 be7532 2.3377
ABS ERR-W §6,049SE~02 4,0907E.02 1,7404E_04
REL ERR-W 040133 1.9558 0.6415
ABS ERR-T 2,1749E.01 1,4705E.01 6,2565E.04

REL ERR=T 040497 7.0307 244158
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. TABLE 6-la. .APPROXIMATE IDENTIFICATION ERRORS FOR
‘ ; BASELINE CONCEPT: ROLL AXIS (X) (continued)

~
L4
e S
3
T~

MODE 11 3 W s . .2,7847 R/S ; 2ETA = 0,7000 ; RATIO = 1.3397

PARAMETER
NOM VALUE
ABS ERR=R
REL ERR=R
ABS ERR=W
REL ERR=W
ABS ERR«T

REL FRR=T

MODE 16 3 W

PARAMETER
NOM VALUVE
ABS ERR=R
REL ERR-R
ABS ERR=W
REL ERR=W
ABS ERR-T

REL ERR=T

W2
T.7547€ .00
2,7388E 01

. 345318
1.0997E 00
0s1418
2,7410E 01

- 345347

Ra4669 RyS 3 ZETA =,

Wex2
7.1688E 01
3.0185E 01

0.4211
5.8301lE 00

0.0813
3,0743E 01

004288

2xlaW

1,9572E 01

540202

7.8584E-01

0.2016

1,9587E 01

5.,0242

2#ZxW
1,1854E 01
7.0943E 00
0,5985
1,3703E 00
0.1156
7.2255E 00

0.,6096

170

B 4
~=1e4763E.03
- 3,2038E.03

2.1701

1,2864E.04

000871

3,2064E.03

2.1719

0,7000 3 RATIO =

B 4
-9,8451E.03
2.5471E.03
0,2587
4,9197E_04
0.0500
245942E.03

0.2435
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TABLE 6-la. APPROXIMATE IDENTIFICATION ERRORS FOR P
BASELINE CONCEPT: ROLL AXIS (X) (continued) ra

MODE 22 ; W = 18,7836 R/S ; ZETA = 0,0050 ; RATIO = 290,n431 X
PARAMETER Witn2 20Z %W B 4 v

~
-

BTN .
A N
AN >

ARTR)
“relpe sny
PN

NOM VALUE 3,5282E 02 1e8784E-01 =1,7150E.02

i

ABS ERR-R 9,7656E~02 7,3524E.03 2,3735E.04

= 4
P et 4

WA ey e
PRI
T

-
-

g
& wxye
>

3 .
25
N,
. 1.

»

REL ERR-R 0.0003 0,0391 0.0138 ‘
ABS ERR-W 1,6282E 00 1,2259E.01 3,9573E_03 Fa
REL ERR=W 040046 0.6526 02307 A
ABS ERR=T 1,6311E 00° 1,2281E.01 3,9644E_03 Py

REL ERR-T 040046 0.6533 0.2312 ol

- A
%‘,-.’,:‘_t'.ﬂ’ x
- ¥ 3 Fe 2
LA A

it
%

MODE 26 ¢+ W = 33,0515 R/S i ZETA = 0,0050 3 RATIO = 50104
PARAMETER Wix2 2#2nW B 4

W

e
l’:i“'.w
2etilaas &

NMOM VALUE 1,0924E 03 343052E-01 =4,4501E.03

,~--
™I TAE
% ?
NE,
:

.,
n‘ g
v
=
.

~
?‘,
-

ABS ERR=R 1,04815‘01 444849E.01 2,1350E.03

REL ERR-R 0.,0096 1.3570 0.4798

‘
A%,
.
x
5
L 2T
Ee
D i
LI
PR AR
)
‘.
w
J

ABS ERR=W 3,5003E 00 166261E.01 7,7411E.04
REL ERR=W 0.0035 0.4920 0s1740
ABS ERR=T 1,1149E 01 4eT706E.01 2,2710£.03
REL ERR=T 0,0102 1.4434 0.5103
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TABLE :6-1a. APPROXIMATE IDENTIFICATION- ERRORS FOR
BASELINE CONCEPT: -ROLL AXIS (X) (ccuc’uded)

o

‘V- ’! -k
7SN
T ata;

X
MODE 29 3 W = 52,5275 R/S ;3 ZETA = 0,0050 ; RATIO = las7208 i
. ‘ i

PARAMETER WH2 . IxZaW B 4 s
re

2

p-_mg

..
» » P
. 9
A

NOM VALUE 2,7591E 03 5,2528E.01 -7,8166E.03

ABS ERR=R 1,7192E 01 4,6287E-01 2.4353E.03

>y
LR S

REL ERR=R 040062, 0.8812 0.3116 i
ABS ERR-W 7,6140E 00 2,0500E.01 1,0786E.03 F

REL ERR-W ' 0.0023 0,.3903 01380 ?ﬁ
ABS ERR-T 1,3802E 01 5,0623E.01 2,6635E.03 b
REL ERR=T 040068 049637 © 043407 Hi:

5

PR % Ugts
e

2

ot
flem,

2 \2 o A

(0.2} (o o '
ot <m2>2 +<§§$) * %<'IIEI|> ' - (6-2) t':
(28) W .

»
. ¥

G

) o)

= (0.05/0.01)% + 7.03% + 2(2.5)2 [

= 87 sec ;;:

‘To reduce this error beiow 0.1 (or 10%) would require 8; X 102 = 8700 sec, or i%
roughly 2.4 hours. As evident by its absence from Figure 5-8, however, this mode ;g
is probably not critical for a nominal control gain crossover belecw W, = 100 z/s. %i
g

Results for mode 9, the next most difficult mode to identify (not counting S?}
isolator mode 11), indicate that identification times of roughly 12 sec and 1200 §$

sec (1/3 hour) would be needed to achieve relative transfer function errcrs of

100% and 10%, respectively. To provide such margins of safety, it is evident that

x
RN

either larger test signal intensity or smaller measurement errors are desirable to
reduce required identification time. The need for higher bandwidth control laws
leads to similar conclusions.

P
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Pitch Axis--Approximate "identification errors for the pitch.axis of the baseline
ILAS concept are summarized in Table 6~lb for four modes. The first mode (7) is
an isolator mode and is included only for its (small) asymptotic contribution to
the transfer function model at high fregquencies. Worst-case identification errors
occur for mode 14, where a relative damping error of 1,02 remains after one
second. Thus, identification time may be somewhat shorter for the pitch axis to

achieve relative accuracies comparable to those obtained for the roll axis.

Yaw Axis--Approximate identification errors for the yaw axis of the baseline ILAS
concept are summarized in' Table 6-lc for three modes. ¢ Isclator modes 7, 8, and 13
were not identified since their impact on the transfer function model is

negligible. Worst-case identification errors occur for mode 15, where a relative
damping error of 1.00 remains after one second, Heré again, identification times

may be somewhat shorter than for the roll axis to achieve comparable accuracy.

All Axes Combined--Approximate identification errors assuming simultaneous
identification of all three axes are summarized in Table 6-2 for the total set of
14 modes included in the three single-axis cases just described. This MIMO
identification assumes that -all three influence coefficients 4b4, bs, b6)

for the three input/output pairs are identified for each mode, rather than the
single nonzero coefficient identified for each mode in the three SISO cases. Thus
relative errors for coefficients which are nominally near zero are not
particularly meaningful. Normalization for identification errors in the b and ¢
vectors by the nominal vector magnitudes, Ibl and Icl, respectively, 3§

was done in Table 5-4a, is clearly more meaningful here.

Comparison of identification results for the three-axis case with those for the
three single-axis cases reveals that identification errors for wz, 20w, and

the dominant b parameter are virtually identical for all modes. This is, of
course, to be expected since the three axes are virtually uncoupled. Thus,
worst-case identification errors occur again for mode 10, which is a roll-axis
mode, When significani coupling exists bets - . axes, however, MIMO identification

should offer significant performence improvement over independent identification
of each input/output pair,
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TABLE '6-1b.

MpDE 73 W

PARAMETER
NOM VALVE
Aas ERR=R
REL ERR=R
ABS ERR=W
REL ERR=W
ABS ERRaT
REL ERR=T

MODE 14 ¢ W

PARAMETER
NOM VALVE
ABS ERR-R
REL ERR-R
ABS ERR-W
REL ERReW
ABS ERRaT
REL ERR=T

APPROXIMATE. IDENTIFICATION ERRORS FOR.

BASELINE CONCEPT: PITCH AXIS (Y)

D.9144 R/S

$ ZETA = 0,7000 3 RATIO

Win2 2#ZxW
8.3617E=N1 1,2802E 00
5.0786E-01 1,1052E 00

0e6074 0.8633
2,0693E.01 4,5031E.01

062475 0.35138
5.4840E-01 1,1934E 00

068558 0.5322

26891 R/S 3 2ETA =

W2 2aZxW
549122E 01 7.6891E-02
4,1125E=02 7,5640E.03

00007 0.0984
4,2642E-01 7,8432E.02

00072 1,0200
4.2840E-01 7,8796E.02

040072 1.0248

174

B S

1,5443E.03

5.7633E.04

0,3732

2,3482E.04

N.1521

6,2233E_04

0.4030

0,0050 3 RATIO

B S5

5¢5364E.03
1,9258E.04

0,0348

1,9967E.03

0.3406

2,0060E.03

G,.3423
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‘TABLE 6=lb. APPROXIMATE IDENTIFICATION EIRRRORS FOR
BASELINE CONCEPT: PITCH AXIS (Y) (concluded)

MODE 264 3 W = 21,2828 R4S § ZETA = 0,0050 3 RATIQ = 62346492
PARAMETER W2 2% ZxW B S5
NOM VALUE 4,5296E 02 2.,1283E-01 =1,1993E.02
ABS ERR-R 3,0921E-01 2,0547E.02 4,0934E_04
REL ERR=R 040007 0.,0965 0.0341
ABS ERR~W 1,9437E 00 1,3049E.01 2,5998E.03
REL EQR=W 000043 0.6131 0.2168
ABS ERR=T 1,9879E 00 1,3210E.01 2,6318E.03
REL ERR-T 0.0044 0,6207 0,2194

T Y A Nl s T LT T R T T T

AN

LAT KRN

— -
A" A

MODE 36 3 W = 85,3456 R/S § ZETA = 0,0050 ; RATIO = 16649703
PARAMETER Win2 2RZxW B S5
NOM VALVE 7,2839E 03 8,5346E-01 1,7229E.02 L
ABS ERR-R 1,9347E 01 3.2059E-01 2,2882E.03 E
REL ERR-R 0,0027 0.3756 0.1328 ¢
ABS ERR=W 1,5769E 01 2,6130E-01 1,3651E_03 :
REL ERR=W 040022 0.3062 0.1083 é
ABS CRR=T 2.4959E 01 4,1359E.01 2,9520E.03 X
REL ERR=T 0.,0034 0.4846 0.1713 é;
ff?é
e
175 i




r

™
ot

i) % XS
KLR Pt

e

TABLE 6-lc. APPROXIMATE IDENTIFICATION ERRORS
S FOR BASELINE CONCEPT: YAW-aXIS. (2)

e e
AR
CHEE AR5 )

e s
ol al A
s

A
Sa
e
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4
. ,
N MODE 15 3 W =.- g,1696 R/S ; ZETA = 0,0050 3, RATIO = 914,7297
o PARAMETER W2 2%ZaW B 6
NOM VALUE ¢,6742E 01 g41696E=02_ =4,3091E.03
ABS ERR=-R 6,7388E=02 1,1666E.02 2,4279E.04
REL ERR=R 0,0010 0.1428 0,0505
ABS ERR=W 4,6702E-01 ‘8,0846E.02 1,6826E.03
REL ERR=W . 040070 0.9896 0.3499
ABS ERR=T 4,7185E-01 8,.1683E-02 1,7000E.03
REL ERReT 040071 0.9998 043538
MODE 23 1 W 19,9551 R/S ;3 ZETA =:0,0050 3 RATIO =  411,4595
PARAMETER Wan2 2xZxW B 6
NOM VALUE 3.,9820E 02 1e¢9955E-01. 1,0291E.02
ABS ERR-R 3,3520E.01 2,3754E.02 443314E_04 :
REL ERR-R 0.0003 0.1190 0.0421
ABS ERR-W 1,7828E 00 1.2635E-01 2,3037£.03
REL ERR=W 040045 0.6332 0.2739
ABS ERR=T 1,8141E 00 1,2857E.01 2,3441E.03
REL ERR~T 0.0046 046443 042778




S
o5 :
i i
5 : 3
o S g :
S TABLE. 6-1c. APPROXIMATE IDENTIFICATION ERRORS FOR k
S "BASELINE CONCEPT: YAW AXIS (2) (concluded) i
;é‘i& é:
£ |
¥ , i
ZQ@ MODE 33 ¢ W = 71,2905 R/S 3 2ETA = 0,0050 ; RATIQ = 80,8774 g
A PARAMETER Wikx2 2xZxW B 6 %i:
o A | ¥
A NOM VALVE 5,0323E 03 "7.1290E-01 1,0318E.02 ¥
f . . i
3 ABS ‘ERR=R 2.8735E 01 §5,7005E.01 2,9170E.03 &
] x
Sk . ) , ) i
Mi REL ERR-R ‘0.0057 0.7996 0.2827 f“
w,t":\ E‘w’
A ' o
% ABS ERR-W 1,2039E 01 2,3882E-01 1,2221£.03 L
! N : )
7 REL ERR-W 040024 0.3350 0.1184 b
g , 4
;3 ABS ERR~-T 3,1155E 01 6.,1305E.01 3,1627E.03
i : : ‘ £
= - REL ERR-T 040061 0.8470 0.3065 gs
) %
;zq' '3‘:
- ‘x
QE Identification time necessary to reduce relative transfer function errors for. mode iﬁ
?é; 10 bélow one for this case is now given by %@
z};‘ - N
e M . 2’ l‘_‘-
i Tip = (0.05/0.01}2 + 7.032 + 2(2.5)2 + 2(2.5)2 + 2(2.5) ?:
. = 112 sec EE
k. s >oet
P Similarly, for a fixed TID the assumption of possible coupling between axes seems L
f% to increase relative transfér function error over the single-axis (uncoupled) Qg
fﬁ case. This characteristic is believed to be due to the conservative assumption of kﬁ
v ).:’:
) independent errors used to derive (5-50). It believed that when all correlations &:
= between error sources are considered, such differences must disappear. £
i Lo
2 el
5 s
:g Control Design 3?
“:} i‘.‘\“!
% Eand
= We have noted earlier (Section 2) that to accomplish disturbance attenuation using N
‘ﬁ: the vibration control structure of Figure 2-3, loop gaias for each of the three ‘:
_5 vibration control loops should be greater chan 1 over the frequency range of the ",
. -
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MODE

7 ¢+ W

PARAMETER

NOM
ABS
REL
ABS
REL
ABS

REL

MODE

VALUE
ERR=R
ERR=R
ERR=W
ERR=-W
ERR=T

ERR=T

9 ¢+ W

PARAMETER

NOM
ABS
REL
ABS
REL
ABS
REL

VALVE
ERR=R
ERR=-R
ERR.W
ERR=W
ERR.T

ERR=T

| TABLE §-2. APPROXIMATE IDENTIFICATION RESULTS

W2
8,3617E-01
5.0620E-01

0.6054
2,0693E-01

0e2475
5.4686Ea01

066540

0,9144 R/S 5 ZETA =

2#ZaW
1,2802E 00
1,1016E 00
0.8605
445031E.01
0.3518

1.1901E 00

0.929%

1.9936 R/S 3 ZETA =

Wien2
3.9744E 00
4,9421Ea02

040124
5.6297E.02

0,0142
7.4912E-02

2nZxW
149936E-072
3.505¢E.02

1.7586
3.9937E.02

2,0033
5,3142E.02

206656

178

0,7000 ; RATIO =

B 4

2,8304E.08.

3.,3444E_04
0,2162

1,36715.04

3.6130E.04

0.233%

0,0050 5 RATIGC =

B 4

| FOR ‘BASELINE"CONCEPT: ALL AXES

B 5

~2 "1\2:’1\\6

36

145443E-03 .2,...83E.05

5.7476E-04
0.371¢
243495E.04
0u.1519
6¢2093E.Cq

0,401..

B S

3,53051E.04
0e2169
»3T15E.0¢4
0.0887
196246E.06

0e2343

é549495

B 6

49 7579Ea04 =1¢0394Ewl] =5.4119€all

2,9583E_.04
O0.6218
3,3699E_04
0,7083
6,4861E_04

0.9425

2,9581E.04
O0o6217
343697E-04
0¢708?
4,4839E.04

009624

2.9581E.04
0.6217
3,3697E.04
0,7082
4,4839E.04

0eg424
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MODE 10 3 W

PARAMETER
NOM VALUE
ABS ERR«R
REi ERR-R
ABS ERR.W
REL ERR-W
‘ABS ERR.T

‘REL ERR-T

MODE 113 W

PARAMETER
NOM VALUE
ABS ERR=-R
REL ERR-R
ABS ERR=W
REL ERR-W
ABS ERR.T
REL ERR-T

“TABLE 6-2. APPROXIMATE. IDENTIFICATION RESULTS

FOR BASELINE CONCEPT:

= 2,0916 R/S ; ZETA =
Ww2 2xZ#W
4J3748E 00 2,0916E-07
2.0p90E=01 1,4125E.0]
0e047g 6,7532
640499E-02 4,0907E.02
0.0138 1.9558
2,1749E.01 1,4705E_01
0.0497 7.0307
2.7847 R/S ;3 ZETA =
Waa2 2RZnW
7.7547€ 00 3,8986E 00
2.7388E 01 1,9572€ 0}
3,5318 5.0202
1,0997€ 00 7,8584E.01
Oslé4lg 0,201¢
2,7410E 01 1,9587E 01
365347 5.0242
179

ALL AXES (continued)

0,0050 ; RATIO = 547657
B 4 B s B 6
245169E.04  143324Ea09 ?e6571E=09
6.,0096E.04 6,0093E.04 6.0093E.04
2,377 2,387s 243875
1,7404E.04 1,7403E.04 1,7403E.0¢4
0.6ql15 0,691 06914
6.2565E_04 6,2562E.04 64,2562E.0¢4
2.4858 2:4857 2,4857
0,7000 3 RATIOQ = 1.3397
B 4 Bs B 6

~144763E.03 =7,9941E.10 -343207E.09

3,2038€E.03
2,1701
1,2864E_,04
0,0q71
3.2064E_03

1,2614

7.4770E.05
0,050¢

1.8637E.03

l.2624

1,8622E.03
le2614
744770E.05
0,050¢
1,8637E..03

1e2p2¢

2
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TABLE 6-2. APPROXIMATE IDENTIFICATION RESULTS
) 'FOR BASELINE CONCEPT: ALL ‘AXES (continued)

MODE 14 ¢ W = 7,6891 RyS 3 ZETA = 0,0050 3 RATIO & 1219,4351
PARAMETER Wxx2 2#2xW ‘B 4 B s - B 6
NOM VALVE 5,9123E .01 706891Ex02 <3,0726E.08 5.5364E=03 7.6977E.05 @ﬁ
. X Ly
ABS-ERR«R 4, 1117€.02 7,5626E-03 1,9254FE._04 1,9254E.04 1,9254E.04 g@i
A
e
REL ERR=R 020007 0.0g984 0.0348 0.034g 00348 L':_,
ABS ERR-W 4,2842E~01 7,8432E.02 1,39968E.03 1.9969E.03 1,9968E.03 &ﬁ
d
REL :ERR=~W 0.0072 1.0200 0.3406 043604 043406 N
i:'u,:.»
ABS ERR=T 4,2840E~01 7,8796E.02 2,0061E.03 2,0062E-03 2,0061E.03 ?g
Ly REL ERR-T 0.0072 1.0245 0.3423 043623 003623 %
5 Loy
A &
s o
b MODE 15 3 W= 8,1696 R/S ;3 2ETA = 0,0050 ; RATIO = 91643227 i
AT
’ PARAMETER C Wex2 282 W B 4 B 5 "B 6 %E
NOM VALUE 6.6742E 01 841696E~02 2.1435E.06 647892605 4,8091E-03 i
, . . . . L
ABS ERR=R 5,7375E-02 1,1663E.02 2,4274E.04 2,4376E<04 2,4277E-04 &?-
e:i;’}
* 9'
REL ERR~K .0,0010 0.1428 0.0505 -0,05n5 0.0505 %ﬁ
ABS ERR-W 4,6702E-01 8,0946E.02 1,6827E.03 1,6827E-03 1,6828E.03 T
"’;.“5
REL ERR=W 0.0070 0.9896 043499 0,3499 063499 %ﬁ
ABS ERR-T 4,7185E-01 8,1683E.02 1,7001E.03 1,7901€-03 1,7002E.03 &m
REL ERR-T 0,0071 0.9998 0.3535 0.3535 043535 A
?J;
bre
N
e
i
Ny
B
s
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MODE 16 ; W

PARAMETER.

‘NOM VALVE
ABS ERR=R
REL ERR-R
ABS ERR.W
REL ‘ERR-W
KBS ERR.T
REL ERR=T

MODE 22 3 W =

PARAMETER

'NOM VALUE

ABS ERR=R
REL ERR=R
ABS ERRuW
REL ERR=-W
ABS ERR.T

REL ERR=T

. TABLE 6%2. AFPROXIMATE' IDENTIFICATION RESULTS

W% 2

7.1688E 01
3.01§5E 01
0,4211
5,8301E 00
0.0813
3,0743E 01

004288

R.4669 R/S 3 ZETA = 0,7000. ; RATIO =

ZxZnW-
1,1854E 01
7.0943E 00

0.5985
1,3703E 00

01156
7.2255€ 00

0.609¢

18,7836 R/S 3 ZETA =

Wtw2
3.5282E g2
947656E.02

C.0003
1,6282E 00

000046

1,6311E 00

0.,004¢

2nlnW

" FOR BASELINE CONCEPT: ALL AXES (Gontinued)

leea747
B 4 - B 5 B 6
~9.8451E.03 §,0526€09 .9,7898E.07
2.5471E203 1,4405E-03 1,4505E-03
0,2587 0,1504  0,1504
449197E.04 2,8595E-04 2,8595E.04
0.0500 0,0290 0.0290
2,5942E.03 1,5078E<03 1,5078E.03
042435 0:1532 Oels532
0,0050 § RATIO =  1145,8687
B 4 B s B 6

1,8784E.0!l =1.7150E~02 =“3.7565F=(8 «4e9650F-08

7.3526E.03
0.039]
1,2259E.01

0.652¢
1,2281E.01

0.6538

181

2,3735E,04  2,3734E-04 2,3734E.04
0.013g 0.,0135  0.013g
3,9573E.03 3,9571E.03 3,95%v1E.03
0.2307 0,2307 0.2307
3,9644E.03 3,9642E.03 3,9642E.03
0,2312 0,2311 0.2311
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) TABLE 6-2.. APPROXIMATE IDENTIFICATION RESULTS e

P FOR ‘BASELINE CONCEPT: ALL AXES (continued) v

1M i

ik -
A R

N e

x.“:"‘ N ;‘::;
4§§ MODE 23 3 W = 19,9551 RyS 3 zETA =z 0,0050 3 RATIO = 411.4819 i
XN ?Ei’,;
.ij PARAMETER W2 2x2ZxM B4 B 5 B 6 5

» L
» g 3
vl 3.

©.; . NOM VALUE 3.9830E 02 1.9955E-0] ~5,2503E.08 ~4.1569E-05 1¢0291E-02 i
Eéi 'ABS ERR-R 3,3520E.01 2,3756E.02 4,3312E_04 4.3312E_G4 4,3314E.0¢ gi
il ReL ERR-R 0.000g 0.1190 0.0.21 Pe0421 P02t :
i ABS ERR.W 1,7828E 00 1,263585.01 2,3034E.03 2,3036E-N3 2,3038E.03 r
?ﬁi REL ERR=W 040045 0.6332 0,239 0,2239 ".2239 ;é
‘%ﬁ ABS ERR-T 1,8141E 00 1,2857E.01 2,3440E. 0% 2,3440E.03 2.3441E.03 §§
;%i REL ERR~T 040044 0.6443 0.2278 0.2278 0.2275 g;
o g
=
zxw MODE 24 3 W = 21,2828 R/S 5 2ETA = 0,0050 ; RAT!O = 423.6661 §§
[ paramereR w2 2026W B 4 55 v e 5
,§?3 NOM VALVE 4,5296E 02 2,1233E.01 5,6825E.08 =1,1993E-02 .2,8140E.05 g%
ﬁé? ABS ERR.R 3,0921E.0l 2,0547E.62 6,0934E.04 4,0936E.04 4,0934E_0¢ i§
' REL ERR=-R 0.,0007 0.,0965 0,0341 0,034) 000341 E;
ABS ERR.W 1,9637E 00 1,3049E.01 2,5994E.03 2,5998E.03 2,5996E.03 gﬁ

} REL ERR-W 0,0043 0,6131 0.2168 O.2168 0.2168 Eé
o ABS ERR-T 1,9879E 00 1,3210E.01 2.6317E.03 2.6318E-03 2,6317E.03 &
;§§ REL ERR=T 040044 0.6207 0.2194 0.2194 0e2194 2§
&
o E
250 k_:'
',_‘

3




TABLE 6~2. APPROXIMATE IDENTIFICATION RESULTS ‘
' ‘FOR BASELINE CONCEPT: ALL AXES (continued)

MODE 26 3 W = 33,0515 R/S ;3 2ETA = 0,0050 3 RATIO = 1540647
PARAMETER Wan2 2%ZaW B 4 B s B 6
NOM VALUE 1,0924E 03 3,3052E~01 =4,4501E.03 1:6294E~09 .7,4501E-10
ABS ERR=R 1,0481E 01 4,4849E-01 2,1350E.03 2,1349E~-03 2,1349E.03
REL ERR=R’ 040096 1.3570 044798 0.4797 064797
ABS ERR~W 3,8003E 00 1,6261E.01 7,7411E.04 7,7407E-04 7,7407€E.04
REL ERR=W 0.,0035 0.4920 Ne1740 0.1739 O0el739
ABS ERR=T 1,1149E 01 4,7705E.01 2,2710E.03 2,2709E.03 2,2709E.03

REL ERR=~T 0,0102 l1a4434 0.5103 0.5103 0.5103

MODE 20 3 W = 52,5275 R/S 3 ZETA

i

0,0050 3 RATIO = 4pe4186
PARAMETER Wex2 2%ZnW B ¢ B s B 6
NOM VALUE 2,7591E 03 5,2528E=0] =7,8166Eu03 =3,7546E~10 2,2738E-09
ABS ERR=R 1,7192E 01 4,6287E.01 2,4353E.03 2,4352E.03 2,4352E.03
REL ERR=R 00062 0.8812 0.3116 0.3115 03115
ABS ERR-W 7,8140C 00 2,0500E.01 1,0784E.03 1,0785E.03 1,0785E.03
REL ERR=W 0.0028 0.3903 0.1380 C.1380 0.1380
ABS ERR-T 1,8802E 0! 65,0623E.01 2,4635E.03 2,6633E.03 2,4633E.03
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APPROXIMATE IDENTIFICATION RESULTS

'Eg' TABLE 6-2., )

- s&; .FOR BASELINE
& MODE 33 5 W = 71,2905 R/S 3 ZETA =
2 PARAMETER Wk 2 24 Z %M
'fé NOM VALVE 5,0823E 03. 7,1290E.01
k: ABS ERR=R  2,8735E 01, 5,7005E-01
P REL ERR-R 0,0057 0.7996
éé ABS ERR-W 1,2039E 01 2,3382€-01
f%i REL ERR-W 040024 0.3350
o ABS ERR-T 3,1155E 01 6,1805E.0]
i% REL ERR-T. 040061 048670
3

. MODE 36 ¢ W = 85,3456 R/S ; ZETA =
af PARAMETER Wh*2 2% Z %W
g@ NOM VALUE 7,2839E 03 8.5346E-0]
~§§ ABS ERR-R 1,9347E 01 3,2059E.01
p REL ERR-R 040027 0.3756
;%5 ABS ERRW 1,5769E 01 2,6130E.01
i REL ERR-W 0.0022 0.3062
‘ﬁf ABS ERR=T 2,4959E 01 4,1359E.01
}?: REL ERR=T 00034 0.4846
;;3

2 104

CONCEPT:

ALL AXES (concluded)

0,0050 § RATIO = 8048774
B 4 B 5 B
1,6504E.08 -5,9175€~.08 1,0318E£.02
2.9169E.03 2,9169E-03 2.9170E.03
0,2827 0,2827 0.,2827
1,2220£,03 1.2220€.03 1,2221E.03
0.1l184 0.,1184 ODeligé
3,1625E.03 3,1425E.03 3,1627E.03
0.3065 0.3065 063065
0,0050 ;3 PATIO = 16649703
B 4 B s - B 6
207185Ea07 147229E=07 «145168E.07
2,2881E_.03 2,2882E~C3 2,28a1E.03
0.1328 0.132¢g 0.1328
1,8650E.03 1,8651E.03 1,8650E.03
0.1082 0.10813 0.1082
2,9519E.03 2,9520E.03 2,9517E.03
0.1913 O0.,1713 041713
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disturbance, 10 r/s < w < 100 r/s. That is, their bandwidths should be greater
than 100 r/s. Since our models are not reliable beyond 100 r/s, however, we have

opted to relax this reguirement to ensure that loop gains do not exceed 1l for
frequencies above 100 r/s.

A control design consistent with this constraint is shown in Figure 6-l. Angular
rat:e feedback was zgsumed here with a control gain of X = 1 X 105 in each axis.
Damping for .solator modes was assumed to 0.005 for this design. These loop
cransmissions agree with our earlier assessment that all modes apparent in these
plots lie within the critical region described in Section 3. They should be
included in the identification model since they are all close to the critical zero
dB line. However, due to the favorable phase characteristics of these loops (~90
ueg < ¢ < 90 dey), no instabilities would occur if the smailest two or three of
these wére neglected. Technically, ILAS control loops .require only a lower bound
ou mode damping to guarantee stability and are relatively insensitive to the
ascumed mode frequencies. Practically, however, it is impossible to identify
damping without knowing fr.quency. Thus, both freguency and damping of all
relevant modes should b.. :dentified. This "positive real” control design exhibits
theoretical stability wmargins of #© dB gain margin and #90 deg phase margin.

Afler acccunting for sensor and actuator dynamics and sampling of the digital
control system, practical margins of *6 @B and #3% deg should be easily
achievable. Though this desiygn assumes rate feedback, substantially the same

results could be obtained with attitude measurements from rate~integrating gyros
using the .zad-lag compensator

"

K(s) &1 x 10° -;si;f—l—%-o—
Though the control design of Figure 6~1 pushes the bandwidth limit for model
validity, it fails to meet performance requirements at all freqguencies in the
range 10 r/s < w <100 r/s. The disturbance to LOS transmissions for the closed
vibratinn-control loop just defined are compaied with the open loop in Figure 6-2.
The DEFOCUS response is omitted since it meets sracification as open loop. As
expected, this design fails to attenuate disturbances at certain mode frequencies
that are not contrullable and observable (e.g., 22, 24, 26, 29, and 36). Between
these frequencies it provides little if any attenuation. It does, however, come
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within a factor of 4 (12 dB) of meeting the LOS specificaticn at u = 31.4 r/s

(near mode 26), which was the disturbance frequency assumed by Draper (Ref. 1).

As evident from Figures 6-1 and 6-2 and equation (2-7a), higher control-loop gain
(or. control bandwidth) willi not improve disturbance attenuation performance for
this concept. Rather, performance is limited by uncontrollable/unobservable
modes, so that "ideal" control requirements are unachievable with this concept for
any control design. The presence of uncontrollable/unobservable mode., therefore,
imposes a fundamental limitation on control performance. For the advanced
concept, which we examine next, all critical modes are controllable and observable

so that performance is largely limited by control bandwidth.

ADVANCED CONCEPT

Specific numerical results for the advanced concept identifiability analysis and
control design will be discussed in this subsection. The advanced concept, in
sharp contrast to the baseline concept, presents a muck more difficult (non-ILAS
and strongly coupled MIMO dynamics) identification and control problem. But it
has the advantage that all critical modes are strongly controllable and observable.

Actuators and sensors were assumed to be the same for both identification and
control. This assumption was based on the philosophy that it is only necessary to
identify dynamics that affect the control design. Other purposes for doing
identification, which are likely to require different actuators and sensors, were
not addressed in this study. As discussed in Section 2, actuators for the
advanced concept were chosen to be paired shakers to give a torque input about the
X, ¥, z axes at node 44. The sensors were chosen to be accelerometers about the
X, ¥, 2 axes at node ll. These sensors and actuators proauce an extreme case of
non-ILAS. That is, not only are the sensors and actuators not at the same
location, but they are on different parts of the spacecraft, which are separated
by the isolators. In addition, the actuator and sensor types are inconsistent
(i.e., torgues and linear position). The finite-element model for the structure,
which was treated as the true system, had 84 second-order modes modeled. Of these
84 nodes, 6 are rigid-body free-~free modes, 6 are isolator modes, and the

remaining 72 are flexible modes of the spacecraft. The damping coupling due to
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the isolators was ignored and was assume. to give the six isolator'mcdes a damping
ratio of 0.7; the inberent structural damping was assumed to give all the other

modes a damping ratio of 0.005.

Identifiability Analysis

Identifiability analysis was carried out using both the exact and approximate
identification analysis software. Both of these computer programs assumed that

Test Signal 1 and position output were used.

The numerical results obtained were consistent with each other and with the
frequency domain interpretation discussed in Section 5. The freguency domain
interpretation was used to make recommendations for test signal sizing and
shaping, type of measurement to use, and minimum time for identification. The
detailed numericai results for Test Signal 1 and position output will be discussed
next. It should be noted that, although results of Section 5 favor the use of
Test Signal 2 and rate measurements, these recommendations were actually made

after all identifiability analyses of this section were compiete,

Stochastic Parameter Srror-~Recall from Section 4 that stochastic error is the

error in the parameter estimates due to random effects. The contributions to

stochastic error from measurement noise and process nolise were considered for MLE

identification without the Kalman filter. Specifically, the stochastic error was

defined as

Stochastic error: I = E l:(aN -9 (OLN - Q)T‘l -
% J (6~3)

where oy is the parameter estimate at the Nth sample time and § is the

limit of 0,y s N goes to infinity (i.e., @ is the expected value of the

parameter estimate)., For MLE identification in general, stochastic error

decreases linearly with increasing measurement time, and increases nunlinearly

with decreasing test signal intensity and increasing process noise and measurement

noise inteunsities, For MLE without the Kalman filter, chese nonlinear

relationships become linear. These statements can be expressed as
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where T is the sample time and ZR and Zw are the sensitivities of stochastic error
to measurement and process noise, respectively. The test signal, process noise,

and measurement noise intensities are assumed to be given by

Test signal intensity: U="0.71

[{]
=
[

Process noise intensity: W
Measurement noise intensity: R = RoI

where Uo' wo, and Ro are scalars and I is an identity matrix.

The sensitivity to measurement noise was computed exactly for true systems and
model systems of the same oxder using the exact identifiability analysis
software. An approximation to it was also computed using the approximate
identifiability analysis software, where one-mode true and model systems are
assumed. The sensitivity to process noise is exceedingly difficult to compute
exactly and was not implemented in the exact identifiability analysis software.
An upper bound to this sensitivity was, however, computed as a part of the

approximate identifiability analysis software.

Typically, only the diagonal elements of Zan are of interest, since they are
proportional to the square of the standard deviations of the parameters. Also of
interest is the relative or normalized error. The relative errors are
dimensionless and are easily related to identification accuracy required for

control design. The relative errors for a specific mode were defined as

2 . T
®  relative error = —
2
(A)*
%2tw
2w relative error =
g 22,0,
by,
bz relative error = Py % =1,2,3
°n
cm relative error = lc*l m=1,2,3
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where the star (*) subscript indicates the true or nominal parameter value. The
symbols bz and ¢ th

C, respectively.

Numerical results for 21 flexible modes (147 parameters) in the freguency range
1 to 100 r/sec are shown in Table 6-3 for the approximate identification analysis
software and in Table 6-4 for the exact identification analysis software for the

following values:

H
]

(N+ 1)T = 1 sec

ID
=2 2 .
UQ =4 x 10 “(N-m)“/Hz (Test si¢cnal 1)
-14 2 -
Ro = 10 r“/hz (position output)
W =0.01U
o] o

As expected, relative errors for damping are the largent parameter errors for each
mode. It can be seen that the higher frequency modes are the hardest to

identify. fThis is again consistent with the frequency domain interpretation
regarding Test Signal 1 and position output. For comparison, worst-case results
for Test Signal 1 with position output and Test Signal 2 with rate output are
shown in Table 6-5 for a 300 sec identification time interval. Thus, while
identification time intervals would be unreasonable for Test Signal 1 with
position output, a 5 min identification time interval with Test Signal 2 and rate

output would be sufficient to reduce all relative errors to less than unity.

Worst-case results for stochastic error due Lo process noise are shown in Table
6~6 for a 300 sec identification time interval. These results are independent of

test signal since process noise intensity was assumed proportional to test signal

intensity. It is evident that all relative errors are sufficiently small.

It should be observed that approximate and exact results for stochastic error due
to measurement noise are essentially the same. Worst-case discrepancies are shown
in Table 6-7. These discrepancies are due to "close" modal frequencues, which

make the one-mode-at-a-time assumption break down (i.e., Aw/m_g 2%).
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TABLE 6-3.

ERROR RESULTS FOR ADVANCED CONCEPT

i 9 ¢ W = 1.9936 R/S § ZETA =z 0,0050 3 RATIO : 28,4932
ﬁﬁ PARAMETER van2 22w & & £S5 8 6 7
?f NOM VALUE 3 _g744E 00 1,9136E.02 4,7579f.04 =1,0394E.11 -5, 41i9B.11 2,3627E-06
ABS FRRLR ¢ ,5+#8E.03 3,2397E.03 O, 3,8657€.05 3,8557E.05 4,1434E.06
REL ERR=~R 00011 01425 c. 0.0g12 0.0q12 0.0g12
ABS ERP-W 5.46707€.02 3,9937E.02 O, 4,7655E.06 4,7555E.06¢ 5,1571E.03
REL ERP=W n,0142 2,0033 0, 1,0014 1,0016 1,0016
ARS ERRuT 5,6402E.02 4,0%8E.02 0, 4,7811E.06  6,7811E.04 5.17405703
REL ERR«T 0,0142 2,0098 n. 1,0049 1,0049 1,0049
MODE 10 ¢ W = 2.0916 RS § ZETA = 0,0050 3 RATIQ = 15,0073
PARAMETER Waep 2ulwk 8 ¢ B 5 B 6 1l
NOM VALVE 4,3748E 00 2,0916E.02 2,5l69E.04 1,3324F.00 5,6571E.09 .9,8898E.07
ABS ERR~R 1,0623E=02 7.1152€-03 0, 4e2R09Eu0g  442809E-05 B844984E=04
REL ERR=R n,0024 0,3402 0. 0,110 0,1701 0,1701
ABS ERRW  4,0699E.02 4,0907E,02 0, 2,4612E.04 2,4612E.04 4,8359E.03
REL ERReW 0,0138 1,9%58 0, 0,977¢ 0,9779 0,9779
ABS ERR=T 4,.14n3Ew02 4,1521E.02 0, 244981E~04 2,4981ED6 4,9593Ea03
REL ERR-T n,0140 1.9851 n, 0,992% 0,99325 0,9925
MIDE 14 § W = 7.6891 R/S §t ZETA = 0,0050 3 RATIO = 17,5233
PARAMETHLR wan2 2n2aW 8 o RS B &6 cl
NOM VALVE 5,9122E 01 7,6891F.02 <3,0725E.08 5,5364E.03% 7,6977E.05 6,8514E.04
ABS ERR=R  4,5031E=01 8,4482E-02 3,0417E.03 0, 3,0420E~03 3.8104E-06
REL ERRef. 0,0078 1.0987 0,5493 o, 0e5094 0,7488
AlS ERReW 4,25462E.01 7,8432E.02 2,8239E_03 0O, 2,8262E.03 3,5376E.04
REL ERQReW 000072 1.020¢ 0,5100 0, 045101 0+7137
ABS ERReT 6,2674E-0} 1,1528E.01 4,1505E.03 O, 4,1509E.03 5,1994E.0%
REL £8]R-T 0.0106 1,4992 0,696 0. 0e7497 104990
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¢33

-2,46322E~04 -5,1421£-03

4,1889E.04
Oellgla
5,1636£.03
1,9729
5,1808E.03

140062

C2
4,9347£.03
141945£<03

0.2391.
6,86T4EL03

1e3744
649706E-03

1.3651

<
6,0668E.0%
247432E-04

0,5535
2,5467E.04

Q5138
3,7431E04

0ev75852

5,9127F .04
Nelitg
7.2888F-03
1,4154
7.3128£.03

144201

C3
7.8374E.04
B44023E=04

0,1722
44,9657E-0%

0.9898
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MADE 15 3 % =z

MIDE 17 ¢ W =

MOpE 21 ; W =

TABLE 6-3.

PAPAMETFR (31474

NDM Vs B 5,6252E 0L
4BS E ! 1,0271E-01
REL ERQR«R 0,0018
ADS ERFew 4, 6702E<01
REL EQR.W 0,0070
ABS EQR.T 4,7078E-01
REL ERR-T N.N072

PARAMgTER Wan2

NOM VALVE 1.1402f 02
ABS ERRaR | 5472E 00
REL. ER®«R 0.0132
ABS ERR.W 7,1113E.01
REL ERRaW 040061
ABS ERR.T 1,49n2E 00
REL ERReT 060145

PARAMETER Wan2

NOM VaLVg 2,2053g 02
ABS ERRLR 2,9MpsE 00
REL ERReR 0,0132
ABS EQR.W 1,1445E 00
REL ERR-w 0,0052
ABS ERR.T 3,1238E 00
REL ERRWT" 0,0142

1.1696 R/S 3

10,8130 R/S § 2ETA =

14,8503 R/S5 § 2ETA

APPROXIMATE IDENTIFICATION ANALYSIS STOCHASTIC

ERROR RESULTS FOR ADVANCED CONCEPT (continued)

cnZaW
8,1096E.02
147966F<02

0,2187
8,09646E.02

0,9896
8e2796EL02

1.0138

2nZuW
1,081%.01
2,0170E.01

le8654
9,3010E.02

0486027
2,2211E.01

2.054)

2nZak
1,4A50g.01
2,7680E_01

1.8640
1,0900E_01

0,7340
2,9749E_0!

2,0033

2ETA =

90,0050 3 RAYTIQ = ARer43l
R e B8y B8 6
2,1635E,06 6,7892L.05 _6,8091E.03
502590€.04 542595604 O,
0,1093 0,1004 0.
2,3797E.03  2,3799E-03 0,
0,4048 0,4948 0,
2,4371E.03  2.4373E.07 0,
0.5067 0.5068 0.
0,0050 ; RATIO = 1642035
B 4 Bs B 6
«3,9589F.07 «8,2180g.07 1,4074f.04
1,31276,04  1,3127E.04 O,
0.9127 0,932y 0.
6,0532E_05 6,0532E.05 O,
0.4301 0,430 0.
1,4455E 04 1,4455E.04 O,
1,070 L0271 Co
0,0050 ; RATIO = 3147335
B 4 85 86
1,5401g.07 ~2,7118g.04 L2,4793¢.0¢
3,6243€ 04 4,3518E,04 4,2219E.0¢
0,9320 t,1870 15,1490
1,3684E 04 1,7175E.0¢ 1,6623E.04
0,3470 00,4674 044525
3,6802E_04 4,6875E.06 4,5375E.0¢
1.0016 1a27%7 142349
195

[}
2,9030€.03
4+6761E.04

0,1489
2,1159E.03

0,6739
241470E.03

0.6902

C1
1,5048g.02
2,2718E.02

leigsl
1,0676E.02

045470
2,5017€.02

143062

cl
-2,0781¢.03
1,1206€.02
0,9483
G e127E_ 03
Q0e3734
1,2043F ,02

l.0191

<2

R R S N

3

~140413E.03 .5,8811E-04

3.6170E=04
0.1152
1,6367€-03
0,5213
1.6762£-03

045339

C2
<1.,0072¢.02
2,0183E.02
140538
9,3071£.03
044859
2,2226E.02
lelg94

c2
'3°61528'03

1,1587€,.02
0,9605
4,56272.03

0e3501
1,2457..62

140438

3.4928E-04

0,1112

1,5805€-013

0,5034

l.6136E~03

0e5155

<3

~642619¢-03

1,8788€E.07

009809

8,6639E-C1

Ne6523
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100807
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it TABLE 6-3. APPROXIMATE IDENTIFICATION ANALYSIS STOCHASTIC

ERROR RESULTS FOR ADVANCED CONCEPT (continued) S
3 : _ e
ey : :.:

1‘:_.

,
JA
.
S
N

A. (‘ l.

IRARENANY

&:;5. MODF %2 1w = 1-,7836 R/S 3 ZETA = 0,0050 3 RATIO = 56.8853

:-.*-.\-.-.v
AR
6

]
SRS

e

PAQAMETER a2 r{ Y21 8 4 B s a s < )

<

3
MO VALVE  3,5222€ 02 1.3784E.01 -1,7150E,02 -3,7565E_9n -%.9550E.08 ~2,0396E.05 4,0523C-04 22.2701E.04

%5
.

%

:‘. ABS ERR-R  3,4M9E 00 2.7119€E-01 o0, 1.23800-02  1,23808.02 3.3597£.04 4,4528F=04 3,7353504 F‘E»';
’ REL F3IR-R 0,0102 1.4438 0, 0,7219 0.7213 0.7226 049576 0.8633 ?t-.
j: ABS ERR=W |,5282E 00 1,2259£.01 O, 505962E-01 5.5962£203 1,51876204 2,0128E-06 1.6884E-006
’:‘ REL ERh 1,006 0.6526 0. 0,3263 06,3263 0,3266 0.4329 0,3631 h‘:
‘: te ABS ERR=T 3,9528E 00 2.9761E.01 O, 1:3686E-02 143586202 3.6871E-06 4,8865i~04 4,0991€-04 g ,
,_}.) REL FRRaT 0,0112 1.5844 ' 0, 0,752 0.7922 0,7930 1,0509 08814 ;‘
% A
N
' MODE 23 ¢ W = 1e,9551 Ry5 : ZETA = 0,0050 3 RATIO = 93,1679 »-
q‘fz PARAMETER Wie2 2nZaW B 4 B S 8 & C1 C ¢ a E{?
‘ NOY VALUE  3,9r20E 02 1,9955F.01 =5,2503E.08 -4,1569E.06 1,0291F.02 6,8976E.0% .9,1464E-064 -7,1273F.05 v:.'
:;":i ABS £RRaR  3,0062E 00 2.1299E-01 5.,4914E.03 5.4917E<03 C. 701464E<06 703325606 01370604 ;::Ef“
':f:} REL ERR.R 0,0075 1,0673 0.5337 0,5337 0. 0,6226 2,682 0.5347 ’:
ﬁ' ABS ERR.W 1,7028E 00 1,2435€.01 3,2579E.03 3,2579E.0% O, 6,2395E206  4,6465E-06 3,6407E-04 ,*‘:
,‘: REL EQRW 0,0045 0.6332 ° 0.3166 0,3166 o, 0,369% 044048 03177 e
;.7: ABS ERR-T 3,4043E 00 2,4785E_01 6,3853F_03 6,3853E.03 O, 8,3093E.04 9,1070€.04 7.1357E-04 ;'\
{ZE:::: REL ERR-T 0.00g4 1.2410 0.670% 0.6205 0. 047239 047934 0s6217
:"u Ef“‘
45 vy
A o
' «'-::.: MSDE 24 3 W = 21,2828 R/S t 2ETA = 0,0050 ; RATIQ = 90,2078 wi
z:_- PAPAMETER Wan2 26ZaW B 4 B s 8 6 ¢ ¢ C 3 ‘\'g;\
"‘.:5 NOM VALUE 4,5796E 02 2,1283F-01 5,68256.08 ~141993Ea0? .2.8140E«05 «5,2388E-05 1,1939F-0¢ =3.8068E~06 f;‘
§. o ABS ERR.R 9,2200E 00 6,12675.01 1,7262E_02 O, 1,7262E.92  5,8379E.04 6,0387E-04 7,9693E-00 _:w__
:}'j:_' REL ERR-R 14,0204 2,8787 1,4393 0, 1.4392 1,4515 1.50%4 1.98la .:::::.
::j 4BS ERR-W 1,9¢37€ 00 1,3049E.01 3,6764E.03 o0, 3,6766E.03 1,2434E.04 1,2861E.04 1,6973E-04 :\
.$3 REL ERR=W 0+0043 0.6131 043065 0. 043065 043091 00319 o2z K
ABS ERR-T 9,4248E 00 6,2662E-01 1,7569E.02 0, 1,7560E.02 5,9688E.06 6,1741E-06 8,1480E-0c P *
REL: ERRT 0,0208 2,9433 i.4716 0, la471% 1,6840 145351 2.0259 T‘-‘
Cren,
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2 ‘TABLE ‘6-3. APPROXIMATE IDENTIFICATION ANALYSIS STOCHASTIC :
_ ERROR RESULTS FOR ADVANCED CONCEPT (continued) :

s BRE: WS
: s
o

X _f mowmr Lt oo

e .
c'i;i':'
';;fﬁ MSDE 26 t W z= 33,9515 R,S § ZETA = 0,005C ; RATIOQ = 12,4863 :
}Ef,; PAPAMEILR wek2 24ZnW 8 4 85 B 6 c! c2 ¢ 3 ;
Ean NIV VALVE  1,0624E 03 3,3752E.01 44,4501F_03 1,6294E.09 _7,64501E.10 «5,4636E.06 3,3179E<05 -3,5396F.06 !
,E_: ABS £3RR  9,.5640F 02 4.,0°81E 01 O, 2e7621E«01  247521E-0]1 3,03815203 346506E~03 3,7294E-03 %
0?& REL FRR.R N,8746 123,6881 0, 51,8625 61,8425 62,2286 T4, 7741 7643884, 2
"%ii -ABS EaRew 3,8703F 00 1,67613.01 0, 1,0947E-53  1,0947E.03 1,2085E.05 1,4521E.05 1,4834E.05 2
:f;": REL ERRW 0,0035 . 0,420 C. 0,2460 0,2660 0,2475 0,2974 0.3039 ;'\3
™ ABS ERR=Y 5,55415 02 4.03gl€E 01 O, 207521801 2.7521E-01 3.,0381E-03 3,6506F~03 3.7294E-0) g
<%§§$ REL FRRaT 0,746 123,6891 0, 51,8430 51,8630 52,2291 74,7767 76,3890 %;
S
X 2
;‘:* ;:-%
gi“ MODE 28 3 W = §7,9991 RyS 3 2ETA = 0,0050 ; RATIO = 3.8127 y
yéié_ PARAMETER Ty 2HZaW B 4 B 5 8 6 <L C2 ¢ f#
7{%? NOM VALYE  2,6709E 03  5,0999E.01 ~9,9074%.07 3,2542€-04 .7,6340E.06 <4,0058E-03 1,28036.03  7,3376E-03 5
téif ABS ERR=R  1,3402E 04 347144 02 3,0704E.03 3.7102E-03 O, 304911 00 3,1234E 00 4.2501E OO &?
agg REL ERRR f. 1527 728,7195 3674063 36,0720 0, 410,4296 369,3211 502,5335 Lﬁ
g; ABS ERPW 7.2041E 00 2,0199E_01 1,6689E_06 1,T7092E.0s O, 1,8866E.03 1,6977E.03 2,3150£.02 ?‘:
,%ig REL FRP.W £,0028 0,3961 0.1a97 0,215 0. 0,2231 0,2007 0,2731 é&
L ¢
:v* ABS ERReT 1,34020 04 3,7164E 02 3.0705E.03 3,3102E.03 O, 3¢4711E 00 3,1234E 00 4,2501E 00 (‘3"
.1§? REL FRR.T 5,1527  728,7196  367,4064 36,0729 0, 410,4296 3693212 502,533s b%
-~ b

v o
.':{ MADE 29 ¢ W = 52,5275 R/S § ZETA = 0,00S¢ : RATIO = 64,5137 :.:
O, 1 .'74‘:
v ,’; PARAMETER Wna2 2xZ2aW 8 & 85 B 6 c1 C 2 c 3 o
- o
«_;:1 NOM VALVE  2.7401E 03 5,2428E.01 ~7,8144E.03 =3,754¢E-10 2.2738E.09 «B8,0496Eulp ~64,7428Eu05 +1,9354E-0¢ T
o »
ﬂx“ ABS FRR.R 4,7382E 02 1,8142E 01 O, 1.3498E.01 1,3498E.01 3,4467€E.03 3,5399£.03 4,79¢2E.03 o
[T~ |‘v S
Q‘,' REL E3R=R 042442 3"’.530[ 0. l702686 17'2556 17.2826 17.7503 ZL.O‘)““ :.:-
;i‘ ABS ERRed  7,6140E 09 2,0500E.01 O, 1,5252E.03  1,52526.03 3,8946E.05 4,0000E.05 &,42208.05 I
ey pA
g, . REL. ERR-W 0.002g 0,3903 0. 0,195 0.1951 0.1953 042006 0.2719 k;
B ABS FRR=T 4,7%47E 02 1,8143E 91 O, 1,3499E.01  1,3699E.01 3,4469E.03 3,5402:.03 4,7995E.03 i;*
29 b
- e REL FRR.T 0a2442 t4,5693 0, 17.2697 17,2497 1702439 17,7515 74,0667 "
X L
. e
v 2
% [
% ol
Lan
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MAnE a0 s W
DAQMETER
MO VALVE
ABS ERR-P
REL FRRP
ABS ERRew
REL ERRa~w
ABE FR0-T
REL ERR-T

MIDE 13 o W
PARAMETER
HOM VALVE
ABS E3RR«R
REL ERR.R
ABS ERR.W
REL FRR.W
ABS ERR-T
REL ERR.T

MODE 24 3 W
PARLME s IR
NOM VALVE
ABS EZRRR
REL ERRR
4BS ERR.W
REL ERR=~W
ABS ERR.T

RE, ERR=T

Rl e B T

TABLE 6-3. APPROXIMATE IDENTIFICATION ANALYSIS STOCHASTIC
ERROR RESULTS FOR ADVANCED CONCEPT (contihued)

= 57,8508 R/S 3 ZRTA =z 30,0050 ; RATIO = 5244435
Vian2 2%l B 4 85 86

2,8499E 03 5,395iE.01 1,3943£_064 -1,8262E.0q 3,2560E.N%

5.4%26F 02 1,7725E 01 0, 202039E-03  2,2039E.03
60,2235 31,6146 o, 15,8060 15,8089
7.9735F 00 2,0754€.01 O, 2,6R70E-05  2,5870E.05
€,0027 C.38%54 0, 0,1927 09,1927
6442308 02 1,7024E 01 O, 2.2041E~02  2,204:£.03
0,2236 31,6170 o, 15,8081 "5,8081
= 71,2905 RS 3 ZETA = 0,1050 ; RATIO = 49,4150
L1 2a2aW B4 85 B 6

5,0023E 03 7,1290E.01 1,6504E.08 «5,9175E.08 1,0318E.02
3,3148E 03 4e575RE 01 4,75R4F.01 4,7684E~0y O,

06,6522 92,2400 46,1188 46,118p 0,
1,2"39€ 01 2,3a82E.01 1,7282E.03 1,7282E.C3 O,

0,0024 0,3350 0, 1475 0,14675 %,
3.3148E 03 645759E 01 4,7588E.01 4.75864E=01 O,

0,6522 92,2404 46,1191 46,1191 0,
= 72,2430 R/S 3 ZEVA 3 0,0050 § RATIC = 3.72513
Waw2 2u2av P 4 B & B 6

5.2100€ 03 7,2243E.01 1,7¢26E.05 7,8978E~07 .9,0542E0¢
5.1904E 04 1,0161E 03 {,8438E.02 1,37C5E.0? 1,5156E.02
709452  1406,4938 946,6a31 703,8294 778,1365
1,2281E 01 2,4041E.01 4,3626E.06 3,2435E-04 3,5859E.0%
N.0024 0.3323 042740 0.,1565 Oelgél
S.1004E 06 1,0161E "~ 1,86438E,02 1,3708E.07 1,5156E.02

9e9452  1606,4q3g 94hebg3t’ 703.8236 778+1365

198

<1
4,9G01E,0¢
240041E.01
15,8070
2,4434E.03
0,127
?,0043E.01

15,8082

(]
4,3431E.05
445858E.03

51,2690
1,6655€.05
0,1g62
e5953E-03

51,2694

c1
5.0133E.04
2,2580€ 00
712,3001
5.3425€.04
O4lpgs
2,2580E 00
712.3001

c2 (o)
=5.97156-03 |, 11r4b.02
2,2153E-01 2,6724E-01
17.4727 21,079
2,7099€-03  3,2504E.03
0,2130 04,2570
2,2155C-01 2,.672g€-01)

17,4740 1.0804

C 2 ¢ 3
«548671Ea05 .5,18668E.08
4¢9340F=03 4,7440E~03
5541623 53,2618
1.7919E.05 1,73G2F.05
0.2003 0.1934
4¢9340E-03  4,7440Ea03

5541627 53,2621

C2 c3
3.6317€-04 <3,1113E-03
2,2642%€ 00 o0,

707,4941 0.
543065E.04 O,

0,187 b

2,2428E 00 O,

70744941 O
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HeBE 316 ¢ W =

PARLMETIR
"M VALYFE
ABS ERF-R
PEL
ABS

REL

EQPR
ERPW
EQPaY
ERP.T

EQ]R-T

MPDE 36 3 W
PARAMETLR
NOM VALVE
ABS ERR.R

FR7-R

FRR~W

FRR.W

ERR.T

EQR.T

MIDE 27 ; W
PLRAMETFR
NOM VALVE
435 ERRR
REL ERRWR

ABS ERP_W

REL ERQR-wW

ABS

RE

ERR.T
£3Rr-T

P

TABLE 6-3. APPROXIMATE IDENTIFICATION ANALYSIS STOCHASTIC
'ERROR RESULTS FOR ADVANCED CONCEPT (continued)

74.3586 Ry5 3 2ETA = 0,0050 3 QATIO 70,2328
eR2 2u2awW B8 4 85 B 6
£,3%33E 03 7,9758E.01 -8,8574E.05 6,8362E.87 .1,7934E.06
141721E 04 2.0708E 02 O, 1e1584E-07 1,1506E402
1.8450 261,4876 0, 130,7444 130,7473
1,4300E 01 2,5292E.01 O, 1,4012E.05  1,4015€.05
N 0022 0.3163 0, O,1582 Oelsg2
1.121€ 04 2,0908E 02 O, 1,1584E.0>  1,1586E.02
3« 8490 251,4878 0. 130, 7445 130.7474
= RB5.3%56 R/S ¢ 2ETA = 0,0050 3 RATIO = 298,5829
wWen2 2ulaW B4 Bs B 6
7.2039E 03 8.5346E-01 2071856207 147229E<07 -1s5168E-07
1,2¢32E 03 2,3601E 0 2,0794E_0! o, 2,0794E.0!
0,1707 2441384 12,049 0, 1240491
1,5769€ 01 2,6130E.0%1 2,6375E_03 0, 2,6375E.03
0,0022 0,3062 0,1531 o, 60,1531
1.2633E 03 2.0503E 01 2.0794E.01 0, 2,0796E-01
6,1707 24,1408 12,0701 0, 12,0701
= 86,1685 RyS § 2ETA = 0,0050 ; PATIO = 61,0834
YY 2822k B &4 85 B 6
7.42¢0E 03 g,6169E 01 6,1448E_06 -1,24126.C3 _4 _8017E.0s
2.12,5€ 03 3,4901E 21 2,513,E.02 O, 2,.5134E207
0,2864 40,5037 20,2516 o, 20,2518
1,5998E 01 2,6256E.01 1,8910E_04 O, 1,8910€,0¢
0,0022 0,3047 0,182¢4 o, Goel5264
2,1266E 03 3,4902€ M 2,5137E.02 0O, 2,5137€.02
0,284 40,5048 20,2522 o, 20,2521
199

C1l
«%,9326FEL0¢
4.77808-01
132,3805
6,9896EL04
0,1401
5,7780€.01

132,3806

cr
1e4179E-0"
3,24604E.03

1240540
4,1101E,05
© 0,1533
342407E.03

12,0370

cli
l.llasEtOn
4e5425E202
20,2764
3,4324E,04
0,1525
4,5627€.02

20,2469

C2
4,0320F.04
547307€-01

131,297¢
6493246204

NelSgy

5,7307€.01

1312976

Cz
749660E~05
3,37157€.03

125904
4,2817E.05

0.1597
3.3760€-23

1245917

c2
1,5601E.03
S5e¢656453E.02
24,6438
4,1717E,04
0.185¢
5,5456E.02

2404445

¢ 3
4,29%45u03
8,0030£-01
183,3%79
9.6811E-04
0.2214
4,00306-01
183,358

C3
245561E<04
4,4711E.03
1646760
5,6710E-05
0.2115
4et714E-03

16,6773

¢
1,6176E.013
S5e51725E-02
24,9623
4,2222E.04
0,1874
5.6126E407

2649430
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SR
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M~DE 39 3 4
PAR/MeTER
NO* VALVE
ABS FRN=R
RFI, FRNR
ABS ERR.W
REL EQR-W
ABS ERR-T
REL ERR=T

0E 39 s W
PARAMETLR
NOM VALVE
AY5 SQR.R
REL ERR=R
ABS ERReW
REL ERRaW
ABS FRReT
REL ERRLT

MADE 40 ¢ W

PAGAMETER
NOY VALVE
ABS
REL

ERR=R
ERRLR
ABS ERReW
REL FRR«W
ABS ERR7aT

REL EQR.T

TABLE 6-3.

‘
'

- e e Te L Tm

APPROXIMATE IDENTIFICATION ANALYSIS STOCHASTIC

ERROR RESULTS FOR ADVANCED CONCEPT (concluded)

= 81,9727 R/S 3 2FTA =
sReg 2nZaW
7.9!'41E 03 R,8973E.01
3.8513E 03 441218E 0}
PeblieS A8 ,8049
1.6785E 01 2,6580E.01
00021 0,2999
3.8513E 03 4,1219€ 01
(1e 4845 48,8055

9f,3460 R/S § 2ETA 3

haen
9.6719E 03
1,7782E 04
148385
1.9506E 01
60,0020
1.77a2E 04
1.8385

Wrn2
1,01a8E 04
244C48E 04

2,3580
2,02a7E 01

0,0020
2.4048E 04

243580

2aZaW
948345E.0]
2,5571E 02z
250.0121
2+8N50E.01
0,2a52

2¢5571E 02
260,0123

100,860 RsS § 2ETA =

202 aM
L,0N99E 00
3e3677E 02

3334857
2,8424E.01

0.2315
343677E 02

333.4858

0,0050 ; RATIO = 6540530
8 4 B 5 8 6 ¢l
2,1882€.05 1,4894E.C6 ,1,1227E.05 .1,1347E_03
5.2488€£.03 O, 54207REa03 349510€-0!
34,7709 e, 34,4992 14,5754
2,2875E,05 0, 2,2497€E.05 1,7219E.03
0.1515 0, 01504 0,1507
5.2489E.03 0, 5.2079E.03  3,9511E.01
34,7712 0, %644995 3445757
0,0050 3 RATIO = 39,7356
B 4 Bs 86 c1
S.4278E.05 146224E<nt  142676E.06 =B,0208E-0%
0, 7.0646E.03  7,0633E.03 1,2748E 00
o, 130,040q 130,0303 13045329
9, TeT494E~08 T47481E-06 143984E-03
0, 0,1627 0,142 0,1432
0. 7:0446E=03  7.0633E-03 1.2749E 00
0, 130,0610 13v,0383 130,5329
0,0050 ¢ RAT!O = 47.19%%
B 4 85 86 <1
=2,8500E.06 5,7720E.05 _2,1944%E.05 4,3494E.03
946544E€-03 0 3,6498E203 144380 0O
166,9418 ¢, 166,85%¢ 193,2295
3,1486E.06 0, H.16045E.06 1,2136E.03
0.1409 0, 0,1408 0.1631
9.6%45E.03 0, 7¢6498E.03 1,4380E 00
16,9419 0, 156,859¢ 193,2295%
200

C e
2,1758E.03
4,0037E-01}

3%40364
1,7449€.03

Os1527
4,003NE.0]

3540347

c2
1491 1€-03
1,2844E 00
1315119,
144089€-03
Colesl
142844E 00
131,511%9

C2
1,7099E.03

1.2733€ 00
171.1009
1,0747EL0)
D,1446
162731€ 00

17l,10t10

e 4

Tl e N T o T
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Jdatielt
307 318%-0¢
ey 6084
2,610%E..0%
0e21i0
5.5318E.01

4844085

(S}

=040114E~03

1,7821€ 00
18244731
1.9548£-03
0,2007

le7821E 00
182,4732

c3

=5,7912E.0%

1.5735€ 00
211,4417
1,3280€.03
Ne1785%
1.573%E 0o

21,4420
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Table 6~4. EXACT IDENTIFICATION ANALYSIS SdFTWAREASTOCHASTIC
ERROR RESULTS FOR THE ADVANCED CONCEPT

MODF 9 3
PARAMETER
NOM VALUE
ABS ERR.R
REL ERReR

MODE 10 %

PARAMETER
NOM VALUE

ABS ERR.R
REL ERR.R

MOOF

PARAMETER
YOM VALUF
485 ERR.R
REL ERR«R

14

“o0: 15
PARAHETER
NOM VALUR
ABS ERR.R
REL ERR.R

MoDE 17 ¢
PARAMETER
NOM vALUE
ABS ERR.R
REL ERR.R

MODF 21 ¢

PARAMETER
NOM yALUF
ABS ERR.R
REL ERR.R

NQDE 22 3

PARAMETER
NOM VALUE
Ags ERRLR
RFL ERRLR

MODF 23

PARAMEYEW
NOM VALUE
ABS ERP.R
REL ERR.R

MO0 24

»ARp'ETER
%MW v LUF
ABs eRR.R
REL ERR.P

uW0DF 26

PARAMETER
NOM VALYJE
ABS ERR.?
REL ERR.Q

Wz

1.9936 § ZETA

2nZaW
1,9936E.02
3,2506E.03
1,6305c01

Wea?
3,9744E 00
4.56726.03
1,1491F=03

W

2,091 ¢ ZETA

LITYA ri 2411
4,3748F 00 2,0916E.02
1,0524F.02 7,1403E.03
2,4055€.03 3,4138E.0}

W

T.6891 ¢ ZETA

Vnn2
5.,9122€ 01
4,5932E.01
7.7691€-03

2nZaW
7.,6891E.02
8,4569E.02
1,0999€E 00

W s

8.1696 + Z2ETA =
Wund 20Zaw
4,6742E 01 8,1696E.02
1,0321F.01 1,7886E.02
1,5464E.03  2,1894E.01

Wz 10,8130 ¢ 26va s

Una2 20200
1,16926 02 1,0815° ol
1,5422F 00 2,0170E.0.
1,3190E.02 1,85%4F 00

W 14,8503 3 2ETA 3

MY
1,4850€E.,01
2,7680E.01
1.8640E 00

Wee2
2,2053E 02
2,9064E 00
1.,3180E.02

Ws 18,7856 § ZETA =

Wew2 2nZnM
3,5282€ 02 1,8784E-0!
31,6019 00 2,7137E.01
1,0209€.02 1,44475 00

W 19,9551 § 2ETA 5
Wan2 o
3,9820F 02
3,0653E 00
7.56471E.903

ALl
1,9955€.01
2,1214E.01
1,0681E 0C

Wz 31,2828 § ZETA =
Wan2 282aM
4,5296E 02 2,1283E.01
9,2200E 00 6,1275€.01

2,03556.02 2,8791E 00

W 31,0515 ; 2ETA 2

[ ITY 2022
1,092¢E 03 3,3us2E.01
9.5540E 02 4,0881E 01
8,7650F.00 | 2169F 02

040050 i BMAGS

4, 7579F=04 ¢ CMAGs

B 1 8 é 33
4,7579E.04 21,0394Eall w5,4119E.11
' 3,0659€405 3,7659E.05
0, 8,1252F=02 2,1252E.02

0,0050 t BMAG=:

2,5169€.0¢ t CMAG=

5.1488E~03

[ c 2
2,3927E-06 .2,5322E.06
4,1870Ea04 4, 2066E.04
8,16426E-02 8,1807€-02

4+9966E-03

81 B 2 33 c1 G2
2.5169€.06 1,3324E-09 %,4571Ea0Y =9,8898E.07 4,93%47E.03

0,
o,

040050 ¢ BMAGz

4,2910E~05
1,7009€-01

4,2910E.05
1.7009€.01

5.5369E-01 § CMAGs

Bl 2 33
©3,0726E.08 5,5364E.03 7,4977E.05

3,0626€.03 O, 2.1465E.03

5.4950£%01 O 544021E01

0,0050 § BMAG3
81

4,8095E_.0% | CMAGz

8 2 B3
2,1435E.08 647892€E405 w4 ,n071E.03

5,2604E.064
1,0938E.01

0,0630 ; BuMAGs

5426A9E=04
1,0951£-01

0,
0,

1.4075E.04 § CMAGS

8.5057E~04
1,0853€ 00

1,1992E.03
1,5300€ 00

449565E~04

. c1 C?2
4, B514E.06¢ 6,0668E.05
3,8151E.04 2,7432E.04
4,6841E 00 3,3681E 00

3.1397€-03

¢! c2
,2,9030E.03 .1,0413E.03
4, 6822E.04 3,6173E.04
7,9615E-01 6,1508E.01

1+9153€-02

-3.9529%.01 .E.2120§-07 1.‘0252.05 1,5osaé.oz .1.00$2%.02

1.3127E.0¢6
9.3256E.01

0,00%50 ¢ BMAGE

‘.31275004 0,
9,3267F.01

0.

3,6743E.06 ¢t CMAGs

2,2719€.02 2,n184E.02
3,6397€ 00 3,2335E 00

le1817€-02

[: 7] 8 2 33 C 1 c2
1,5491€207 22,7118€a04 u?,4793E.04 22,07810.03 u3,4152E.03

3,4263E.04 443615E-04
1,1870€E 00

9,31g6E.01

0,0050 § BMAG3

4,2220€.04
1.14391E 00

1.7150E-07 § CMAGs

1,1206E.02
1,0135€ 00

1,1587€.02
1,0479€ 00

4e6498E=N4

B 1 8 2 33 c1 €2
w1, 7150E.02 =3,7565E=08 «4,0650E.08 =2 0396E~-05 4, 0528E«04

o‘

0,0050 { BuAGs

1,2383E.02
o, 7,2203€.91

1,2393E.02
7.7251E.01

1.,0291E.07 3 CMAG:
8

Al 2 313
=5,2503E.08 .4,1569E.05 1,0n231E. 02
5.,9971E.03 5,%945€-03 o,

5.,3419€.01

0,0050 ; BMAG=z

81
5,6825E.08
1, 7263E.02
1,4394E 00

o,
o,

0,0050 ; BMAGs

543393E.01

0.

1,1993F.02 § CMAG:

1,7288E.02
1,4338E 00

4,4501€.03 1 CMAG:

3.3803EL06  4,4563E0¢4
1,4802E 00 1,9630F 00

101678E=03

C1l c2
5,8976E.06 .9,1464E.04
7.1480E.06 7,3396E.04
1,0029E 01 1,0999E 0}

440220g=0¢

B 2 33 C1 c2
1, 1993Fa02 u2,a140E.05 .5,2388E.05 1,1939E.04

S.8386E.C4
1,5345¢ 00

6, 0602€.04
1,5875E 00

4e8821E-05

3,0381€-03 3,4506E.93
1,0314E 02

81 8 2 313 [ C2
«%,4501E,07 1,6204Fu09 .7,6531E.100 o5, 4634E,06 3,3179E.05
0, 2.7521F<01 2,7521F.0L
0, 6,1843E 0! 4,184¢3E 01 g,5832€ Ol
201

o e e g

c?
«5,8811E.04

-6.24?9%-03

[ ]
-2,2701F.06

¢
-7, 1273E.05

[ )
«3,8048F.04

c3

«5,1471F.03

5,9361E-06
1,1544€=01

c 3
7.8374E.06
8,6602F.04
1,1024F 00

C3

«8,144TE.05

2,7396E.04
3,3882€ 00

3,4931E.06
5,9396F.01

1,8789F.02
3,0101F 00

C.3
1,1057E.02

(= ¥=]

3,7358E.04
1,6452F 00

6,1388F .04
8,6131F 00

B I LI R AE AEALY o ” TOPE LR A8 Al adatint ot i he

71.9698C.00
2,0947€ 00

] & ..

. C3
«3,5396E.08

3.7296£.03
1,0535€ 02

-l X 51 a



Table 6-4. EXACT ;DENTIEICATIQN ANALYSIS SOFTWARE STOCHASTIC
ERROR RESULTS FOR THE ADVANCED CONC™PT (concluded)
MODE 28 3 Wz 50,9991 3 ZETA = 0,0050 { BMAG= B8,3575E.04 ; CMAGs  Be4573E-03
PARAMETER Wan2 2nZaW 81 8 2 33 C1 c2 C3
NOM VALUE  2.4009E 03 5,0999E=01 =9,5074E=07 3.25642E-0p ~;:5360E-06 =64,0058E«03 1,2803E-03 7,3374E-03

ABS ERR.R  1,3413E 04 3,7672E 02 3.1303€.03 3.3236F-03 3,64793E 00 3,1279E 00 4.3189F 00
REL ERR.R 5,1569F 00 7,3868E 02 32,7455E 02 3,9768€ 02 o, 97418 02 4,2629€ 02 5.gas0F 02

MODF 29 ¢t W = 52,5275 3 2ETA = 0,0050 i BMAGS  7,8166E.03 ; CMAGz 149943E=-04

PARAMETER Wee2 2nZuw 81 8 2 33 cl ¢ 2 c3
NOM VALUE  2,7591E 03 5,2528E.01 .7,8166E.03 .3,7546E-10 7.2738E.09 .8,0694E=06 «4,7428E-05 _1,9354E.04
ABS ERR.LR 6,8113E 02 1,,752E 01 O, 1,3701€-01 1,3832€.01 3,484°F.03 3,4609E.03 5,4075€.03
REL ERR.R 2,4686F.01 3,7603E 01 o, 1.7528E 01 1,7695€ 01 1,8003E O1 1,3916E O} 2_7940F 0}
MODE 30 : W s 53,8508 3 2ETA =  0,0050 ; BMAGS  1,3943g.04 § CMAG: 142679g=02

PARAMETER Waw2 28ZnW 8 8 2 B 3 C1 C2 k|
NOM VALUF  2,8999E 03 5,3851E.01L x.aqnsé.oa «148262E.09 3,2560E.08 4,9001E-05 .5,9715E.03 -l.xliuﬁ,oz
ABS ERRLR 6,5464F 02 1,8310E 01 o0, 2,22646E-03 2,7255E.03 2,0240£.01 2,3007€.0] 2,9735€.01
REL ERP.R  2,2575E.0t1 3,4001E 01 o, 1.5956E 01 .1,5962E 01 1,8097€ 01 2,0571E Oy 2,6587F 01

MODE 33 3 W 2 71,2905 ; 26TA = 0,0050 § guAGs 1,031gE_02 i CMAGs  Be9445E~05

PARAMETER Wew? 2nlaw B 1 8 2 33 [ | C2 C3

NOM VALUF 5,0823E 03 7,1290E.01 1,8504E.08 «549175E-08 1,0318E.02 4,3431E.05 .5,4691E-05 -5,1668£.05
ABS ERR.R 3,3958F 03 7,0524E Ol 5,3143E.01 4,8654%01 o0, %,8022E~03  5,1395€.03 5,4064F-03
REL ERR.R  6,6816F.01 "9,8925E D1 ,1505E 01 4,7154F 01 0. 0.2943E 01 9,9470E 01 1,0847F 02

MOOE 34 ¢t W = 72,2430 1 2ETA = 0.0050 § BMAGE  1,9477F-0% § CMAGx 3.i7n0E~03

PARAMETER Yue? 20Zn¥ 81 B2 33 t c2 ‘€3
NOM VALUE 5,2190F 03 7,2243E.01 1,7226E.05 7.8978E-07 «0,05626.06 5 013304 3,4317E-04 .3,1113F.03
ABS ERR.R  5,3145F 04 1,0006F 03 1,9902E.02 1,4017€.02 1.,7961£.02 2,3290E 00 2,4024F 00 O

REL ERR.R  1,0183% 01 1,5096E 03 §,0218E 03 7,1968€ 02 q.2218E 02 1,6858F 02 7,7213€ 02 ¢

MODE 35 1 W s 79,9584 { 2ETA 30,0080 §{ BMAGS 8,8597€.05 $ FuAGE 403647E=03

PARAMETER Wan2 2nZaW 81 B 2 33 c1 c2 .C3

NOM VALUE 6,3933E 03 7,9958E-01 -8.8576E.0% 6¢8362E07 «1,7934E406 «5.0326E-04 4,0320E.04 &, 2904E-03
ABS ERR.R 1,1821E 04 2,0940E 02 O, 1e1604F202 1,1590E.02 5,7785E-01 5,7317E.0t 8,0176F.01
REL ERR.R 1,8490E 00 2,8189E 02 O, 1,3097F 22 1,1082E 02 1,3469E 02 1,3359F 02 1,8687F 02

MODE 36 t W x 85,3456 3 2ETA = 0,0050 § BuAGs 1,7229€.07 § CMAGx  2,6811E=04

PARAMETER Han2 2nlaW Bt B 2 833 C1 C2 [}

NOM VALUE 7,2839E 03 8,5346E-01 2,7185E.07 1,7229£-02 «145168E.07  1,4179E.05 7,9460E-05 2,5561F.04
ABS ERRLR 1,8699E 03 3,1950€ 0! 2. $22E.01 o, 2,3507€.01  3,8360E-03 6,4273E.03 1,06056.02
REL ERR.R 2,5672F.01 3,7437€ 01 1,653E 01 0, 1,3644E C1  1,5007E 01 2,5419E O1 4, 1487E O}

- ~ - -

MODF 37 ¢ W s 86,1685 3 2ETA = 0,0050 ; GuAGs 1,2412€.03 : CMAGs  2,2502E-03

PARAMETER Wan2 2aZnn 81 B8 2 83 1l €2 C3

NOM VALUE 7,4250E 03 8,6189E.0! &,1645C.06 «102612Fa03 24,a017E.06 1,1185E-04 1,5601E.03  {,4176%.03
ABS ERR.R 3,1881E 03 5,5247€ 01l 2,8421E.02 O, 2,4416E.02 5,6147E.C2 1,0438E-01 1,4198£.01
REL ERRWLR 4,2937E.01 &,4115€ O1 2.2898E 01 0, 2,2894E 01 3,3473E O1 56,4526 01 8,7769F O1

MODE 38 t W 2 88,9727 § 2ETA = 0.0050 { BMAG: 1.5096E406¢ § CMAGs  141427E=(2

PARAMETER LITY] 2a2nM 81 B2 313 C1 C 2 C3

NOM VALUE 7,9161E 03 3,8973E.01 2,1882E.05 1,4894Eu04 u1,1227E.05 1, 1347€E.03 2,1758E.03 .1,1161F.02
ABS ERReR 3,8577F 03 §,2703E Ol 5,26076-03 O, 502173603  3,9688Fw0l 4,0500E-01 5,7411£-01
REL ERR.R 4,8732E.01 7,047SE 01 3,4849E 0} O, 3,6552E 91 3,5560E 01 3,4288E O 5,16440F 01

MODE 39 t W 3 98,3460 § ZETA =  0,0050 § BMAG= 5.4317E.05 ¢ CMAG: 94766303

PARAMETER Wae2 2uZuwW 81 82 33 C1 <2 C3

NOM VALUE 9,67197 03 9,8346E.01 5,4278E.05 106224€-06 1,7676E.06 -6,8208€.04 1,4911€.03 «9,6114F_ 03
ABS ERR.R 1,7800F 04 2.5929E 02 o, 7,2281F-03 7,0969E.03 1.2771E 00 1,78¢3€ 00 1,p138F 00
REL ERRLR 1,8404E 00 2,6365€ 02 O, 1,3307€ 02 1,1062€ 02 1,3287€ 02 1,3323E 02 1,a871€ 02

MODE 40 : W 3 101,9860 3 2ETA = 0,0050 1 BmAG: 5.7832F.05 § CMAGE Te4417¢«03

PARAMETER Wae? 2e2aw 81 8 2 33 C1 c2 C 2

NOM vALUE 1,0193€ 04 1,0099E 00 .2,3500E_0s 547720605 22,1944E.06 6 _3494E.03 1,7099E.03 «5,7912F_03
ABS ERR_R 2,4071E 04 3,4155€ 02 9,8730€.03 o0, 9,4923E.03 1 ,4621F 00 1,7754E Op 1,6056E 00
REL ERR.R  2,3403F 00 3,3822F 02 1,7072€ 02 o, 1.6759E 02 2,4901F 02 2,2023E 02 7.7724F 02
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TABLE 6~7. PERCENT INCREASE IN STOCHASTIC EgROR
DUE TO "CLOSE" MODAL FREQUENCIES

Hode 5%3 w? 24w b2 b2 b3 cl 2 3
29 1.1 8.9 —— 1.5 2.5 1.1 3.4 12.7
0.025
30 1.0 7.5 - | 0.9 1.0 1.0 3.9 11.3
33 2.4 7.2 11.7 2.2 — 4.7 4.2 17.6
0.013
34 2.4 7.3 7.9 2.3 18.5 3.1 7.1 ———
36 50.4 55.1 13,1 - 13.0 18.4 92.5 137.2
0.010
37 49,9 58,3 13.1 - 13.0 18.7 88.2 153.0

Note: Expect a discrepancy when %’- ® 25 = 0.010

Systematic Parameter Error--The systematic parameter errors or parameter biases
were also computed for the 21 flexible modes considered significant for the
advanced concept. Parameter biases are defined as

%ias © a- O

where o, is the true parameter vector. Parameter biases are only possible

when the identification model is not capable of being the same as the trns system
ﬁcdel (i.e., a model mismatch).

Examples of model mismatches include 1) MLE without the Kalman filter with finite

process noise, and 2) MLF with the true system model order different than the

identification model order. As already discussed, the former only prcduces biases

when process noise and test signal are correlated. The latter gives rise to

parameter biases even when these quantities are uncorrelated.

Model order mismatch is, in practice, always present for identification of LSSs.
The true system model is of infinite order and the identification model is of

finite order. For this part of the study the true system model was taken tc be
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the 78 fléxible modes, and parameter biases were computed for an identification
model with 21 modes.
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Relative parameter biases are also of interest for the same reason that relative

stochastic errors are important. The relative parameter biases for a specific
mode wére defined as

i

2

Wo._ = Wy
w2 relative bias = bias 3
w*

2Zw relative bias

22;*0')*
S
bz - bz*
bz relative bias = Y 2 =1,2,3
A
“n cm*
cm relative bias = ol m=1,2,3

Parameter biases differ from stochastic error in that they cannot be made smaller

by increasing measurement time, as is the case for stochastic errors. The biases

can be made smaller only by changing the identification model.

The expected value of the parameter estimate was found by numerically minimizing
the expected value of the negative log likelihood function with the NR update
method described earlier. Satisfactory convergence was obtained after three
iterations with starting values equal to the true values. These are not time
updates; rather, minimization updates of the expected value of the negative log
likelihood function. Note that the parameter value that produces the minimum is

slightly different than the true parameter value because of the model order
mismatch.,

The absolute and relative biases for the 21 modes (147 parameters) considered
significant for the advanced concept are shown in Table 6-8. The biases are due
to model order mismatch (2l-mode ID model and 78-mode truth model). all the

relative errors can be seen to be less than unity. Worst-case results are shown
in Table 6-9,
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TABLE 6-8. EXACT IDENTIFICATION ANALYSIS SOFTWARE SYSTEMATIC
| ' ERROR RESULTS FOR THE ADVANCED CONCEPT

fiIAS RESULTS

MOPF 9 s w = 1,993 3 2ETa = 0,0050 : BuaGs  4,7579%.06 C»AG=
PARAMETER W ZETA “'é B2 . 8 g
NOW VALUE 1,9934E 00 5,0000F.03 4,7579E.04 .1,0394F-11 .5, c119E_11
ID VALUE 1,9936F 00 &,3221€.03 4,7579E.04 5,3979E.06 -7.5258E.96
ABS BIAS _1,2210F.06 3,2214E.04 9, ~5¢3979E.06 _2,5287F.04
REL RBIAS «6.1291E.07 4,4427E.07 O, ~1e1345E.02 _5,3148E.03

.

MODF 10 3 W = 5 Ogls 3 ZETA = 0,C050 3 BnAG= 2,5169F2D¢ 3 CHAG=

PARAMETER w ZETA 81 82 33
NOM VALUE 2,0q1s6F 00 5 _0N000E.03

Ip VALUF 2_Ng16™ 00 5,4388E.03
AbS BlAS 1,25478.05 4,3881E.04 0,
REL BIAS  5,0q84F.06 8,7763E_0? O,

NN

-243410E.07 _7,7525E.04
«9¢3012€,04 _3,00641F.02

MODF §¢ ¢ W = 1.6891 3 ZETA = 0,0050 ; HMAG: 5.5369E.0% § CMAGs

PARAMETER W ZETA 8 é B2 33

NOM yALUE  7,6891F 00 5,0000F.03 .3,0726E.08 5,5364E-03 7,4977€.05
10 VALUF  7,68918 09 4,9702F.03 1,4259E.05 5,5364F=03 13,7581E.04
Ags BlAs  1.6093F.06 22,9814E.06 1,4249F .05 0, 2,49R6L.04
REL BIAS  2,0030M.07 .5,7624E.03 2,5308E.0% O, 4,6961E.02

MODF 15 3 W= R,1696 3 2ETA = 0,N050 § BuAG:  4,8095E_03 3 CMAG:

PAQAMFTER w 2ETA 81 8 2 31
NOM yALUE 8,1696f 00 5,0000F.03" 2,1435E.06 6,7092Fu05 a4 ,n031E.03
ID VALUF A 1596f 00 4,9228E.03 3,6080E.06 #,%098F-05 ~4,8031€.03
ABS BIAS  3,4571F.06 -7,7224E.05 1,50440.04 -3,8040E.06 O,

REL BlAs 40234FL07 J1,5445E.02 3,2112F.04 -7.9093E_04 0,

MODF 17 3 W 3 10,8130 3 2ETA = 0,0050 § 84AGs  1,40757.0¢ § CMAGs

PARAMFTER W ZETA 81 87 313
NOK VALUF  1,0a13F 01 5,0000€.03 .3,9589E.07 -8,2180L-07 1,4376F..04
ID VALUE 1,0813F 01 5,33240.0% 1,3548% .06 o1,30676.06 1,4074E.06
Als BIAS _3,3370F.05 3,32645F.0n 1,7507F.04 .6.86487€.07 O,

REL GTAS  <3,08437<06 646489F=07 142639€-07 =344450E-03 O,

MODE 21 3 W = 14,8503 3 2ETA = 0,050 § BMAGE  3,4743i..04 3 C\AGs
PARAMETER 313

S¢16488E-03

1

2.3037F.06 -?,53525-04 .5.14513-03
1,0243E206. .1,4594E.04 .5,4799E.03
1.3685E.06 9,7282€-05 -3,3777F-04
-2.65786206  1,8894E-02 -5,540]1C07

©49966E=03

C1 €2 c3

«5169E.04  1,3324F-09 5,4571€.09 .9,8898E-07 &,0367E.03 7.8374F.06
«5169E-04 22,32775-07 .7,7550E.06 ~1_5018E.05 5,3971E.03 4,5961€-04

«1,4029E.05 4,6241E-064 o3,1413F.04
-2,8078E.03 9,2547Ea02 .4,28T70€.02

449565E«04

C } c2 C3
4, 8514F 06 6,0668E-05 LR,1447E.05
«,8092E-04 5,9594£-05 .8,0251E.0%
b o2150Ea08 =7,7450E207 1,1958C-06
eRe5040EL03 «1,56026E01 2,4125C.03

3.1397€+03

1 c2 [}
2,9030€403 .1,0413€-03 .5,8811F.04

2,8540E-03 ~1,0307E-03 .5,8866F.04
«4,8961E.05 1,0615E40% o5,5267E.07
«1,5594F007 3,3808€-03 .1,7603F.06

1+9143€-02

C1 [ €3
1,5046E-02 ~1,0072E.02 <6,2419E.03
1,6306E.02 .1 ,n468EL02 .6,2959F 03

1.2561€+03 «3,9631E-04 -5,2996F.05
6e5582E207 =2,0691E-02 =2.3191E-03

1,1117€.02
1

" ZETA R 8 2 C c.2 C. 3
NOY yALUE 1 ,6g50" 01 5,0000r_03 1,5401€.07 22,7118F =04 -3,4793E-06 =2 07R1F=03 <3, 4152F.03 1,1057€.02
ID VALUF  1,4850° Ol 4,99275.03 4,7602E.06 -2,7014F-0% “204717827% 22 7036E.03 3,4136F.03 1, 10US7F_02
ABS M1AS  9,53676407 &7,2564E.04 6,6162F.% 1,0000€.04 7,5528F 07 .1,2575E.06 1,625%-06 0,
REL BYAS  6,62137208 <1,4S13E200 1,2550F02  2,7216F-0%  2.7583Hu03 . .0662Eu02 1,3754E-04 O,

MODE 22 3 w =z 13,7836 3 ¢ETY = 0,050 ; gmAG:  1,71500.07 3 (YAGs  4e6498Een4

PAAMFTER w 2ETA q 8 2 31 C1 c2. C 3

NO* VALUE  1,87847 01 5,1000E_03 .t,7150F .02 =347565Fa08 6 ,2550C.08 «2,0396005 #,0528E-04 22,27017 .04
1D VALUE  1,9784° 01 5.1985F=03 ~1,71500-02 =2.99760~06 «2,3827€-05 <2.0642€6-05 4013906-06 =2,3081F<04
Agh ATAS  22,145°C208  9,8493F 0% 9, -2.0600E-06 .2.3778F<0% .5 ,4610E.07 §,6185E=n8 «3,A0L5F0¢
REL dlAS  L1,146248406  1,96099F.02 9, 1620126404 _1,386%0<03 .5,72923E-04 1,R535E.N2 “B,1757F 402
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TABLE 6-8. EXACT IDENTIFICATION ANALYSIS SOFTWARE SYSTEMATIC
ERROR RZSULTS FOR THE ADVANCED CONCEPT (contindeéd)

MODF 23 ¢ W oz 1.,95%1 3 26TA = 0,0050 : BnAG= 1.02915.05 ; CvAG: 1e1478Fr3

PAAMETER w 2ETA B k] 0

N VALUC  1.9985" 01  5,1000f.03 .5,2503 .08 -4.lsg9g-ns x.nzgxs.oz A.nvseé-oa -9.|4§a§-04 -7.xz;3?-os
ID  VALUF 1,9985¢' 91 5.0344F_03 4, 7690505 ~4e%h38F-05 1,02910.02 5,9772F-04 .9,1828E-06 ~7,0519F-05
ADS JTAS  .5,722% 06 3,4740C.0% 44777 2F.05 ~2.0695E.06 0, 749550E204 <3,6383E-06 7,5337F 07
REL 5TAS  _2,0677a07  6,9550F_u3 Ceb3 ATL03 L2.4857E-04 O, 6+93072.03 23,1698C-03  ,5¢ 761 =04

’
MODF 26 ¢ W = 21,2828 3 2ETA = 0,700 P BMAGs  1.1993KF.05 1 (vAG:  4.0220E-06

PAOAMETER W 2ETA 91 H 2 33 ¢ "¢ 2 ¢
NOM VALUE  2,12837 01 5,0000F-03 %.48255.08 ~1,1993€<02 =5,/140E.05 ~5,2388F-05 1,1939€~04 -3.50ﬁ8}-oa
ID_ VALUE 2,1283F 01 5,0038E.03 -142752€204 -1.1993¢-02 -A;avang.OG.gs.l?07§-05 141953704 =3,6049F .04

AT5 148G LALLM L1 el ol s L T AT oty Al A =6 1530FL08 4. ATBRESOY Tl ASBESIT ST 12E 207
PrL 31AS  ~1.12026-08  7,.100a%.0., -3,37%2F.02 0, =3.45756.0%  1,1977%203  3,6115F=06 ~5,2292F-04

MODE 26 : W = 33,0515 3 2ETA = 0,6050 § BnAG=  4,4501E.01 3 CMAGz:  448821E-05

PAQAMFTER W ZETA B 1 B 2 33 [ C? C3
NOY VALUE  3,3052% 01 5,00000-0% =444501F=03  1,9294€=09 =7,4501€-10 “S,4634E-06 3,3179E-13 =3,5366F405
10 vALUF  3,30501 01 6,0503€-03 <4,4601E203 -1,2048F=05 =241904E.04 27,3914E-06 5,42126-05 =4,7300€.05

ABS d1AS  ©1,3974F-03 .1,0503E.0% 9, ~102050€-.05 .2,1906F06 -],9280E-0¢ 2,1033E-05 =1.1605F205
REL BIAS .4,2284F-05 2,1005€.07 0, ~247077E-03. .4,9220F<07 J3,9491E-02 «.3082E<0] ~2,4384E-01
MODE 28 : w = 5),9991 3 zETA =  0,0050 ; guAgs 8.3575F_04 3 CMAG:  8.4573E-03
PARAMETER 2ETA nt 8 2 313

W c1 c2 c3
NO¥ VALUE 5.0999" 01 5,00008-03 ~0.7076E-07 302542F=00 ~744360E=06 =4.0058E=03 1,2R03E-03 7,3376E-03
1D yALUF 5,09499" 01 6,05005.03 -7,2739E.07 206481F=06 -7,4340E.06 «9,97405.03 2,4261E=03 9,2321F.03
ASS BIAS  _1,34476-04 1,0S0RE.0% 2.6337F.07 -6.0611E.07 n, ~5.9682€-03 1,3459E-03 1,8945F<03
REL RIAS W2,6367F06 2,1000E-01 3.1513F_07 .7,2523€.02 0, «7,0569Ea01 1,5914E-01 2,2401E-01

MODE 29 t W = 52,5275 ; ZETA = 00050 3 BMAGs 7.8166F-03 § CMAG: 109943g=qg6

PARAMETER W 2ETA 51 B 2 33 ct Cc2 C 3
NOM VALUF  5,252af 01 §,0000C.03 _7.81866F.03 -3,7546E-10 7.2738F09 «p N694LL06 o4, 7628E25 o1,9354E.06
ID  VALUF  5,2528F 01 5,01695.03 .7,81456E.03 1,3164F206 =3,4759E.05 «8,0953E.06 -4,4178E.05 rl,9519€.C4

ABS BlAS  1,0443F.04 1,69376.05 9, 1e3168E-06 .3,6762E-05 -2,5960E408 3,2497E=06 ~1,6563£-06
REL BIAS  1,9r8"E.06 3,3875E.03 9, 1.6846E.04 L4,7030C-03 .1,3022E.04 1,6295E-02 “8,2952F-03
MODF 30 s W = 54,8508 1 ZETA = 0.0050 { BMAGS 1439435404 ¢ CMAG: 1 42679E~02
PARAMFTER W 2ETA B 1 B2

33 C1 C2 C3
NOM VALUF  5,3851F 01 5 ,0000F.03 1,3043E.0¢ ~1.8262€-09 3,2550E.08 4 ,0001E.05 -5,9715€.03 -1,1184F.02
1D yALUF 5 3a51¢ 01 §,0378F.03 1,3943E.06 21,3898F=08 -1,7596E.07 5. 13772E.05 -6,1808E.03 L1,1172E.02

ABS BIAS  _2,745'F.0% 3,7787E.05 0, -1,2071E.08 _2,1352F.07  7,3709E-06 =2,0932E-04 1,26655.0%
REL BIAS  _4,135aF.07 7,6574E_D1 o, ~0e6578E.05 _1,5673F.03 1,8699E.04 -1, A509E.02 9.8315¢-04
WOPF 33 ; w =z 71,2905 ; 26TA = 0,00%0 1 OMmAGE 1,0318E.00 3 CwAG: 8+96445E-05

PARAMFTFR " ZETA 31 2 33 C1 C2 c3
NO¥ VALUF  7,1240” 01 5 n000E_n3 1,5504E_08 .5,9175F.08 1,1318E,02 4, 3431E.CS <5,8691E.05 .5,1668E.05
19 VALUE 7,12917 01 §.1691E.03 1 171704 <1,1489F.0 1.731BELD2  4,5605Fa05 —6,0131€.05 o5, 2245E.05

ABS SIAS 9,756iF-0e 1,5011E.00 1,17158.04 -1.14306.05 5. 2,3738E206 =1,4407€-06 o5,7919F .27
RFL BIAS  1,36a%F.05 3,182'€.07 1,1356F_05 _1,1077€.03 O, 2.5539E.02 «1,6198E-02 =6,47545.03
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TABLE 6~8. EXACT IDENTIFICATION ANALYSI3 SOFTWARE SYSTEMATIC
. ERROR RESULTS FOR THE.ADVANCED CONCEPT (concluded)

MORE 36 3 W = 72,2430 3 2ETA = 0,0089 ;3 BuAGs 1.9477€.05 ¢ CvAG: 3.1700E-n3

PACAMETER W ZETA Bl 8 2 8 3 C i C 2 ¢33
NOV VALUE  7,2243C V1 5.0000E.03 1,7226€.05 7,8978FuG7 -a,0562E,06 £,0133E.04 3,4317€-04 .3,1113E.03
10 VALUE  7,2248% N1 4,65787.03 1,4048E.05 4,2724F.07 .1,0256E_05 2.0413E_C4 ~6,3480F.06 .3,1113%_02
AHS BIAS  4,501¢FL03 L3,42176 04 _3,1783E.00 ~146254E.07 _1,2015F.0% «2.9720F.04 -0, 7797504 O,

REL 31AS  £,3694F205 L6,8433F.02 L1,6313F.M =843454E.03 _6,1591F.07 .5,3752E.02 -3,0851E.01 O,

Y WESR e R e YR A e e s v s
: Ter val :

MODF 35 s w x 79,9584 3 ZETA = 0,0050 3 BuAG=  8.8597¢.05 3 CMAGz  4e3647F-03

PARAMETER W 2ETA B 1 32 33 C1 ¢ 2 C 3
YOM YALUE  7.9955% 91 5,00005-03 -a.8576E=05 608362607 ~147934E06 =5.9326F=04 4,0330E=04 42906803
10 VALUE 7,99%9F Ol 4,9701F.03 -3,8576E-05 8,3792F-07 -1,7549E.06 «6.9925E.04  6,1909E-04 4,2110E.03

IR RN XL ul o

AES BIAS  §,2504F.05 .2,9990F.05 5, 1,56306.07 3,86546.08 .5,9857E.06 7,1589E-04 o7, 338705 :
REL glAS  1,1560F206 .5,97876.03 0, 147616E.03  4,3403E.04 <1,3714E203  6,9463E<N2 o1.31.,AC~02 ;
A 5w, F
.‘ MOCE 36 3 W = AS.3456 1 ZETA = 9,7050 3 BUAGE  1.7729F.07 § CWAG:  2.6811ge04 L
AT '
r-;:i PARAMETER ) 2ETA 31 82 83 C1 <2 €3 ,
e NO¥ VALUE g, 5346F 01 5,0000E.03 2,7195€.07 1,1229F02 1,5159E_07 1,6179E.05  7,9660E.05 2,5541E.04 .
b 7 ID VALUE 4,5346F 01 5,0031E.03 1,6145€.05 1,7229E-02 1,0549E.05 1.4128E.05 7.9667E.0%  2,5572E.04 Y
&V ARS BIAS  "3,7193E.05 3,0798E.06 1,.5873F_05 O, 1,0701€.05 .5,1244E.09 6,4865€<09 1,0681F.07 |
s RFL BIAS  4,3580F.07 6,1597E.04 5,2131E_04 0, 6.,2110E.06 ~1,9113E.04, 2,4193E-05 3,9838E.0¢ k
t .
AN ) b
M A MODF 37 3 W 2 86,1685 § 2ETA = 0.0050 § BMAGE  1.2412E.0%3 § CMAG:s  242502€<03 }
a3 ;
e PARAMETER W ZETA 81 .82 3 3 C1 ¢ 2 <3 h
RN NOM VALUE  8,6169F 01 5,0000£.03 6,1448E.06 <1,24126203 ~4,a0176.06 1.1186E~04 L,5601E.03 1,5176F-03 s
R 10 yALUE  8,6146F 01 4,9968F.03 1,27288.06 .1,7412E-03 ~4,60661E.06 1,1242F-04 1,5596E-03 1,5177€.03 '
IO ABS BIAS _1,71648.05 .3,1742E.04 .4,8720E_0, O, 1.3568€.07 &,3603E-07 «5,1539€-07 4,5013E-08 '
firie REL BIAS _1,9922E-07 .6,34855.04 .5.9232E.03 O, 1,09318.06  2,2822€.04 «2,2904E-04 2,8A95F.05 ¥
DA "
:~:;.% K
3. MOUE 38 3 W = §u,9727 3 ZETA = 0,0050 { BMAGE  1,5096E.04 § CMAG:  1,1427€.02 ‘
i PARAMETER W ZETA B 1 8 2 83 a1 c2 c 3 E
YOM VALUE  8,8973F 01 5,0000£.03 2,1RB2E.05 1,4394E=04 «1,1227E.05 w1, 1347E~03 2,1758E.03 <1,1161£.02 i
10 VALUE 8,8973E O 4,99156.03 2,1169.05 1,4894C~06 -1,1¢15€-05 o1,1404€.03 2.1590€.03 —1.1151£.02 0

ARs 8lAS  _6,7684Fu06 -8,5401F.0¢ .7,1246F_07 O, «3,8777€.07 21,6768E.05 =1,6754E205 1,0194F.0%

RFL BIAS  .5,3594F.08 .1,7080E.0%1 _4,7197C.03 O, w2,5688E.07 _1,2924E.03 -1,4662E-03 §,9211F.04
WODF 39 ¢ W = 99,3460 § 2ETA = 0,0050 ; ByAG=  5.4319F.08 § CMAG:  947663F=03 ;
y
PARAMETER ] 2ETA 8! B2 33 C1 c2 C3 r
NOM VALUE  a,4346C 01 5,00005.03 5.4278E.NS  1,0224F«06 1,2675E.06 og,8208F .04 1,49115203 L9,4114E.03 1
1D VALUE 9,9347F A1 5,0439%.03 5,4278F.05 1,6332F.06 747620607 L5 7371604 1,7520E.03 _9,43037 03 "
ARS B1AS 0,3079€.06  4,3923F.05 1, 1,07988.08 .4,R344F.07 3,3641E.06 =-2.3915E.04 o) ,8R41F-08 "
REL BIAS  9,4444F.06 §,7845E.0% O, 1,9870€.06 .9,0108F<03 3,5642E04 «2,4487E=02 .1,93126.03 ;
;
MOOF 40 : 4 = 107,9860 3 ZETA 3 35,0050 : BuAGS  5.7832F.05 § CMAGz  7.4417F<03 3
PARAMETER W 2ETA A1 8 2 33 Ci ¢ 2 c 3 Y
NO® VALUF  1,000g¢ 02 5,00005.03 .2,8500E.08 5, 7720F-05 «?,13548.00 &, 34947 .03 1,7099E.03 .5,7912€.03 F
ID  vALUE 1.0068% N2 4,72803.13 .2,4857E.06 5,7720F.05 «1,5017€.06  4,1902E.03 1,6614E.03 -5,5L49F 03 d
ARS BIAS o3,64723F.03 J2,7194E.04 3,6434E.C9 O, 6,9673F207 21,5920E.04 =4,8463E-05 2,7626F-04 "
REL BIAS  03,0784E<05 «5,439)E.07 5,3003F.03 O, 1,2013€.02 .2,1393E.02 -6,5123E-03 ,3,7123F-0? N
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o TABLE 6-~9. WORST-CASE RESULTS FOR BIAS ERROR FOR
21 ID MODES AND 78 TRUE SYSTEM .MODES
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The numbers listed for frequency squared are coasidered €0 be larger than the true

R w €
TSRS
b

parameter bias. This is true because all computations were done in gingle

—

e
1. Ty

precision on the computer so that smaller numbers than those listed are not

significant. Thus, earlier analytical result$ for freguency bias are cousistent

with thesSe numerical results. &;ﬁ
S
C.:_f-“'
Add One Mode at a Time--Another simplification to the MLE identification method, ,H§§
called add one mode at a time, was tried for the advanced concept. A step-by-step Y
el
procedure for identifying the parameters corresponding to cone mode at a time is b&}i
"‘-‘.‘t
Step 1l: Estimate the parameters for a one-mode ID model iiéi
[N
tﬁ""z;
Step 2: Increase the number of ID model modes by one b ko
Step 3: Estimate only the parameters of the new mode 5§43
Step 4: If more modes are desired go to step 2; otherwise, quit LA
The procedure gave essentially the same results as all mcdes at the same time for
) up to 10 medes. The success of tnis procedure is due to the light damping.of the sl
;: modes., In some cases it is expected that maybe two or three modes would have to iufi
§§ be added at one time. The benefit of this procedure is that the total number ol : é}
: parameters being identified at one time is considerably smaller than when e
% identifying them all at once. e
i .
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The expected value of the negative log likelihood function, I*, detreases as
another mode is added to the ID model, as indicated in Figure 6~3. The modes
added one at a time from low frequency to high frequency are the first 10 in the
subset of true syétem modes discussed earlier. The leveling off of the plot with

ID model order is due to the missing isolator modes that were not identified.

ldentifiability Analysis Conclusions-~Though the number of parameters to identify
is enormous (147 for 21 modes) for the advanced concept, the identifiability

analysis shows that identification of all the parameters is a practical

possibility. Many simplifications to the general MLE algorithm were employed,
such as eliminating the Kalman filter and the one-mode-at-a-time results for light
damping. The achievable accuracy was found to be sufficient for control design
for an identification time interval of 5 min, if the recommended test signal and

measurement are used.

Istar Depandence On 10 Model Order

180«

69

T i

49

: 3 10 13 28 23

ID Mode! Order

Figure 6-3. Expected Value of the Negative Log Likelihood
Function (I*): Dependence on ID Model Order

210

- - i mw mm mm o o e m e memes mem e e e e s w mmw —wa v mw o o = e .

LA
&0
.

A\

PR

O

DR T N Yo
e

PR
[N
‘l"‘l . »

,,,,..
-"x'.'n'.{":"t )i LS.

. L] - M - M
ETNTATES 5 ol o AN

x:t
-

.
»
]
'

wewe

b

5

.-.—.,-
T s
« > N
. # ‘-‘. ‘l 4
. P

. T
R

AT TR g o a
R
- [ 2 Rl B



Control Design

Recall from Section 2 that the objective of the¢ control design is to cortfdl LOS r_
response to a force disturbance at node 46 by measuring the position of node 11

and applying control torques about node 44.

Oper.~- and closed-loop transfer function relations are given by F"

Open-loop response: .

A sz qu d d = F246 g:
= o (6~5a) s
G G u U’ = [T44X  T44Y T442] .
¥ LCSa Sy [ 5
55‘:
L _ o
e &° = [LOS, LOS,  DEFOCUS,] (6-5b) i
L . 0y N
= (P11 Pll Pll 6-5c) i
fﬁ ! : X Y 2 : ( E .
o vl

N ke,
N Closed~-loop response: oy
R 2 -1
x~ \: —[Gﬂ'd - G,Q,UK(I + GyuK) uyd ] d (6-6) o
et =
v:‘" . : N
Ak where || = -Ky and the Laplace variable s has been suppressed for convenience. P
}f} The control design means constructing a conpensator matrix K(s) to meet the above ﬁf
'{ﬁﬁ objective, 4
25 N
e Sensor and Actuator Placement--Ideally, to meet the objective of the design, the pé
At f . : : ;?-q
A control actuators should be as close to the disturbance as possible in both type o
.,‘1 ,:::.,
€3: (force and torque) and placement, and the output to be controlled should be N
;ﬁ‘ measured. Neither of these is satisfied exactly for the advanced concapt. For :iﬁ
‘ frequencies of interest, nowever, the actuators and ensors were chosen such that ié
the following approximate relations were satisfied: Eﬁ
Cpu Gyu ?5;
Cya ¥ S i
In other words, these relations imply that the critical modes that affect : )

;T disturbance to LOS transmission shorl” also dominate the actuator-to-sensor
g: transmissions. Under these conditions large loop gains imply small closed-loop ;u
i disturbance to LOS transmissions. t__
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Control Law Design Procedure--As already mentioned, the sensors and actuators are E?

not collocated. The design of the compensation matrix for this non-ILAS problem o

was carried out with the following step-by-step procedure. For convenience let i;

G(s) = Gyu(s); the steps are: iﬁ

Step 1: Choose bandwidth and loop gain needed to meet specification. gﬁ

Step 2: Find state space realization of reduced-order model (ROM) of G(s), {

A -1

that is, find {a,B,c} such that G(s) = C(sI - A) B = G(s). F

Step 3: Compute magnitude of the multiplicative perturbation for this ROM, %f

- - A - N

that is, of[L] = O[G lG -1I}. If oLl > 1 for ( less o

than desired bandwidth, go back to step 2. i&

¥,

Step 4: Find H such that H(sI ~ A)—IB has desired bandwidtb and loop gain ﬁ

of step 1. ﬁ

Step 5: Conpute full state feedback gain matrix, Kc' to minimize ﬁ

b

© ",:‘

J =_jr [xThThx + uTu] dt where X = Ax + Bu. -,

0 o

Step 63 Compute Kalman filter gain matrix, Rer for process noise intensity E*

quﬁr, where g is a scalar. Here measurement noise intensity is I. E

Step 7:  Compute K(s) = K_(SI - A + BK_ + K.C) 'K &

ep 1t P Y c £ £° &

A . . . . . ,

Step 8: If K(s)G(s) has desired bandwidth and loop gain, quit. Otherwise, ¢

L3

increase g and go to 'step &. i

The design was achieved by making use of the frequency domain properties of the :

LQG feedback synthesis technigue. These design steps have evolved over the years ﬁ

at Honeywell Systems and Research Center and are described in more detail in f

Ref. 2. It was necessary to zdd the model raduction steps to make the order of §

the matrices involved manageable. The varameters of this ROM would in practice be ;

determined by identification. Each of the steps will be discussed in more detail ﬁ
in the following pages.

e e e e mmew e e momeew e = v —w
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Desired Loop Gain and Bandwidth

The open-loop di§tuxbance.to Losx, Losy, and -DEFOCUS frequency response were

presented in Section 2 and ate repeated in Figures 6-4a,b,c. Also shown is the
LOS- specification divided by the 400 N disturbance force to show the amount of

attenuation required. The frequency ranée of interest is 10 r/s to 100 y/s. 1In

rasily

L
-

A
FYeTy
> IRTRTELRY

this range it can be seen that as much as 70 dB attenuation, or a factor of over
3000, is required to meét the imposed Léé.speéificétion. The DEFOCUS plot shows
that no additioﬁ&l”atteduation is required (i.e., it meets specification open-
loop). These plots are oé,interestafor gizing the amount-of loop gain needed to
satisfy the control objectives. Fundamentals of feedback dictate that to

" attenuate the disturbance to LOS response by a factor of 3000 at some frequency

requires a loop gain of approximately 3000 at that frequency.

g, f46z~10sx

-58
]
~ - n
- \k
158 ] b \]d;
. T : N)
tix :k....___._q}._._....._._ K = L05gpg /0
n - '
~200 4
# -
% -
;l |
"
4 -250—
X - b
o .
-386 | § V17771 T | AR R R k4 lll'nl T ¢ ¢+t vty
10! 10 192 193
freqg

Figure 6-4a. Open-Loop Freguency Response for Disturbance to LOSy
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The singular values of the open-loop true system Gt(s) were also shown in
Section 2, and are repeated in Fiqgure 6-5 for the torque actuator at node 44 and
the position sensors at node 11. This response is of interest in determining the
bandwidth sufficient to provide the loop gain needed to attenuate the disturbance
to LOS transmission. By roughly sizing the ga’.: of just the lead portion of the
compensator, and performing the multiplication Ke to obtain the loop gain, a
bandwidth requirement of roughly 1300 r/s would be necessary to meet
specification., This required bandwidth was considered to be highex than would be
practical for the control design and identification model. A bandwidth of 30 r/s
was deemed practical and the design proceeded, recognizing that it would not megt

the imposed specification but should attenuate disturbances in the frequency range
of 10 to 30 r/s.

Elimination of Uncontrollable or Unobservablie Rigid-Body Modes--A minimal state-

space realization was desired for .he control-law computationg. Therefore all
uncontrollable and unobservable modes were eliminated. Of the six free-free

Ct.sigma

1S ,
te™? : j\\4/ﬁ’\\&

\V2
o X
N
19-15 ] 171777 ¢« 1 1T 1017} ¥ T 1T 1TTHIT LN LR RARL
1! 18 182 105

fog frequency

Figure 6-5. Open-Loop Freguency Response (Singular Values of Gy) for
True System: Actuator Inputs to Sensor Qutputs
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rigid-body modes, only two were both controllable and observable. Specifically,
the three translation modes are uncontrollable due to torqgue inputs. Also,
position outputs at node 11 imply that the rotation mode in the direction of the
line connecting node 11 and the spacecraft center of mass is unobservable. This
also explains why the minimum singular value of Gt (Figure 6-5) flattens out at

low freqﬁency, whereas the other two have the familiar l/s2 behavior.

Reduced-Order Model-~The ROM was obtained by truncating the full-order model past

100 r/s and some of the nearly uncontrollable/uncbservable modes below 100 r/s.
No optimal model reduction procedure was attempted. The resulting ROM had 24
second-order modes, including two rigid-body modes. The frequency response for
the kOM, a(s), is shown in Pigur: 6-6. The singular values of the multiplicative
perturbation L = & G - I are shown in Figure 6-7 and can be seen to be less
than 1 for frequencies less than the desired bandwidth of 30 r/s. Nate, however,
that they are larger than 1 past 40 r/s due to truncation. This plot indicates
that the ROM should be satisfactory for design of a 30 r/s bandwidth control law.

Gh.signa
1

1o ‘\“\----
| | ---\\\\\\\\\
o -—
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o g9 /\/\ M
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3 10 A
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: W
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19‘12
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1 LR IR AR 4 T UL AR 1 LRI AL ¥ LR IR ARAS

191 18 182

.3

log freauency A
Figure 6~6., Open-Loop Frequency Response (Singular values of G) for
ROM: Actuator Inputs to Sensor Qutputs
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Figure 6-7. Singular Values of the Multiplicative
Perturbation Implied by the ROM

Linear Quadratic Gaussian (LQG) Design--The H matrix was chosen to be a scalar

times the C matrix. The scalar was ¢hosen such that the bandwidth of the loop
would be 30 r/s. *The singular values of H(jwI - A)-1 B vs w are shown in

Figure 6~8. The idea is that this will be the approximate shape of the eventual
LQG loop that will be the final design. The fact that the minimum singular value
is less'than 1 below the desired bandwidth is undesirable, but the design was

continued in the interest of time.

The full-state feedback LQ loop, Kc(sI - A)'lB, is shown in PFigure 6-9. It
can be seen to be approximately the same as the desired loop below 30 r/s and to
have the guaranteed l/s rolloff above 30 r/s.

After iterating up to q = 109, the loop gain for the LQG compensator is shown in
Figure 6-~10., The loop gain of the LQG loop has not quite reached the loop gain of
the LQ loop. This could be theoretically improved by increasing g, but numerical
difficulties prevented increasing q any further. The final plot (Figure 6-11) is
the same as Figure 6-10 (i.e., K(S) G(s), the loop gain of the final design) but

with more frequency resolution and a larger frequency range.
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Evaluation of the Control Design--After completing the design of K{(s), we

investigated its performance and stability with the true system. LQG guarantees
stability of the closed-loop system when there are no modeling errors. Since the
design was carried out using a ROM, closed-loop stability with the true system
must be verified. Finally, the closed-loop disturbance to LOS frequency responses

were compared to the corresponding open~-loop frequency responses,

poles and Zeros--A suhset of the open-loop poles is plotted in the s-plane in

Figure 6-12. The flexible modes zve all lightly damped (L = 0.005) except for

the six isolator modes ({ = 0.7). There are also four poles at the origin that
are not indicated.

Transmission zeros are defined to be the values of s such that

sl - A B
det a (

~C o_]

A subset of these open-loop transmission zeros is plotted in the s-plane in Figure
6~13. They correspond to the control inputs and measurement outputs for the
advanced concept. The zeros of interest are the ones in the right half-plane.

These nonminimum phase zeros limit performance of the feedback system.

Also plotted are the regulator and estimator closed-loop poles in Figures 6-14 and
6-15 for the ROM. They are, of course, all stable as the LQG design method
guarantees. A theorem of the LQ recovery procedure says that the estimator
closed-loop poles asymptotically approach the transmission zeros as gq goes to
infinity, or their left half-plane mirror images for nonminimum phase zeros. This

can be verified by comparing the two plots (Figures 6-13 and 6-15).

Verification of Stability of Closed-Locop System--The control law consists of a

compensator with order equal to the order of the ROM, so it has 24 x 2 = 48
states. The true system has 84 x 2 = 168 states. The closed-loop system thus has
168 + 48 = 216 states whose eigenvalues must lie in the left half-plane in order
for the closed-loop system to be stable. The eigenvalue routines available were
not considered reliable for computing such a large number of eigenvalues. The

frequency response of the true system could, however, be computed very efficiently
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and accurately as the sum’ of the contribiitions of each of: the 84 secdbnd-order
modes. Likeiise, the frequency response of the 48th-order-¢ompensator could be
computed accurately. These twdifrequency response eValuations allow the
assessment. of closed-loop stability of the control law with the true system using

the multivariablie Nyquist Theorem.: C ﬂ R o

ER A : v . , '

Nyquist Theorem: The closed-=loop system is stable if and only if the number of
s colinterclockwise encirclements of the origin obtained by
o mapping the Nyquist D contour by det([I  + KG] is equal to the
number of unstable polés of G. - Co

A complter program was written to count encirclements and check for énough i
frequency resolution of the data computed. The recsuic, indicated qualitatively in
Figure 6-16, was-that the det(I + KG] showed one counterclockwise encirclement for
j0+ < jw < ®, which implies two counterclockwise encirclements for the part

of the Nyquist D contour from j0+ to jO-. The indentation around the brigin

of the D contour, required because of the rigid-body poles of the true system, was

(]
¥

A inis)

R-" %

y

Figure 6-16, Qualitative Plot of the Image of the Nyguist D Contour
By the det(I + KG) Map, Indicating Closed-Loop Stability
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handled separately. The det[I + KG] showed two clockwise encirclements fq;sthq
indentation part of the D contour. There were thus no net epcirclements, so.the
control law. is closed-loop stable with the true system..

[ . !
Compensator Frequency Response--A plot of the three singular values of

compensator, K(jw), is shown in Figure 6-17. The compensator exhibits the

familiar lead characteristic in the crossover region, that is, W = 30 r/s.

Notch filters are very evident in the minimum singular-value plot. These notches
are likely to be very sensitive to the parameters of the degign model of the true
system that was used to design the compensator. This indicates the need for very
accurate identification of parameters for non-ILAS control system design. Another
item of interest is the dramatic rate of change pf gain with frequency near Ww =

10 r/s and @ = 30 r/s. This is especially interesting since the .ponminimum

phase zeros have magnitudes of 10 r/s and 30 r/s. Although no MIMO results are
available to explain these peculiarities, they are.consiséegﬁ with intuition from

51580 Bode gain-phase relations.
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Figure 6-17. Singular Values of the Compensator Matrix Transfer Function
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Return Difference Frequency Respanse-~-Singular values of I + KG, the.return

difference,:are plotted vs frequenzy in Figure 6~1f. Fundamentals of feedback

Jgms

require that the return difference be large in the freguency range of interest to
achieve the ‘benefits of feedback (i.e., disturbance; rejection). The plot
indicates théé'disturbance rejection is abhie&éd fof two directions.in the
input/output space {or frequencies less than 20 r/s. However, directioss. in
input-output spade covresponding to the minimum singular value do not share these

benefits., 1In fact, the return difference 'is less than unity, which means that

[T SR
Aoahe Fa

feedback actually amplifies d.sturbances in these directions., This poor

performance is a fundamenial limitation of using feedback tc control a nonminimum

2

s phase plant,

.

Multivariable Stability Margins--The plot of the singular values of I + (Ke)-l

vs W in Figure 6-19 is un indication of multivariable stability margins with
resgact to multiplicatLVe‘perturbationsﬁ When the maximum sipgular value of a

multiplicative perturbation to G is less than the minimum singular value of
)
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Figure 6-18. Singular values of the Rz2turn Difference: I + KG
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I+ (Ke)—l, the ciosed—locp system is quaranteed to be stable in the face of the

perturbation. This condition is sufficient for stability, but is not necessary.

Thus it ‘is conservative in some cases. It is especially conservative for

application to the multiplicative perturbation‘(Lmult = e‘lG - I) implied by

the ROM. Comparing the two plots (Figures 6-7 and 6-19), it can be seen that the
sufficient condition for stahility is violated for 10 r/s < @ < 250 r/s.

However, the closed-loop systgm was earlier shown to be stable in the face of thig
specific perturbation.' For perturbations that are unstructured but bounded,
unlike the highly structured perturbation implied by the ROM, the condition is not
conservative. From the plot in Figure 6~-12 of I + (Ke)~l, it can be seen that

the stability of the closed-ldop system is guaranteed for unstructured
multiplicative parturbations of less than 15% below 30 r/s. More robustness woul

be required for a practical implementation of ~his controller.
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Closed-loop Disturbance Attenuation Performance-~Final evaluation of closed-loop

performance is made by comparing the frequency response of the closed-loop system
and open-loop system for disturbance to LOS. The disturbance has a frequency
between 10 r/s and 100 r/s 'S0 only this range of frequencies need be compared.
LOSx and LOSy (F%gures 6-20a,b) are the only plots of interest since DEFOCUS
(Figure 6--20¢) meets the specification both open~ and closed-loop. Thé plots in
Figures 6-20a,b spow that performance was improved for the modes 22 in the Losx
response and 21 and 24 inﬁthe LOSy response; all these have freguencies in the
range 10 to 30 r/s.

At the out.et of the design it was recognized that to meet specifications, a
bandwidth of rough;y 1300 r/s was required. This was considered impractical for
the model of tB; épaceéfaft available and performance was compromised for the sake
of a practical bandwidth. Sensor and actuator placement were baseu. ) critical
mode controllability and observability in the frequency range 10 r/s o 100 r/s.
Loop gain greater than unity was achieved for frequencies less than the bandwidth,
30 ¢r/s. Considering these factors, we expect performance improvement in the
frequency range 10 v/s to 30 r/s.

fzd6-losx.lag

-39
180 .\ C'.[OS!U-I.OU'
9 .
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1 o
n
d
b .
-1590
1
. 1085pg0
"280 T T T
T R R 11

log freauerncy

Figure 6-20a. Open- and Closed-Loop Frequency Response
for Disturbance to LOS
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Control Design Conclusions--A compensator matrix for the advanced conceépt was

designed and found to be stable with the true system and to provide some
perfBEm%hée’improvgméné. The performance improvement -is .not.enough to meet the
LOS pointing specification, but it was not expected to do so, Coatrol performance
was ?gmprpmised for the sake of a practical controller bandwidth. The nonminimum
*ph;sevéerog of the plant impose fundamental limits to performance, as was observed

in the return difference.magnitude plots.

’

Aifﬁéﬁgb the closed-loop system was stable with the true system, .it is.not very
robust to modeling errors of the unstructured type. The multivariable gtability
margins were founﬁ to be less than adequate for a practical design. This
gsensitivity is in large part due to the limitations of controlling such an

extremely non-ILAS plant,

Further iterations on the design would have to be carried out -to achieve a more
practical control law, but were not possible in the limited time available. It is
evident that the advanced concept is a good example of a very difficult control
problem, because of the tight performance specification required for a non-ILAS,
nonmiqimum phase plant with highly coupled MIMO dynamics, Though it is believed
that the tools of wmodern control theory are capabie of dealing with such difficult
problems, ultimate pgrﬁormance will always be limited by nonminimum phase zecos.
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TRW Defense Space Sys Group Inc.
Attn: Ralph Iwens

“B1dg 82/2054 A
One Space Paik o
Redondo Beach, CA 90278
TRW

Attn: Mr. Len Pincus

Bldg R-5, Room 2031
Redondo Beach, CA 90278

Department of the navy
Attn: Dr. K.T. Alfriend
Naval Research Laboratory
Code 7920 °

Washington, DC 20375

Airesearch Manuf. Co. of Calif.
Attn: Mr. Oscar Buchmann

2525 West 190th St.

Torrance, CA 90509

Analytic Decisions, inc.
Attn: Mr, Gary Glaser
1401 Wilson Blv.
Arlington, VA 22209

Al

Ford Aerospace & Communications Corp.
Drs. I. P. Leljakov and P. Barba, MS/G80
3939 Fabian way

Palo Alto, California 94304

Center for Analysis

Attn: Mr. jim Justice

13 Corporate Plaza

Newport Beach, CA 92660 N

General Research Crop.

Attn: Mr. G. R. Curry
P.0. Box 3587

Santa Barbara, CA 93105

General Research Corp

Attn: Mr. Thomas Zakrzewski
7655 01d Springhouse Road
McLean, VA 22101
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Attn: Dr. Hans Wolfhard

o, 400: Army. ‘Navy Drive PR
ekl Arlington, VA 22202
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f; Kaifan Sciences Corp. A
A Attn: Dr. Walter E. Ware
4] 1500 Garden of the Gods Road
2 P.0. Box 7463
N Colorado Springs, CO 80933
B » ‘
MRJ, Inc.
2 10400 Eaton Place .
- Suite 300 ST g
@; Fairfax, VA 22030

] Photon Research Associates
i Attn: mr. Jim Myer - g
- P.0. Box 1318

La Jolla, CA 92038
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Rockwell International
Attn: Russell Loftman (Space Systems Group):
(Mail Code - SL56)

12214 Lakewood Blvd.
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| Downey, CA 90241

?é Science Applications, Inc.

& Attn: Mr. Richard Ryan

', 3 Preston Court

3 Bedford, MA 01730
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X U.S. Army Missile Command

M Attn: DRSMI-RAS/Mr. Fred Haak
* Redstone Arsenal, AL

fﬁ Naval Electronic Systems Command
& Attn: Mr. Charles Good

!, PHE_106-4

NatTonal Center I
Washington, DC 20360
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Lockheed Palo Alto Research Laboratory
A Attn: Dr. J. N. Aubrun, 0/52-56

3251 Hanover Street

Palo Alto, California 94304-1187
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Attn: Mr. Bernie Chasnov o ym o u i
AMC Bldg L R AR
-5001 Eisenhower Ave
Alexandria, VA 22333

Defense Documentation Center S
Cameron Station T
Alexandria, VA 22314 Ca e

Honeywell Inc. 2 63
Attn: Dr. Thomas B. Cunningham :
Attn: Dr. Michaél F. Barrett ' Lo
2600 Ridgway Parkway MN 17-2375 RN
Minneapolis, MN 55413 S

NASA Marshal Space Flight Center 2 64
Attn. Dr. J. C. Blair, EDO1 , ,
Henry B. Waites o . ..
Marshal Space Flight Center, AL 35812 '

TRW 1 65
Attn: Robert Benhabib

Bldg 82/2024

One Space Park ‘ ‘ <
Redondo Beach, CA 90278 e s e T o
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- Rome Air Development. Center -~

Q) RADC plans and. exeeutes Aeseanch, development, test and
(0. Selected acquisition proghams in Suppont -0§. Comaid; .Coptrol:

Communleations and Intelligence (C31) aetivities. Teohiicat
and engéneening supponst within arens. of technical comgotence

L& provided: 6 ESD Progndim 044ices (POs) and othen ESD
elements: The prineipat Lechnical mission areas .ang
cominunieations, eledtnemagnetie guedance and control, sun-
vedllance of ghound aind acrodpace objects,. intefligence data
coLlection and handeing, infonmation system technology;
Lonospheiie: propagation,. sobid state sclences, méeroique
physices and electronic Heliability, maintainabifity and
compatibitity.. '
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