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Vorking Paper 35

WA123427

Advanced Automation Research Group
Coﬁ:dinatod Science Laboratory
University of Illinois
Urbana, Illinois

August, 1982

0. Abstract

~~>-3The knowledge needed to process mstural language comes from many
sources, While the knowledge itself may be broken up modularly, into
knowledge of syntax, semantics, etc., the actual processing should be
completely integrated. This form of pro essing is not easily amenable to
the type of processing dome by scrial,!gbn Neumann” computers. This work
).~ in progress is an investigation of the use of a highly parallel,
) spreading activation and lateral inhibition network as a mechanism for
integrated natursal language processing.

A shorter version of this paper is included in the Proceedings of the
- 1982 Cognitive Science Conferemnce, Ann Arbor, Michigan,
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d. Iatredmetion

It has long beea thought that the modular decomposidbility of
laaguage knowledge into syntaxz, semantics and pragmatics implied that
langnage processing could be similarly decomposed; that natural language
cosld be processed by first parsing the syntax, then fleshing out the
meaning of a syntactic derivation tree, and finally (if we oconld ever
get to this pointl) attempting to interpret the speaker’s iatemtioms.

" Nowadays, it has become apparent that this processing is integrated im
humans [Marslen-Wilson 1980], and that it should, thus, also be in
computer models [Schank and Birmbaum 1980; DeJong 1980]. However, the
natural inclinstion of von Neumann computers to rum one-step st a time
presents a severe roadblock to the kind of integration needed for NLP.

What is needed is an integration wmechanism sensitive to i
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interpretation pressures from several directions. A promising approach
would seem to be the use of a quantitative spreading activation /
lateral inhibition network. This kind of network, similar in functionm to
relaxation techniques for 1low-level vision, and to neural network

models, works through the iterative adjustment of real-valued mode
weights.

4. Previous and Relsted Work

The term "spreading activation” is slmost as overworked as the term
"frame," but most systems which spread activation do it in ome of two
ways: As marker passing intersection search ([@Qmillian, 1968; Collins
and Quilliam 1972; PFahlman 1980], in which a parallel imtersection
search is simulated by bimary marking of adjacent nodes in a breadth-
first manner, or as guantitative weight bslapcing, [Ortony, 1976;
McClelland and Rumelhart 1980], in which activation energies assigned to
all nodes are iteratively adjusted, based on local activation emergies
and strength of connections. One of the well-known dangers of spreading
activation is its potential for overkill; am intersection search, under
certain circumstances, may generate too many useless intersections, and
quantitative adjustment may result in "heat death,” where every node
becomes activated. (A solution for this latter form of activation .
involves the use of decay, dampening factors, or the spread of megative
energy ~ lateral inmhibition.) Nonetheless, both forms of spreading
activation display interesting behavior.

For example, the previously mentioned work by Collins and Quillian
showed how spreading activation could account for aspects of human
memory priming, while Fahlman'’s work demonstrated that many forms of
problem solving could be simplified and speeded up when intersection
search was computationally inexpensive. Ortony, on the other hand, built
a system for schema selection using damped activation, and McClelland -
snd Rumelhart effected a close simulation of experimental results on
human letter and word perceptiom in comtext.

":'l 3 ."..."." ...

Other work in parallel approaches to natural 1language processing
has been done by Small [1981] and Rieger [1977] where the traditiomal
practice of bresking down knowledge into syntax and semantics was turned ;
on its head, and knowledge of all kinds was distributed to individusl
"word experts”; by Hendler and Phillips [1981] who are working om an
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ACTOR-based [Hewitt,1976] NLP system; and by Gigley, [1982] who has
2 built a neurolinguistically-inspired NLP system capable of simulating
. aphasic behavior.

. 3. NLP nsing Spreading Activation and Lateral Imhibition
f; The authors of this paper are presently building a NLP system in N
- ) which the knowledge sources are modular, but the processing is fully

e I UL I N
= A!l' VIS PSS

integrated. The knowledge is represented in s semantic network where the f‘
' nodes represent concepts and the links represent binary relations. The "

integration mechanism is an activation/inhibition network similar in
: nature to the one used by McClelland and Rumelhart and described below,
2 Processing takes place as (word) input causes the creation of an
' unstable network of possibilities while activation and imhibition sift

> and stabilize the network such that the "best” interpretation 1is !4
! highlighted. 1
¢ 3.1. Activation and Ishibition . ;
An activation/inhibition network is a weighted directed sraph, ¥
where node weights, V.(x), represent activation levels, and 1link !4
weights, Lij' represent strength of activation (if positive) or of ]

inhibition " (if negative). The processes of spreading activation and

lateral inhibition involve the iterative recomputation of the activation 5
level for each node based on its weighted comnections. At each cycle <,
every node receives a contribution from each of its neighboring nodes

equivalent to the meighbor'’s activation level multiplied by the weight
of the intervening link:

€, (%) -; v, () 'Ly

This contribution (scaled to range between -1 and 1) causes a

proportional change in the activation level of the node for the next
iteration:

Vi(z+1) = Wy(c) + max(Cy(x),0) M-V (c)) + min(C;(x),0) (¥, (z)-m)

So a contribution of 1 zaps the node up to its maximum activation level,
M, while & oontribution of -1 saps the node down to its minimum, m.
Eventually, a static condition is reached where some nodes reach their
msximum or  wminisum stremgth, while the =rest of them receive

contributions of O, when the positive and negative contributions For
balance.

3 8 K b

3.2. Network Copstzmetion iy g -
An activation/inhibition network such as this can smoothly model - o

the flow of quantitastive constraints up and down a multilevel systea. -
For natural language processing, the main problem becomes how to build .
such a multilevel network. We feel that a proper network cam be built .

R T {'...4.,
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through the judicious instantiation of network fragments which .r.j°“’r - »
represented in standard knowledge representation structures, such as -1tV Codes v
frames [Minsky, 1975]. 1 and/or .
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The frames in our system contain the knowledge of syntax, of
semantic features, and of case roles, organized to efficiently genmerate
pieces of network on demand. These frames are richly intercomnected with
activation and inhibition 1links, and comstitute the gemeral kmowledge
base of the system. VWhen sentences are imput, a temporary network is
constructed out of fragments stored within lexically accessed frames.
These fragments are organized into a network by the same sort of
breadth-first operation used in a chart parser [Kay, 1973). The
resulting network, for imstance, has activation links bdetween phrase
markers and their constituents and between case roles and their fillers,
and inphibition 1links between pairs of phrases that have common
constituents and case roles with common fillers.

In more detail, the required actions are as follows:

First, there is bresdth-first instantiation of nodes representing
phrase wmarkers, case roles, and expectations for other nodes. These
expectations are triggered when lexical items or grammatical
constituents are encountered, and consist of simple feature pattérms to
match and comnection procedures to be carried out if the match occurs.
Secondly, there is pattern-based connection wheredby if a newly
instantiated node matches a pattern, specific linkages are made. As an
example of these these two processes, if a node of type NP is
instantiated, it will then cause the instantiation of an expectation
that & VP will occur; if a VP is found, an 8 is generated and connected
to both the NP and VP. Of course, if more tham one candidate for a
pattern shows up, the two candidates are comnmected with an inhibition
link, so that one will eventually be e¢liminated.

The activation and iphibition processes reinforce nodes that are
well supported by activation links apnd imhibit those which are not, so,
for example, expectations which are not gquickly fulfilled will die.
Furthermore, activation and inhibitiom are also happening in the
background frame system by a purely word associative scheme, which helps
prime good word senses (and aids in schema selection). Finally, nodes
which become inhibited below & certain point are garbage collected thus
keeping the active network as small as possible.

3.3. Example of Operation

Some preliminary results are presented here which demonstrate the
feasibility of this activation/imhibition approach to NLP. However,
since the system is in its early stages, the networks presented were
built by hand. We demonstrate how the system reacts to syntactic
ambiguity, how a lexical preference can affect its behavior, and finally
how semantic constraints canm be integrated.

Consider, then, the following sentence, which, in the absence of
any semantic knowledge, is syntactically ambiguouns due to the lexical

ambiguity of "up”:
Joha ate up the street.

The hand-built network for this sentence is shown in figure 1 with
arrows denoting activation links, and circles deni*ing inhibition links
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Note that each node in this network is suffized by two aumbers which
denote the "span” [Hobbs, 1974], or sequence of words, of that node.

One would expect a robust NLP system to be comnfused by ambiguity
but thea to gracefully resolve it. This is indeed what happens. Figure 2
contains a graph of the activation levels over time for all the nmodes in
the petwork. Each node is depicted by a single letter, and each
activation cycle by a horizontal row in the graph. When a letter traces
a path to the 1left, it is being inhibited and when it moves to the
right, it is being activated,

The most interesting node pairs to watch are B and C, the " mutually
inhibitory sentences, snd G and F, the mutually inhibitory verd phrases:

B=(John) (ate (up the street))
C=(John) (ate up) (the street)
G=(ate (up the street))

F=(ate up)

The system is confused st first: B is more heavily weighted than C,
so the sentence with the preposition is selected, while F is more
strongly activated than G, so the verb-particle phrase is selected. This
selection is, obviously, jnconsistent. But then, after about 30 cycles,
the system "decides”™ ("Look Ma, no homunculus!”) on a consistent reading
of "up” as s preposition, and weights G more heavily than F.

In the absence of semantic preferences (e.g. a preference for
interpreting “street” as a location), syntactic preferemces canm play a
role. Certain words do have lexical tendencies, as, for instance, the
word “does”, which is most often s verb, but which is also a plural
noun, meaning several female deer.

Figure 3 demonstrates the sensitivity of an sctivation/inhibitiom
network to syntactic preferences. The 1ink stremgth from "up” to
#particle” has been increased, corresponding to a lexical preference.
Notice that the phrases related to interpreting "up” as a preposition
(B, G, J, and P) become inhibited much more quickly this time.

However, when humans process this sentence, they also take iato
account the knowledge that "street” is a good candidate for a location,
but & bad candidate for the object of eating., The next example
demonstrates the sensitivity of our NLP approsch to this semantic
knowledge. Four nodes have been added and comnected into the network.
The verb phrase "ate” is linked to "ate-loc” and "ate-obj,” and the verd
phrase "ate up” is linked to "ate-up-loc” and "ate-up-obj.” These mnodes
represent “"cases” [Fillmore, 1968] of their respective nodes and are a
subset of those that would be instantiated by our system. The pattern—
matching connection component would connect the prepositiomal phrase "up
the street” to "ate-l1oc” based on its span and on ipherited features
from "up” and "street”.

The modified network is shown in figure 4, and figure § graphs the
response of the activation/inhibition network to this new information.
As one can see, after 15 cycles, sll nodes related to interpreting “"up”
as a particle are being rapidly inhidited. (T, S8, C, F, and I).
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4. Prospects

The results given above are interesting in that they demonstrate
the semsitivity of activatioa/inhibition networks to slight differemces
ia knowledge. Curreantly we are vworking to complete the automstic
ianstaatiation and connection compomeants of the system.
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The use of a parallel and decentralized decisiom process can bde
brought to bear on many other iateresting problems im NLP as well. For :
instance, there are indications that the timing and volume of spoken )
language both play useful roles in disambiguation [VWales and Tonmer,
1979]. A system based on activation and inhibition could be designed for
sensitivity to these clues, simce time is, after all, a crucial element d
in the activation/imhibitioa process.

Furthermore, the processing of garden path sentences, which are an
interesting but not well-understood phenomenon in natural language,
could quite possibly be handled by am activation/inhibition network.
Marcus [1979] built a parser which attempted to account for garden-path
sentences as a result of memory limitations. Unfortunately, there are
garden path sentences his parser could (though shonldn’t) handle [Milnme,
1980], such as:

The prime awmber few.

Within the framework of activation/inhibition networks, garden path
sentences would be accounted for by irreversible ismhibition of “
expectations. . g

Also we have recently begun to comsider ways of integrating a movel
form of kmowledge representation, "event shape diagrams” [Valtz 1982],
to model certain kinds of metaphor understanding and adverbial
modification., As an example, these methods should allow us to interpret
sentences such ss:

Iﬁbbio'c metal legs ate up the space between himself and Susie.

as meaning a kind of PTRANS [Schank 1975].

Finally, a practical system based on activation/inhibition networks
could be the starting point for new computing architectures. In this
vein, [Pollack, 1982] has desigmed a VLSI cell for parallel simulation
of activation/inhibition networks, thus showing that a programmable set
of logical connections (i.e. links) can be run on a machine with fixed
and regular physioal connections (i.e. wires).

3. Contimujng ¥ork

There are many aress of this research which need further
definition. Ve are currently working to more fully understand the
pature and behavior of these networks, as well as to develop a
methodology of assigning weights to nodes and links. Also, there is a
correspondence between the decisions being nade via
activation/inhibition networks, and the work dome in belief maintenance

systems [Doyle, 1978], and we are trying to precisely define this
correspondence.
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