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The Reliability of k out of n Systems

by

Philip J. Boland and Frank Proschan

A system with n independent components which functions if

and only if at least k of the components function is a k out of

n system. Parallel systems are I out of n systems and series

systems are n out of n systems. If p a (p. ... pn) is the vec-

tor of component reliabilities for the n components, then hkP

is the reliability function of the system. It is shown that
hk~~~~~ IP) i c u ' ° v x i --' 1 n

hk(p) is Schur-convex in II. I and Schur-concave in

0' - ] . More particularly if 11 is an n x n doubly stochas-

tic matrix, then h(p) k (S) hk(pl) whenever p e q]

# E k ]n].This Theorem is compared with a result on Schur-

convexity and -concavity by Gleser (2) which in turn extends work

of lHoeffding [4].
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1. Introduction and S!L=ay7 . A k out of n system is a system

with n components which functions if and only if k or more of the

components function. Herein we assume that the n components of

the system function independently. If p = (pl. ... , Pn) is the

vector of component reliabilities (functioning probabilities) and

C ( , 31. t represents any vector with components equal to

teroes or ones, then

61~1 C C
(1.1) hk() * hk(Pl,...,pn) • Pl""n)

is the probability that k or more of the components function. This

function hk: [0, 1] * [0, 11 is called the reliability function

for a k out of n system with independent components. A one out

of n system is a parallel system, an n - I out of n system is a

'fail-safe' system (see Barlow-Proschan 1]), and an n out of n

system is a series system. For these systems it is easy to see

that

n
hl( 1 - (1 - pi),

ial

n nh n -P) aC =ilPi 5 M~C~ - pi )  9 pj1

and n
h~p

n(P )

Note that if S is the number of successes in n independent Bernoulli
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trials, where for i 1 , n, p i is the probability of success

on the ith trial, then P(S * k - 1) a hk(P) a hk(PS ... pn ) .

Hence the results in this paper on k out of n systems have inter-

pretations in terms of the number of successes in Bernoulli trials.

If pW (p1.I " Pd, then let n (.P , ... P,/n.

Hoeffding ([4], 1956) showed that

~n
hk(Pl, ... , p) z hkCP ... , p) if p P : k

and
n

hk(Pl. * n)  hk(P. p) if )pi : k - 1.
1

Gleser [2], using the -theory of majorization and Schur functions

(see Marshall and 01kin [5], Theorem 12. K.1), extended Hoeffding's

result and showed that hk(p) is Schur-convex in the region where
n n

pi > k + I and Schur-concave in the region where Pi r k - 2.

More particularly Gleser showed that if p "' Pn ) ' [0, 1 n

and U is a doubly stochastic matrix, then

hk(E) Z hk(O) whenever Pi k 1

and

nhk (p) r. hk W) whenever pi sk 2.

This result allows one to make more general comparisons than one

could with Hoeffding's result. The major result of the present paper

enables one to extend the regions of Schur-convexity and -concavity

L - L-
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of the function hk(W. The result is as follows:

Theorem 1.1. h k() is Schur-concave in the region [. n--J"

and Schur-convex in the region [M- ' 1 "0 "

2. Majorization, Schur-convexity, and Schur-concavity. A vector

a = (xI, ... , x n ) is said to majorize a vector y = (Y1 , 'y,,)Cx> Y)
U -1 n-Iif x Y[ ] . X[ 1  [ 2 >y[[iJ [2i

ii n
and x~i] = Yxii] where the x[l ] ' and y si's . coonts of

x and y respectively arranged in descending order. The following

lema characterizes majorization and is due to Hardy, Littlewood

and P61ya ([3], 1934) (see also Marshall and 01kin (S), Theorea

2.8.2).

Leima 2.1. The vector x majorizes the vector y if

and only if there exists an n x n doubly stochastic matrix It such

that y a x..

A real valued function h defined on a set A c is Schur-

convex (Schur-concave) if h() k (%)h(X) whenever x > y and

E. X E A. Now assume that A c Rn is a permutation symetric convex

set with nonempty interior. If h is continuously differentiable

on the interior A* of A and continuous on A then h is Schur-convex

(-concave) on A if and only if for all i a j and xe A%

(2.1) (xi- x xh W c _ o.

. . .... . . . . . . . .. . _. . . .. . . , , ,, . . . . . . . ,, 
. .I _
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This characterization of Schur-convexity (-concavity) is known

as the Schur-Ostrowski condition (see Marshall and Olkin [5]).

In investigating regions of Schur-convexity of the reliability

function h k: [0, IfJ * [0, 1), we use the following notation. If

r e [0, I m and I is any integer then h(j)(h*()) will denote

the probability that L or more (exactly Z) independent components

with respective probabilities rl, ..., ra function. Note for

example that with this notation hl(!_ * 1 and h*1 ( ) 0. We

assume here that p a (PI" ""' Pn) 1 [0, In and let piai) be

the vector in [0, 1]n - ([0, 1n -2 ) obtained from p by deleting

its ith coordinate (ith and jth coordinates).

Lemm 2.2. For I S k < n, pc (0, 1)n andn > 2,

(p) ( •(pi-Pj)2[h .2( ii) -2 .l(2)u)]

for all i, J, i a J.

Proof. For any index i, I s i ! n, we have that

h - pih-! - ) (1 - pi)h k (9

!hk i i
Hance for 3 a i, _ (p) a h kl(k) -k

api

* p~2 . ii) +(I - p )h

It.. . . .. .. ... . ..



Therefore (P.) "- (2 (Pi - Pj)

S-(Pi - pj 2 . (p,- k.(9p)) - (hk-.(gj) - ","

a -(, 1 - pi)2(h .. ii) - h;

We see then by the Schur-Ostrowski condition (2.1) that h

is Schur-convex (-concave) in regions where for all i, J, i a j,

h;-295) (k) h*_(Cp2 . In particular note that if k a 1 (res-k€ I
pectively n), i.e. for a parallel (series) system, 2p ) * 0

(h -- *1gJ)  0), and hence hl(p)(hn(p)) is Schur-convex (-concave)

in [0, 1]
n

Lemma 2.3. Let n > 2 and k be such that 2 s k S n. Then for

any i 0 J.

k-)

whenever pt 2 (s) n-1 for all t 0 i, j.

Proof. Duo to the symmetry of the situation, we need only show that

Or 12 12 k -l
2  ! h 1(p ) whenever P,, k n for A = 3, ... , n.

In this proof, c- (63, ..., Yn) and c' a (€ , ..., CO) will denote

n - 2 dimensional vectors whose components are zeroes or ones such

that c + k 2 and '* *C - k- 1 Now

(2.2a) 2. ) -p3. p%(l p )1-'3 ... (1- ,-en

and
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(2.2b) hk_ €pl) . X pei ... C' (1 - p3)63 ... cl -
Ck

Consider a term in the expansion of (2.2a), say for simplicity of

notation, the term p3 ... Pk(l - Pk . ( - p. ) . Then

P3 ... POc  " Pk-l ) ... (1 - pd)

..k [P3"Pk(l'Pk~l) '' (l'Pn) " P3 Pk('Pk4l ) ' ' ('Pn)]

n - k times

A- n - Pk+2 (l'Pn) ""P3" .. Pk(l"Pk-1 )

n-3... Pn~l) n-k

k-I n-k

(since I p-Pt 1 - n-I n- Ifor all I u 3, ..., n)
I ~k-I lP.)"(.nl

k I"[P3" ...Pk[n-' -P 2 ... (1Pn)+ ... " P3" ...Pk(-nl ... (lPn-1 k-Ij

k I[p$...pkpk~l ('-Pk-p2) ... (1-Ph ... p3 ... pk(l-pk~l) ... (1-Pn-IlPn].

Henc similarly for a general term in the expansion of (2.2a), we have

p;3...p%(nI-P ) 1-€3... (l-pS) I-€

s [ P;p 6...Pl-P )1-61 (IPn l '

" ¢-3 n-i

Co k- 1on



-7-

Therefore

s p c 3p.n( 1-p 3 ) ...C3-Pn)l "f

Kk2( (k-i nC ~l 1 ~~E3 P33
P"c~~z L3... Cnpn

£

(since for each c there exist k - I distinct

£_" where c' a e£ for I a 3, ..., n).

* 12ohkl_ p1).

3. Proof of Theorem 1.1. Using the Schur-Ostrowski condition (2.1)

it is easy to verify Theorem 1.1 when n = 2. For n > 2, we have

already noted that when k = 1 (parallel system), hk is Schur-convex

nin [0, 1] . For n > 2 and k z 2, it follows from Lemmas 2.2 and 2.3

that hk satisfies the Schur-Ostrowski condition for Schur-convexity

(-concavity) on[IA n (
Remark 3.1. Gleser's result [2] shows that hk(p) is Schur-convex

(-concave) on the set (p: p1 . "'" + pn k ) ((p: P*.'"* Pn k - 2)).

This result and Theorem 1.1 enable one to make various compariscas

of system reliability, and neither result encompasses the other.
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For example let us consider a 3 out of 4 system. Then

Theorem 1.1 implies that a system with component reliabilities

(1.0, .9, .8, .7) is superior (has higher reliability) than a

system with component reliabilities (.95, .95, .75, .75) which in

turn is superior to one with component reliabilities (.85, .85, .85, .85).

On the other hand Theorem 1.1 also implies that a system with compo-

nent reliabilities (.6, .5, .3, .2) is inferior to one with compo-

nent reliabilities (.6, .4, .4, .2) which in turn is inferior to one

with component reliabilities (.4, .4, .4, .4). These comparisons

are not implied by Gleser's result.

Remark 3.2. Let S be the number of successes in n independent

Bernoulli trials where pi is the probability of success on the ith

trial. Thep by Theorem 1.1, P(S z k) is Schur convex (concave) in

- Ii, ljn'j k "[--n ] Suppose now that I < k < k' ! n. Then

it follows by the above that P(k' > S z k) is Schur-convex in

k-l "1

n I
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