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EXECUTIVE SUMMARY

/
&.

This report describues 3 multi-bit rate video coder for DARPA video
conferencing applications. Tne coder can operate at any preselacted

transmission bit rate ranging from 1.5 Mb/s to 54 kb/s.

The prorosad lNational Command Authority lTaleconferencing Systen
(NCATS) 1is designed %o connezt several conferencing sites. The system
provides shared audlo, video and graphic spaces. The video conferencing
system communicates dynamic images of participants to different
conferencing sites. The system is desigred %to operate under different

‘bandwidth  constraints. Under emergency situations communications
bandwidth can be drastically reduced to allow only for 64 kb/s to carry
out the video  conferencing systém.' Under normal conditions larger

channel capdcity is available for this service.

In order to accomodate the above requirsments, a vileo codec that
can operate at different transmission bit rates is needed. This allows
for upgrading of picture quality when there is sufficient bandwidth and
a  graceful reduction of picture gqurlity under severe Ybvandwidilh

limita<ions.

The NfSC colour vidieo signal sampled at 14.2 M4z (4 <times <he
colour subcarrier frequency) and uniformly quantized to S bits per
picture element, requires a transmissicn bit rate of 114 Mb/s. Such a
high bit rate 4is economically prohibitive especially for video
conferencing applications. In order to reduce the <+ransmission Dbit
rate, redundant information 4in the aignal has to be remocved and the

specific video conferencing environment ras to be eiplbited. "
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There are two main gources c¢f redundancy in the videc signal,
namely: statistical redundancy and perceptusl redundancy. The
statistical redundancy manifeats 1%3elf in <he form of a high degree of
spatial and <%emporal correlation Dbetween adjescent picture elements.
This source of redundancy is exploited by interframe codirg and variable
word-length encoding techniques. Perceptual redundancy is utilized by
exploiting some of the properties of the human visual system. Thisz 1is
carried cut by allowing mcdifications %o the signal which are
irreversible. By utilizing the properties of the eye-brain mechanism,
the degradations can be placed in areas of the picture whers the human
visual sensi:tivity is 1low. The fidelity critericn in irrevursible
coding is dependent on +he application. in video conferencing
applications, scme visible degraiations are normally acceptable provided
that they are not annoying or interfere with communicstion of non-verbsl

cues in the video meeting.

In order to achieve the required transmission bit rate {1.5 ib/s %0
54 kb/s) bandwidth compression ratios of approximately 1C0:! to 200C:!
have to be attained, This c¢an be realiced wusing interframe coding
cechniquee which fully exploit the statisticual propersies of sigral, the
properties c¢f <he humun visual system, and the video confarence

env ironment.

The specific video conference environment in the NCATS spacifies
single iarticipant per conference site. Therefore, the full fraume need
not be coded and inetead a window of approximately one-seventh uf the
acreen size is used. The size of this window is large en¢ugh to
accemodate a head- and-shoulders view of the participant. The ‘video

signal inside the window, which has the full NTSC resolu%ticn, ia fad to
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the coder. In addition, conference rocm lighting, background

illuminetion and colour are assumed to be under the control ¢" ‘he

system designer.

The present coder combines several data rate reduction <technigues

in vwhat is termed as =2 multimode interframe video coder. Due %o the

utilization of the statistical properties of the video signal, the data

generated from the video coder is at a variable rate dependent on the

picture activity. Since the channel rats is fixed, a bduffer memcry i

used to smooth these variations. As the buffer memory content increases

due to increased picture activity, parameters of the coder are changed

in such a way 30 as o prevent buffer overflow. Feedback from the

buffer memecry switches the coder from its nomal mede of operation to

one of its overload modes. If the buffer memory continues *o £ill, the

coder is switched % & higher overload mode. As a result, degradations

are introduced gracefully to the signal. As the buffer menory occupane

falls below certain thresholds, the coder switches Yack to the lower

modes of operation.

A kXey element %o uchieving the required tit rate reduction while

meintaining acceptuble picture gquality is <*he utilization of motion

compensation %techniques. n standard interframe coders ‘no motion
compensation; a prediction of the cu-rent frame picture element (pel) is
formed using correspondires previous frane picture element(s). The

prediction errcr, i.e., the difference between the current pel value and

the predicte. value is quantized, coded and tranemitted. Therefore,

areas of the picture that have changed f{rom one frume to the next have
to be coded and transmitted. In movement compensated ¢ ding, the

displacement of different objecta in the picture, i.e., pacticipants

ii4
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totion from ore frame %0 tha next, is estimaced. The prediction is
formed in the direction of motion, i.e., using tre displaced frame
element as prediztion. In this way the percentage of picture area that
is fully predictable (preaiction error is below a threshold) is
increased. In addision, +he magnitude of ¢the prediction error in
picture areas which are nos fully predictable is significantly reduced.

Tha final result is a significant reducticn ir the bit rate.

In conjunc.ion with mevement compernsated predictive coding, the
followirg data 1rate reduction techniques sare utilized in the present
coder:

(1) Spatial ani temporal subsampling

(ii) memporal filtering ard noise reduction
(141} Adaptive guantization

(iv) <Isolated pel noisa suppression and

change of threshold

A BIR proprietary displacement ectimation and motisn compensation
tecnnique hss been incorporated in  the multi-bit rate ceder. This
technique operates satisfactorily for +fll the i rates under

coansiderution.

The BNR/INRS image processire facility (DVS), whicl is capable of
real “ime acquisition and display of NTJC colour moving sequences, has
bean used as the main simulation tool for this work. The full coder
operates 2t several bit rates ranging “rom .5 Mb/s to 64 kb/s.
Included in these bit rates is necessary overhead information for
framing, synchronization and error protection. For example, for the

coder operation at 54 kb/8s, a 14 kb/s capacity iz reserved for channel

overhead and 50 xb/s is used for coding of the video signal. Handling

Ao - e

o A DR WA ol 4 e

[




i

of the sound signals has not been included in the above ra%es

a8

fzcilities for this are already availsble in the voice, data and
mraphics network. It is agsumed that preyer aynchronization of sound

and picture will te carried out.

Simulation of *he above codwr operating at different rates has bLeen
carried out using ceiour sequences of lead-and-ghoulder pictures wi<h
varying amewnts and types of motion. Iinformal :c.ljective viewirg of
picture quality indicates %hat a2t 1.5 Mb/s excellent picture qualisy is
obtained. imiiar results are obtained at 750 xb/s <transmission bit
rate. A% 375 «kb/s, a1 very slight jerkiness is noticeable for larze
anounts of motion. For 2556 kb/s rate, granular noize is slightly
visible and some Jjerkiress is noticeable for large motion. A% 54 kb/s
aliising on some edges, and granular noise is visible. For large
amounts of motion, jerkiness and blurring in the movirg arsas are gquite
neticeable., However, picture quality is judgzed to be accuptabls for 4ne

intended aprniication.

Proposad future work on this project invcives carrying oub a system
design Jor ‘L2 ceodec. OSpecial emphasis should te placed on *he lower
end of the b.. rate, i.e., coder operati-n u% 296 xb/s - €1 ub/s Tne
system desigrn involves identifying implementation al<erratives, takirng
into acceunt 3%tate-0f-‘the-art igh spered ‘technology a4 aconcmic

congiderations.

In ad.ition, inves%igation of techniques for improved handling of
very large anounts of motion at the lower bit rates should te carried
cut. This will improve picture quality, especiaslly at the 64 b/s rate.
The impact ¢f channel er:ors cn the coder operatior and picture quality
should be examined and suitable error correction and/or concealment

techniques idencified.
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CHAPTER 1

INTRODUCTION

1.1 SCOPE AND MOTIVATICYN

This work describes a multi-bit rate video coder for DARPA video
conferencing applications. The coder can operate at any preselected

transmission bit rate ranging from 1.5 Mb/s to 64 kb/s.

The precposed National Command Authority Teleconferencing System
(NCATS) is designed to connect several conferencing sites. The system
provides shared audio, visual, 1ind graphic spaces. The video
conferencing system communicates images of participants t» different
conferencing sites. It is assumed that each site will include a single
participant and the video conferencing environment (e.g. room set-up

and lighting) is under the control of the gystem designer.

The system 1is designed to orerate under different bandwidth
constraints. For example, under emergency situations communications
bandwidth can be drastically reduced to allow only for 64 kb/s to carry
out the video conferencing service. However, under normal conditions
larger channel capacity is svailable for suéh a service. In order to
accomodate these requirements, a video c¢odec that cau operate ac
different bit rates is needed. This allows for wupgrading of picturs
quality when there 1is sufficient bandwidth and graceful reduction ot

picture quality under severe bandwidth limitations.
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1.2 THE CCDING PROBLEY

The NTSC colour ,ideo signal sampled at 14.7 MHz (4 <+imes the
colour subcarrier frequency) and uniformly quantized to 8 bits per
picture element (“pel”), requires a transmission bit rate of 114 ¥b/s.
Such a high bit rate is economically prohibitive especially for video
conferencing applications. In order %o reduce the +transmission- bit
rate, redundant information in the signal has to be removed. There are

two main sources of redundancy in the video signal, namely: statistical

redundancy and perceptual redundancy.

The statistical redundancy in the video signal manifests 1tself as
a8 high degree of spatial and temporal correlation between sdjacent
picture elements. There ure several techniques to exploit ¢this source
of redundancy. For example, in predictive coding systems, the current
picture element 1is predictea using a combination of previously
transmitted picture elements. The prediction error, i.e. difference
between pradicted and actusl value, is quantized and transmitted.
Tormally picture areas which are fully predictable (prediction error is
lesa than a threshold) are not transmitted, and instead, only sonme
addressing informaticn .s sent %to the receiyer. In eddision, a variable
word-length code is used to transmit the prediction error signal so that

the average number of bits per picture element is reduced.

The tranusmission bi%t rate can be further reduced by exp'citing the
properties of the human visual system. This i{s carried out by allowing
modifications to the signel which are irreversible. By wutilizing the
properties of the eye-brain mechanism, the degradatisns can be placed in

areas of the picture where the human visual sensitivity is low. Por
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example, noise visibility is much higher in flut areas than in busy

areas. Therefore, the phenomenon of masking if properly utilized, will

e Ladtihangs e

lead to a reduction of the required transmission bit rate with minimal !

impairments to picture uaterial.

The governing factor on how much the perceptual redundancy can be
utilized is the fidelity criterion. 1In many applications, such es video

conferencing, visivle impairments are acceptable provided that they =are

not annoying. However, for broadcast TV applications, visible »' i

impairments are not acceptable.

ki e By «

Techniques for data rate reduction can be classified into three

main categories, namely:

|
P
a) Transfom coding approach ;
b) Interpolative coding approach E
E i
: ¢) Predictive coding approach % l
: A |

In the transform c¢oding approach the image 1is subdivided into

2-dimensional blocks (or 3-D cubes). An orthogonal transformation

process 1is performmed on each block. The resul ting transform :
i coefficients are quantized and transmitted. At the receiver the inverss i
i . transformation is performed and the signal is reconstructed. i

In the trancform coding approach, the choice of the block size and
coding parameters is governed by the sampling frequency used initially.

In the multi-bit rate codec, more than one sampling frequency has to be

R

used in order to realize the wide range of bit rate reductions (50:1 up
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to 2000.1). Therefore, several block sizes may have to be used. This

| will result 1ir a significant increase in ccmplexity of the codec. In

3

addition, at ths very low bit rates under consideration, visible

; impairmments to picture quality are unavoidable. If a traneform app:“ach
is to be used an objectionable block structure will appear. Therefore,

this approach is not suitable for this application.

. In the interpolative coding approach, samples of the videc saignal s %
are dropped and are not ¢transmi%tted, An interpolation process is i
carried out at both the receilver and the tronsmitter. A% the
transmitter the difference between the interpclated and the actual value f ‘
is quantized and %ransmi‘ttea together with the revained sample values. }
At the receiver, the missing samples are interpolated and the quantized : !
interpolation errors are szdded to the aignal. Nocrmally this approach §
provides modest bandwidth compression and is no% suitable for the Y

application under consideration.

In the predictive coding approacn e prediction of the currant f
picture element 18 formed using previously transmitted picture elements.

The difference between the current value and the predicted value, 1i.e., :

prediction error, 1is quantized and transmitted. This approach leads
itself to the multi-bit rate coder problem as will bYe seen 1in the

fcllowing secticns.

The video aignal 1is Dbusically three-dimensional. Intraframe |
processing exploits its spatial properties while interframe processing
exploits both the spatial and temporal properties c¢f the signal. In ‘ '

order ¢to achieve the required transmission bit rates,interframe coding

B A

techniquea have %o be utilized.
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The basic principle of interframe coding /s to transmit iaformation
about the (rame-to-frane changes ir an image (see Fig. 1.1). In the
more general case, the difference between <the input sampla? and a
predicted value is quantized and transmitted (sea Fig. 1.2). The
prediction is formed using a function of previously transmitted pels,
At the receiver, the prediction error signal is used to reconstruct tne
original imuge: the difference signal is zero or insignificant in the
béckground and fixed parts of the image and non-zero in the moving parts
of the image. The prediction error will have a smaller variance than
the input (i.e., a smaller dynamic range), with small differences much
more probabla than large differences. 'ne non-uniform distribution of
the quantized difference signal is exploited with a variablLe word-length
encoder, which assigns short code words to the most probable sigral
values (near 2zero) and longer code words to the less protable large
values. Areas of the picture which are predictable are not transmitted

and only the addressing information is transmitted instead,

The data generated from the encoding process is generated at a
variable rate dependent on the gpicture activity. As the channel
transmigsion bit rate is fixed, howev.r, a buffer memory i used to
smooth these variations. As the buffer memory content increases due to
increased picturc activity, parameters of the coder are changed in such
a way so &3 to prevent buffer overflow. Feedback from the huffer
switches the coder from its normal mode of operation to overload modes;
by so doing, quality is degraded in a graceful fashion. The overload
modes will degrade the aignal, and must be arranged to give the Yest
available 1Jubjective quality as the amount of motion increases. As the
buffer mamory occupancy falls below a safe level, the coder switches

back to the lower modes of operation.
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In gereral, it is not possible to achieve acceptable picture quality
4t very low bit rates with a standard interframe coding technique. In
the work described in Eé:, a scan converter prior to the coder is wused
\0 lower the bit rate by reduring the bandwidth and then halving th-
frame rate. The interframe coding technique known as ‘“conditicnal
replenishment” is wused. With this, only the pels that have changed
significantly between frames are updated (or replenished) by sending the
prediction error sigml. The latter is calculated as a linear
combination of seven picture elements taken from the aciual and of the
previous frame. A variation on the basic coder theme is to spatially
subsample (drop pels) in the moving area, while linearly interpolating
a%t the receiver. The coder structure 2an produce black and white video

at the bit rates of 128 kb/s and 64 '<b/s.

A technique which greatly improves the standard interframe coding is
that of movement compensation. A typical video conference scene
contains a head-and-shoulders view (Fig. 1.2%2{a)) of a confarence
participant (conferee). If the conferee moves to the right after one
frame (Fig. 1.3(b)) only the crosshatched region has changed (Fig.

2(e)) . This repressents the area of nonzero prediction error signals
which must be tranamitted by the standard interframe coder. The concept
of movement compensation is wunderstood by realizing that the doudbly
crosshatched area of Fig., 1.3(d) is not present in the previous frame
and ripresents newly exposed background. If *the displacement of the
moving area from one frame to the next is calculated simul taneously at
the transmitter and receiver {or transmitted tc the receiver), then the
difference between a present moving area pel and the appropriately
displaced pel in the previous frame is zero (zero prediction error

signal). True, in the ideal case, the only nongerc prediction error
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signels occcur in the newly exposed area which is much smaller than the

changing area of a stendasrd interframe coder. In practice, the
displacement estimate is no%t precise so that the predicticn error: are
not exactly zero in the moving area, but if less than a threshold they
are clasgified us predictable and set to zero; as the prediction errcrs

are small, a comparatively smaller information rate is obtained.
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{a) {b)

77

|
(e) (d) b j

{a) Head and Shouiders View of Conferee : . i
4 (b) Conferse Moved to the Right p
! {e} Picture Ares Transmitted by Standard Interframe Coder

{d) Picture Area Transmitted by Movement Compensated
Interframe Coder

Fig. 1.3




#ULTI-BIT RBATE CCOER

2.1 INTRCDUCTICH

In order %o achieve the required bit rate reduction, 1i.e., %o <*he
1.5 4b/s - 54 kb/s range, the NTSC sigral resolution cannot be
maintained at all ©tit rates. As mentioned wearlier, <the conferencing
system 1is desiguned to acccmodate one participant per conference site,
Therefore, the full frame need not be coded and instead a window of
approximately 1/7th the screen size is used. The size of the window is
large enough to accomodate a head-and-shoulders view of the participant.
Inside this window the full resolution is initislly maintained. For
display purposes “he picture material can be enlarged to fill the whole

screen by interpolation techniques i needed.

A block diagram of the multi-bit rate coder is shown in Fig. 2.1.a.
The composite NTSC sigral generated from the camera is sampled a% 14.7%
MHz (4 times the col ir subcarrier frequency fsc). The inactive rortion
of the signal as well as *he synchronization and blanking intervals are
deleted. The active portion of the video signal, i.e., the window
containing the picture of the participant, is digitized using 8 bits PCM

and then fed to the different parts of the coder.

The composite colour NTSC signal is separated into 1its three main
comronents: lumninance Y and chraminance components I and Q. The

luninance ani chrominance components are multiplexed anc fed <o the

noise reducer.

10
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lioise in %he video scignal will cause problems to the interframe
video coder; i.e., noise will wunnecessarily increase the bit rate
generated by the coder. In video conferencing applications, two factors
contribu*te to  increased noigse levels 1im the signal: the vuse of
inexpensive v ~ameras and lighting conditions. Increased 1lighting in
the conference room will reduce the noise levels in the signal.
However, it might be uncomfortablie for conference participants as it is
desirable to operate under normal lignting conditions. Therefore, the

use of noise reduction techniques prin~ . coding of the signal will

relax the requirements on the input signal-to-noise ratio (SNR) so that

the ccder can operate satisfactorily.

After the signal has been processed through the noise reducer, a
scan conversion process takes place, Its function is to further reduce
the bit rate prior to coding. The issues involved in +the design of

diffarent elements of the scan conversion process are discussed irn the

following sections.

Cnce the scan conversion process is completed, the resulting signal
is processed through the movement compensated interframe video coder to

reduce the data rate to the desired levels.

The channel encoder uids the supplementary channel data, such as
framing, synchronization and error protection bits, prior to

transmission over the communication channel.

At the receiver the inverse of the above operaticons are performed to

reconstruct the video signal as shown in Fig. <Z.1.Db.
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The following sections describe each system component culminating

with the simulation results obtained for the multimode coder.

2.2 DEMODULATION OF NTSC CCLOUR SIGNALS

Democdulation of the composite colour NTSC video signal to obtain the
luminance signal Y and the two chrominance signals (I and Q) is achieved

by 2-D spatial filtering as shown in Fig., 2.2.

The 3ampling phase 1is normally selected along the +I axis,
Therefore, due to the 4*fsc sampling frequency, the I signal is obtained
directly by a 2:1 horizontal subsampling and the Q signal is obtained by
a one-pel delay followed by a 2:1 horizontal subsampling. Shifting of
the I and Q to basebund requires, in this case only, =& multiplicatiorn,

by 1, i.e., a sign change.

The impulse response of the bandpass filter is:

h(n) = (-1,0,6,0,-15,0,20,0,-15,0,6,0,=1)/64

whilst the impulse response of the comb filter is:

h(n) - (“1 v2"1 )/4
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Fig. 2.2 Digitai Demodulation of the Composite NTSC Video

Signal Sampled at 4*fsc (14.3MHz)
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2.3 NOISE REDUCTION

An essential technique for attainment of low bit rates in this videc

conferencing application is that of noigye reduction. As mentioned

earlier, the main noise source is that due to use of inexpensive NTSC

colour cameras, as well as the studio set-up (lighting, etc.). The

importance of noise reduction can be appreciated by realizing that the
coder output vrepresents very little information at low bit rates. In

gome cases, the noise might represent 2 comparable or greater portion of

the "information" out of the coder. Of course, besides the increase in

channel bit rate, the quality of the image is degraded.

Noise reduction in the video sigral can be realized by adaptive non-

linear temporal filtering 22]. There are two basic structures, namely:

FIR (noa~recursive) filters or IIL (recursive) filters. The FIR

structures have the advantage of havirgz a linear ophase response

(constant delay response). Hence, impaimments in picture quality due to
q

phase ronlinearity, sguch as +the "tailing" of moving objects, do not

exist., For a given attenuation, however, recursive si.uctures require

fewer frame memories than non-recursive. Practical systems usually use

a first-order IIR filter (! frame memory).. The disadvantage of the

recursive structures is that their phase respor .s are nonlinear, and

therefore their parameters have to be carefully optimized so as not to

introduce visible degradations to the signal.

The configuration of the digital noise reducer is shown in Fig.

2.3. It 1is couaposed of three msain elements: the predictor, the

movement detector and the noniirnear elsmant.
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Fig. 2.3 Block Diagram of the Digital Noise Reducer
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The function of the mcvement or chaiged srea detector is to segment
the picture into stationary and changing areas. In general, complex
segmentation algorithms which usually take the fom of 2-D nonlinear
filters, are successful wnen an accurate noise model is known. However,
the movement detector used here is based on a pel-by-pel comparison of

the frame difference signal with a predetermined threshold.

The prediction error signal (frame difference) is passed through the
nonlinear element NL. This element is effectively a multiplier with a
varying multiplication coefficient a. The value of & depends on the
magnitude of the prediction error as shown 1in Fig. 2.4. 1In the
stationary area of %the picture, small values of a are used as it affects
the amount of noise sguppression and subsequently the imprcvement in
signal- to-noise ratio (SNMR). The value of o in +*hese regions is
dependent on the artifacts introduced. This temporal filtering process
will modify the temporal spectrum of ¢the noise, but not the noiss
spatial characteristics. Hence, setting o too low will result in a
freezing of the noise, and as 2 is increased the noise patterns will
start to move slowly. To disable the filtering in the moving areas, «
is set to unisy. In order ¢t¢ avoid introducing artifacts or edge
distortions, especially at +the boundaries of moving edges, a gradual
transition of a is required. This is illusfrated in Fig. 2.4 with the

nonlinearity defined by (P, Py us).

18
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As mentioned earlier, the full NTSC colour sigral resolution cannot
be maintained a%t all bit rates. Therefore, a reduction irn the sampling
frequencies is needed prior to coding in corder to achieve the required

bit rates. This process is achieved by the scan converter.

The NTSC signal in analog form is already sampled in the vertical
(on a line-by-line) and temporal {field-by-field) dimensions. The
vertical and temporal sampling frequencies are specified by the given
standards. Therefore the system designer has the flexibility of

selecting the horizontal sampling frequency and the three-dimensional

sampling rattern.

2.4.1 Tesign Approach

As mentioned earlier, only a window containing the acvive portion of
the 1imuge 1is selected and processed through the coder. Inside this
window, a sampling frequency of d*fsc is used. After the demodulation

process, 1i.e., component separation, ' .2 resultiing sampling frequency

for the luninance is J4*f and that of each of the

chrominance
sc

cemponents (I or Q) is Z*fsc.

Zue “o the fact thut the chrominance signals I and & have bandwidths

of approximately 1.5 MHz and Q.5 MHz respectively, they may be more
severely subsampled than the luminance Y, Therefors, of primary

impcrtance is the manner in which the luminance is subsampled. To

reduce th2 amount of aliasing introduced, the signal has to be

20

e e WA i W,

R e it




prefil tered. In so doing, the overlarping of the specirum replicas is
kept to a minimum. The chrominance signals (I and Q) do not have to be

prefil tered, due to their low bandwidth.

For the range from 1.5 Mb/s to 256 kb/s, the prefiltered 4’fsc
luninance array is subsampled by a factor of 2 horizontally. Each of
the chrominance components is subsampled by a factor of 4 horizontelly
and a factor of 2 vertically. This results in an effective sampling
frequency of Z.S*SSC. For the low bit ra%es, in the range of 128 Xb/s
to 64 kb/s, the luninance is subsampled by a factor of 4 horizontally
and each of the chrominance signals is subsampled by a factor of &
horizontally and a factor of 2 vertically. The effective sampling

frequency in this case is 1.25*fsc. For both ranges, the subsampled Y,

I and Q components are multiplexed and fed into the coder.

This subsampling may bYbe 4ccomplished with different sampling
patterns among which are: Orthogonal (0) or Field Quincunx (QT). The
orthogonal pattern, shown in Fig. 2.5, is rectangular and aligned <from
field- to-field, lexdiinz %o weasy implementatlion. The Q7 pattern, as
shown in Fig. 2.6, however, is offses temporally. That is, the grid in
the iaterleced field is shif‘ed by half of the pel spa~ing in the
previous field. At bit rates lower than 1,5 ¥b/s, the coder will
actuate <€ield subsampling. Since (T results from offsetting the
sampling puttern in alternate fields, dropping this field would defeut
the purpose. Of course, this pattern would only be of value when
operating at 1.5 Mb/s where, as shown later, field subssmpling is rarely
utilized. The orthogonal pattern, however, may be used at all bit
rates. [lore complsex sampling patterns such as the Line QCuincunx and

zig-zag patterns have been investigated, HYowever, because of their
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implication on coder complexity they are discarded for this applicsticn.

A% the receiver all pels which have teen dropped spatially (in =

field) are restored by interpolation. Any fields that have been dropped

by the coder are also restored.

The filters required at the transmitter and receiver are described
in the following sections. The design motivation is $that, basically,
two types of degradation can occur. The first is the attenuation by the
filter involved of desired signal components, which usually appears as a
loss of resolution. The second is the failure %o eliminate unwanted
elias components caused by the subsampling. This usually results in
spurious patterns i.e. aliasing in the reconstructed signals. For =
given sampling pattern, the problem of design for a filter is to achieve

a compromise between these types of distortion with a minimum filter

complexity.

2.4.2 Prefiltering, Subsampling and Interpolaticn

The scan converter must reduce the resolution by subtsampling; the
luninance and chrominance ccmponents have different vandwidths, and thus

zre handled differently.
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1) Luminance Frefiltering:

The uliasing produced by the orthogonal and (T sampling patterns,

both at 2*f‘sc and 1%*f has to0 be determmined The

sc spatial and

vertical- temporal projections of the NTSC signal, sampled at E*fsc,

already been shown in Figs. 2.5 and 2.6. At 2*f (= 7.2 NHz), there

have

is some aliasing in the luminance component.

ost of the informmation of a video conferencing image is

concentrated a%t the 1low frequencies. Heuce, bandlimiting the signal

prior to coding to less than, say, > MHz results in negligible loss of

resolution. To this end, a study of various digital lowpass filters has

been carried out, which would bandlimit to around 2.5 MHz. The filter

giving a subjectively pleasing picture is based on a maximally flat

design criteria with an impulse responte given bvy:

h(n) = (1, 0, -6, 0, 15, O, 44, 0O, 15, O, -6, 0, 1)/64

The output of the filter is 3 dB down at about 2.1 !{Hz with zeros of

trunsmission 8t odd multiples of fsc‘ Tnis filter has been selected for

prefiltering of the luminance signal.

If a QT sampling pattern 1is wused, the alias components of the
orthogonal structure are offset temporally. Although for this case

prefil tering is not needed, a 3-D filter for interpolation is necessary.

For the low bit rate end of the coder, 64 kb/s and 1282 kb/s, the

signal has to be further subsampled. The luminance signal is subsampled

oy a factor of 4 horizontally leading to a sampling frequency of l*fsc

inside the window.
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Consideration of the degree of aliasing, and for other reasons as
discussed in the next section, indicates that 4:1 horizontal subsampling
is better for both orthogonal and QT patterns. The horizontal prefilter
used for both cases 1is the same as previously described for 2:!

subsampling.

b) Interpolation F.iters for the Luminance:

If the coder has perfomed field subsamplinsg, then, at the receiver
the scan converter 1linearly interpolates %he missing fields. For the
lumninance section of the multiplexed signal, <the coefficients are
weighted according to the distance to the field to be interpolated and
whethe. the latter i1s even or odd, This is shown in Fig. 2.7 for a
field subsampling ratio of 4:1. The odd fields are not directly aligned
with the original (even) fields, so that the weighted average of four
pels 1is taken., The even fields, however, are directly aligned leading

to the averaging of two pels.

To ortnogonally interpolate within a field from 1*f . <o 4*f ., a
15th order "SPLINE" interpolator is used. The impulse response, s(n),

is as follows:

s(n) = (-3, -8, -9, 0, 19, 40, 57, 64, 57, 40, 19, O, -9, -8, -3)/64

With the SPLIYEZ interpolator the data 1is interpolated directly from
1*fsc to 4*f .. However, with the QT sampling case, u three-dimensional

filter interpolates from t1*fg. to 2*fg., followed by a one-dimensional

interpolation  from  2%*fg. to  a¥*f .. The operation of the

three-dimensional filter is illustrated in Fig. 2.5. Tor any one pel
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to be interpolated, two 1lines in the previous field and one line in
current fisld, are operated on. Interpolation from 2*f . to 4*f ., is

done with 2 filter of impulse response:
h(n) = (1, O, 15, 32, 15, O, 1)/64

¢) Chrominance Subsampling:

Up to now, only subsampling rutios and patterns for the luminance
signal have been investigated. In compariscen ¢ the luminance, the
chrominance bandwidth is very small: I = 1.5 MHz and Q = 0.5 MHz. As I
and Q are each sampled at 2*7 (7.2 MHz), they may be heavily
subsampled. Each of the chrominance signals is vertically subsampled by
a factor of 2. This leads to the multiplexed format where the Y for the
line is followed by either I or Q, th2 latter two being alternately
retained, 1line-by-line. In additior, for both compunents, horizontal
subsampling by factor of 4 is utilized for the coder operation a%t 1.9
¥b/s to 256 kb/s. For the coder operwtion at 128 kb/s and 54 kb/s the
chrominance signals are horizontally subsampled by a factor of 8,
Therefore the effective sampling frequency inside the window is 2.5*2‘Sc
and 1.25*fsc for the higher and lower‘ ends of +he bit ratus

respectively. The multiplexed version of the data out of the scan

converter is shown in Fig. 2.9.
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d) Chrominance Interpolation:

As expleined with the luminance, the scan converter at the receiver

linearly interpolates the missing field(s) (see Fig. 2.7). The
chrominance interpolation is slightly different, however, due to the
multiplexed format of I and Q. As the restoration of a component, say
I, requires the weighted average of similar I values, pels which are twc

line intervals apart must be used for the odd fields.

Finally, to reconstruct the full composite video signal, the three
components Y, I and Q are necessary. The luminance is interpolated as
in the previous section. FEach chrominance component (either I or Q on a
line) is horizontally interpolated using standard 4:! (or 8:1) linear
interpolators. To reconstruct the composite signal the luminance signal
is added, with proper sign change, to the chrominance signals., The

nissing chrominance signal (I or Q) is repeated fr~m the previous line,

2.4,3 Scan Converter Simulation Results

The operation of the scan converter has been simulated on the
ENR/INRS image processing facility. fhe objeative of these simulations
has been to determine the beat tradeoffs bétween picture quality and
implementation comgplexity. Some of the issues that have been

investigated and the simulation results are summarized in the following:
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a) Sampling Patterns:

The Field Quincunx sampling pattern gave excellent resul%s in terms
of maintaining high resolution and minimal aliasing problems. However,
its use would have resulted in more complex interpolation filters. In
addition, since the coder will have to use temporal subsampling in most
of the bit rates under consideration, the advantage of this sampling
pattern no longer exists. Therefore, it has been decided to use the
orthogonal sampling pattern ¢to minimize implementation complexity.
Other sampling patterns such as the Line Quincunx pattern have been
investigated; +their use however will result in increased complexity of

the movement compensated coder.

b) Temporal Prefiltering:

Since temporal subsampling is utilized in the gystem in order ¢to
reduce the data rate, temporal aliasing results. Experiments with 3-D
FIR temporal prefiltering iandicated that the aliasing 4is reduced.
However, this would have required sgeveral frame memories for
implementation which will significantly add to the complexity.
Therelfore, it has been detemmined that 3-D FIR temporal prefiltering not
be implemented, as the same function can be_ realized uxing the noise
reducer as & prefilter if needed. In addition, temporal filtering is

also provided inside the interframe coder as one of the techniques for

reducing the bit rate.
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¢) Horizontal Prefiltering:

For effective sampling rates of 2.5*fsc and 1.25 *fsc’ horizontal
prefil tering has been found essential, especially at 1.25*{‘5c sampling.

Simulation results have indicated that aliasing errors at 2.5*f‘sc
sampling are Darely noticeable. However, at 1'25*f§c aliasing errors

are noticeable but are judged to be acceptable.

d) Vertical Prefiltering and Subsampling:

Experiments with vertical subsampling {within the field) indicated
that significant loass of vertical resolution results. Therefore, this

approach to reducing the data rate has been discarded for this

application.

e) Temporal Subsampling:

Several temporal subsampling factors ranging from  2:1 field
subsampling‘ to C:1 field subsampling have been simulated. The resulis
of simulation indicated that temporal aubsampling is Dbest realized by
both the scan converter and the coder combined. Therefore, for the
system operation at 1.5 ¥Mb/s to 256 kb/s, the scan converter dces not
perform any temporal subsampling. For the {28 kb/s - 64 kb/s range, the
scan converter provides an initial 4:1 field subsampling. Additionai

field subzampling 1is provided by the coder in order to achieve maximunm

utilization of the available channel bandwidth.
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2.5 MOVEMENT COMPENSATED MULTIMODE CODER

In interframe multimode coders the data is emitted from the variable
word-length coder &% an irregular rate and hence must be buffered for
transmission over a fixed rate channel. As the buffer content increases
due to more picture activity, parameters of the coder are altered to
prevent buffer overflow. The picture quality is gracefully degraded as
feedback from the buffesr swiiches the coder from its normal mode of
operation to a set of overload modes. These higher modes will degrade
the signal, and must be arranged to give the best subjective quality as
the amount of motion increases. The operation of the multimode <coder
can be represented by a state transition diagram as shown in Fig.
2.10.a. The modes of operation are indicated by B Mo. Ml""mn;
asscclated with eech mode is a set of coding techniques and coding
parameters. The mode switching rule from mode Mi to made MjA is
represented by Ri.j' In fact, Ri,j i3 based on the buffer occupancy;
if the buffer occupancy is greater than or equal to a forward ‘hreshold
Ri.i+1 the mode changes from mode 1 %o i+!. Similarly, i the occupancy
decreases (due to decreusing picture activity) below a  backward
threshold Ri.i-l then the coder will switch to the lower mode of
operation Mi-l' MO is the main mode of operamtion which is designed to
€ive {ull avuilable resolution and best picture quality. M_lis the
"underflow" mode of operation %o insure that the buffer does not
underflow. It is also invoked periodically, i.e., used as a refresh
mode, to limit the propagation of channel errors by tranamittirg the 8
bit PCM samrles. Modes Ml. MZ.....Mn are the overflow modes of
operation and are invoked successively as the spatio- temporal activities

in the picture increase.
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The multi-bit rate multimode coder, can be thought of as being
constructed as an (n*!)-stage transition diagram. However, depending on
the desired bit rate, not all stages will be used. For example, when
the coder is switched %o operate at 64 kb/s, the main mode of operation

i3 mode 4; i.e., the entry point into the state transition dJdiagram |is

variable as shown in Fig. 2.10.b,

2.5.1 Bit Rate Considerations

For digital transmission of the video information over communication
channels, 4 certain amount of cverhead has to be reserved to provide
synchronization, framing and error protection. Such overhead has to Dbe
provided within the total bit rate allocated for tranamission. This
will result in a reduction in the number of bits avallable for coding of

the video information.

In many video conferencing applications, it is necessary ¢to carry
out voice, data, graphics, and facsimile signals ¢tranamission in
addition to the video infomation. In the WCATC a separate system |is
designed to handle these additional sigrala., Therefore, no allocation
in the current coder is made for such signals. It is assumed that ‘he

voice signals will be properly synchronized to the video signal.

™he different bit rates allocated for the video and overhead

information are given in Table 2.1.
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AVAILABLE VIDED 1NFCRMATION RESERVED FOR
TRANSMISSION BIT RATE RATE OVERHEAD
64 kb/s 50 xb/a 14 kb/s
128 kb/s 100 kb/s 28 kb/s
256 kb/s 200 kb/s 56 kb/s
448 kb/s 375 kb/s 7% kb/s
' §52 kb/s 750 kb/s & kb/s
1,5 Mb/s 1.25 Mb/s 150 xb/s
)
TABLE 2.1: Bit rates uallocated for video and overhead
informmation.
]
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2.5.2 Techniques Used in Different Modes cf Cperation

As mentioned before, +he multimod: coder incorporates several data

rate reduction techniques, namely:

1)
2)

Movement compensated predictive coding
Temporal field subsampling
Temporal filtering

Isolated pel noise suppression and change of thresholds

Switched quantizers

Block encoding and variable word-length encoding

In the following sections these techniques are discusgsed.

2.5.3 Movement Compensated Predictive Coding

In movement <coupensated predictive coding the displacements of

different objects have to be obtained. 1In moving areas of the picture,

the prediction is formed in the direction o¢f the mnotion.

following sections displacement estimation

In the

tachniques are discussed.
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W =2

2.5.3.1 Zsvimation of the Translational Tisplacement

‘here 1re several arprosches for 2stimating the displacement of
objects. The selection of a suitable technique is gcverned by sevaral
factors such as (i) ability to operate in real-time at high speeds, [ii)
implementation complexity, and (iii) performance in the context of &he
current coder. 3Based on these factors, the selection can be narrowed

down to two approaches.

The first approach is based on a block struc4ured displacement
2stimation technique C9,10}. In this approach each fleld is subdivided
into rectangular bdlocks of !l pels oy M lines. A single displacement is
obtained for each block. The resulting displacement estimates for the
whole field are then stored to be used in furming th- movement

compensated prediction, i.a. displaced field (or frame) values, for the

next field to be processsad.

The inage intensity is defined ns u’g,t). expressed ag 3 function of
spatisl coordinates x = (x,y) and time t. Thus with a displacement d,
u(gfg,t-T) ~¢pracents the pel in the previous frame which has moved to

ta new position u{g,:) in the pregent frume. Tne displscement i, which
nas occurrad in one frame interval, may be estimated as follows.

Defining the displaeced frame diffarence as:-

D(x, t, d) = u(x, t) - u(x-d, t-T) (2.1)

where T is she frame interval.
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For each block an estinate é is obtained as:

-~ -l
d=d- [Z by AxT] l DFD(ﬁ.t,E)AY (2.2}
XxeMA = = Xxe MA =

where 3 is the previously obtained estimate for the same block and Ax is

a finite difference approximation of <the spatial gradient. The

summations in (2.2) are carried out over the moving area (MA) within the

block., Implementation of equation (2.2 requires multiplications. It

can be simplified to eliminate the multiplications and reduce the number

of additions needed without significantly affecting the

performance.
The simplified form of (2.2) is given as:
i-1 .
] DFD(x, d*7%) + Sign (G,)
G
MA ¥
[ DFD(x, 4*7Y) - Sign (c,) (2.3)
bttt :
G, |
My 7
where Ei = (d:,d;), di and d; are the displacement estimates 1in the

horizontal and verticul directions respectively. The gi'l is the

displucement estimate for the same block at frame {or fleld) i-1. G,

and Gy are the horizontal and vertical gradients respectively. Sign (.)

denotes the sigu function., Similarly to the DFD, the (standard) Frame

Difference may be defined asg:

FD(x, t) = u(x, t) - u(x, t-T)
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The block structured uapproach describded above has been previously
simulated .in +the <c¢ontext of the nultimode coder. For the higher bit
rate range and with picture material containing medium amounts of
motion, good results have teen obtained. However, for the lower bit
rates and when larger ‘temporal subsampling ratiocs are used, the
performance of this approach deteriorated very rapidly. This is largely
due to the fact that the basic assumptinn of =a uniform displacement
within a block i3 no longer true when large temporal subsampling is
used. In addition, in this approach, the displacement estimates
obtained from the previous processed field are used for prediction of
the current field. For example, if a temporal subsampling ratic of 8:
is wused, 1in order to calculate the displaced frame value at current
field j, the displacement estimate between fiel.d j-8 and j-16 is used.

This estimate is potentially inaccurate.

To alleviate the prublem with this approach, calculation of the
displacemen’ estimates can be taken outside the coder LPCM loop prior to
parforming the temporal subsampling procezs. However, such a solution
would have required the transmission of the displacement estimates to
the recelver. CQCbviously this will add significant cvernead which cannot
be accomodated at the lower bit rates. Since it is desirable to have a
single displacement estimatinn technique to be implemented in the c¢oder
that can operate satisfactorily over all the bit rates, trhis sapproach lis

discarded because of its inadequacy at the lower bit rates.

The second aperoach for estimation of the displacement is based on
the pel recursive method (3], This approach has been found suitable for

the current coder and is described in the follcwing section.
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2:5.3.2 Pel Recursive Estimation of the Lisplacement

The recursive estimation of displacement is based on calculating the
estimate at & given pel Dbssed on previocusly obtained estimates at
neighbouring pels. Thus, let x-i, i ¢ I be a set of pels for which

estimates have already been cbtained. The new estimate is thus:

d(x, t) = £({d(x-i, t), 1el}, u) (2.4)

where the function f basically defines the estimator. The set I,
proposed in '3] consists of only one previously transmitted pel, either
the previous element of the same 1lins, or the same element on the
previous line. The d(l?i't) is modified in order ¢to reduce the

displaced frame difference D(},t,g) using the steepest descent algorithm

to give:
at = gt - coom(x,atTh vn(eeath e (2.5)
1 th . 1-1
where d is the displacement estimate at the i  iteration, d is the

i-1
previous displacement estimate, DFD (g,g ) is the displaced frame

difference, VI is the spatial gradient, and € is the convergence control
parameter. This estimator is preceded by a segmentation into fixed and

mov ing areas, and the estimate update process is applied in the moving

areas only.

Inplementation of Eq. (2.5) requires multiplications, and
interpolation to evaluate DFD and VI. Equation (2.5) can be simplified

without seriously affecting perfornance as follows:
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-1 s'Sign(DFD(ﬁ,gi-l)) . Sign(Gx(ﬁ - [g}_ll,t—T))
(2.6)
i i-1

d. =d
b4 v

where

- ¢-s1ga(0FD(x,a%7h))

- s1gn (G, (x - (a1, e-m)

1,4 4. 1 { ,

d '(qx ,dy ),dx and dy being the horizontal and vertical components of
the displacement estimste, while [g}} is the integral value of the

displacement estimate. G, and C, are the horizontal and vertical

X ¥
ccuponents of the spatial gradient., The sign funztion is defined as:
2. ,z4%0
|z
Sign(z) = (2.7)
0 ,2=0

In Eg. (2.6) the multiplication has been eliminated and the
interpolation process is required only to calculate the diasplaced frame
difference signal. The displacement estimate 1s updated 4in the acan
direction as shown in Fig. 2.11(a). The update is disabled in the
stationary area of the picture, i.e., when the frame difference signal
is less than or equal to a certain threshold value Km. The pels uged in
the calculation of the displacement estimates are i{llustrated in Fig.
2.11(v). The horizontal and vertical gradient calculations and

interpolation are calculated as:

X 2

(2.8)
‘- Il - I2 + I,+ - I3
y )
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The corresponding displaced frame element I i3 obtainead

interpolation as:

-~

IB = (1 - dfy)'[(l - dfx) I2 + dfy . I3]

. - ¢ L ]
+<1fy fa df ) I, +df 141 (2.9)

where dfy and dfy are the fractional parts of the displacement estimates

in the norizontal and vertical directions respectively. The displaced

frame difference of pel x iat

i-1 - . o
DFD(x, d° ) = I3 - 1, : (2.10)

4 possible implementation of the recursive algorithm in the context
of a movement compense ed interframe multimode coder is shown in Figs.
2.12 and 2.17. In this casa, the previous frame prediction 1is a one=-
frame  delay, and <the displaced frame difference 1is obtained by
interpolation. It i3 noted that the displacement estimates need not be
tranamitted, being imbedded in the daté. That is, the displaecement
estimation is carried out usiLg previcusly processed picture elements,
which are available at both the receiver and transmitter. In Pig. 2.12
two predictions are formed, 1i.e. previous frame prediction and
displaced previous frame prediction. The coder switches between these
two predictors depending on which one gives a lower prediction error.
In order ¢to avoid +tranamitting to the receiver infommation on which

predictor has been uscd at the transmitter, the predictor selection ruls
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has to be based on previously processed data. In Fig., 2.14 the
predictor selection rule that has been used is shown. It i3 based on
calculating a function of the frame differences and displaced f{rame

differences at the previous line.

For a particular input pel being coded the predictor to be used is
selected as previously described. The displacement from the previous
line pel ls then ussd to form the displaced frame pel. The diffaerence
signal is then paussed through three circuits under control of the mode
controller. The first is the Isolated Pel lNoise Suppression unit with
variable parameters Kl and KZ‘ The second is the non-linearity (NL) or
temporal filtering unit, the output of which is quantized and passed
from the DPCM 1loop to the Variable Word- length Encoder. Referring to
the paths of the transmitted differunce signal, it can be seen that the
coded pal 1s reconstructed at both the transmitter and receiver. These
values are used to calculate the Frame Difference, which, 1if greater
than or wequal to u threshold Km’ causes the displacement estimate for
this present pel to be updated. This means effectively, that 4if a
changing or moving area is detected, the output "A" activatss the update
process shown in Fig. 2.12. To perfom equations (2.6), and hence the

update, the displacement estimate giﬂl

is decomposed into the integral
part ([dx],fdy]) and fractional part <dfx' dfy) using the quantizer
element Q. The integral part is used to locate the 4 pel window used in
the calculution of G, oy and DFD. The fraciional part (dfx, dfy) is

used in the intergolation,

As previously implied, the parameter ¢ controls the convergence of

the algorithm and normally is chosen as large as possible subject to a

stability ceascraint. If ¢ is large, the convergence rate is incressed.
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However, doing so can cause serious problems regarding stubility of the
algorithm and serious oscillations could result. In addition,
increasing € will influence the accuracy of the displacement estimate.
Tnis follows as reference to Eq. (2.5) indicates that the displacement
estimate can change by only Te , thus 1limiting +the accuracy f

interpolation aud/or prediction. As a compromise between speed of

convergence und accuracy, € is chosen to be 1/16,

To ensure thut the displacement estimation is fairly insensitive to
noise, proper segmentation into stationary and moving areas is required.
Complex segmentation algorithms are possible; howaever, in  many
instances there 1s 1little distinction between noise and low contrast
fine details in the picture. Thus, it has been found more practical to
compare the previous frame prediction error (frame difference) signal to
a thresold Kpe Updating of the displacement estimation is disabled
whenever the frame difference is less than Ky. If Ky is set %oo low the
noise would be classified as a changing area. Raising this threshold
too high would result in moving areas being classified as stationary and
would consequently disable the updating of displacement estimates
unnecessarily. Ideally X, should be varied according to the noise level
in the signal (if i% could be measured). A reasonable choice for this

parameter is in the range of X, = 3 to 8, and has been taken as 5.

2.5.4 Isolated Pel lloise Suppression and Change of Thresholds

In order to classify a picture element or area cf the picture as
being predictable, the magnitude of the prediction error (FD or DFD) is

compared to a threshold value Kl' Prediction errors with magnitudes
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less thun or equal to Ky are classified as being predictable and are set
to zero. As the value of Kl, ls increased, cpredictable picture areas
will 1increase. Kowever, large values of Kl will cause parts of the
moving area to be classified as background and then repeated from the
previous frame. Hlence the picture may appear to be moving behind a
fixed pattern (the dirty window effect). In addition, low contrast
details in the picture will bte affected. For the range 50 %b/s to 1.35
Mb/s, K, is restricted to the range of 3 to 5 (ous of 256), Of course
at higher modes the value of K, is increased to reduce the amount of

1
output data.

After the predictable and non-predictable pels have been classified,
an isolated pel noise suppression is performed. This operation is
illustrated in Fig. 2.15. The prediction error at pel C is set to zero
if ths surrounding pels A,E,D,E are predictable, and the magnitude of

the prediction error at pel C is less than a threshold value K The

20
value of K2 is wvaried between 5 and 20 depending on the mode of

operation.

2.5.5 Temporal Filtering

Once the pradiction error nas Ybeen thresnolded and 1isolated pel
noige suppressed, it passes through an operation of temporal filtering.
It is simply a multiplier (&) with a value between zero and one thet is
adaptively altersd depanding on the mode. Again its effect is a
reduc tion of bit rate. At the 1lower modes of operation temporal
filtering is not invoked (a=1); it {s only invoked (a<!) a: the higher

overflow modes. As the magnitude of the prediction error is reduced,
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the inner quantizer levels, which are assigned shorter word-leng+ths,
will be used more often. However, the temporal filtering process
results 1in loss of temporal resolution which manifests itself as a

blurring and talling of moving objects.

2.5.6 3witched Guantizers

The prediction error signal is quantized to a predetermined number
of levels in order *o reduce the transmission bit rate. In the main
mode of operation the quantizer step size is chosen in the range of 3-5
depending on the transmission bit rate. In overflow modes of operation
coarser gquantization i3 invoked to further reduce the amount of

information generated. The quantizer step size in these modes varies

from 5 to 11,

As variable word-length encoding is used, unffonn quantizers parform
better than nonuniform quantizers. This 13 due to the fact that
quantizers designed according to a minimum entropy criterion are fairly
uniform., This switched quantizer concept is illustrated in Fig., 2.16
using several lookup tables. It can also be realized using a single

multiplier for the case of uniform quantizers.

2.5.7 Subsampling

The previous four quantities, namely, thresholds Kl, Kz, Km and the
quantizer step size are permitted to change at the end of each line. A
further quantity under buffer occupancy control is the field subsampling

ratio; this differs, however, in being permitted to change only at the

Lode s n
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end of a field. To accomodate the range from 50 kb/s to 1.35 Mb/s,

field subsampling ratios varying from 0 to 20 are allowed.

In the final overflow mode of operation, frame rereat is used as a
last resort to prevent the buffer from overflowing. It is stressed that

this mode of operation M will not be used under nommal coder operation.

No further vertical or horigzontal subsampling. other than that done
in the scan converter is perfommed. As it is, the scan converter
reduces the 4*fsc horizontal sampling rate +to either 2.5*fsc or
1.25*fsc, depending on whether the coder is to be run at a high or a low

bit rate, respectively.

2.5.8 Block Encoding and Variable Word-length Fncoding

Predictable areas of the picture need not be <tranamitted, as this
information already exists at the receiver and, hence, may be revpeated.
Therefore only some addrossing information 4indicating if a group of
prediction errors are significant or insignificant need be transmitted.
A block coding approach is utilized in this coder. <Quantized prediction
errors are segmented into one dimensicnal blocks of 3 pels each. Ee-th
block is assigned one overhead bit - a "0" ;r a"1", If all prediction
errors inside the block are zero, this bit is set to zero and the
prediction errore are not transmitted. If at least one prediction error
in the %block is not equal to zero, then the overhead bit is set to "1 "
and all the elements in the block are encoded by the variable
word-length coder and transmitted. Therefore, a constant overhead »f

0.125 bits per transmitted pel is required.

,,,...,
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In order to utilize the statistical oproperties of the quant:.nzed
prediction errors, a variable word-length codar is used, For a given
probability density distribution, the optimum variable wourd-length code
(Huffman code) could be constructed. However, the Huffman code is
sensitive to a variation of the predictiuvn error atesisticas. In
addition, a-Huffman decoder is complex to implement and synchronization

recovery, in case of channel errors, i3 difficult to achieve.

The variable word-length code that has been selected 18 shown In
Table 2.2. The level =zero is assigned codeword "0"., The codewnrd
lengths are symmetrical about O, and increase by ! for each level,
starting from 3. Each word iz % wnded by "1" at the beginning and ot
the end. The number of zeros in-between identifies the level.
Implementation of the encoding and decoding in this case is very simple
as compared to the Huffman code and gynchronization can be sasily

recovered when channel errors occur.

2.6 MULTIMCDE CODER SIMULATION RESULTS

The multi-bit rate coder described in the previous sections has bewn
simulated on the BNR/INRS dimage processing facility (DVS)., A
degeription of this facility is given in Appendix A. The bit rates used
in the simulation are shown 1in Table 2.1, Several video sequances
containing head-and-shoulder viaws have been used as input to the coder.
The sequences contained varying amcunts of moiion in order to evaluate
the coder perfomance under different conditions. Colour photos of one

frame of the video sequences, "HARVEY" and "NEWSCASTER", are found in

Appendix B.
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QUANTIZATION CODE WORD CCDE LENGCTH

LEVEL
| | | )
8 1000060001 10 |
7 1 00000001 9 ! |
‘
6 10000001 8 i
5 | 1000001 7 e
4 100001 6 o
3 10001 5
2 1001 4 g
I
1 101 | 3 3 |
0 0 - 1 ’
-1 111 ' 3
-2 1101 4 ; ]
-3 11001 5 |
-4 110001 6 i
-5 1100001 7 '
-6 1 1000001 : 8
-7 110000001 9 '
-5 110C000001 10 .
o
. . ; .
TABLE 2.2: QUANTIZER AND VARIALLE WORD-LENGTH CCDZ ‘
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As explained in Section 2.4, the scan converter provides a digital
video signal at either 1‘25*f§c or 2.5*f‘Sc formats. The first is used
for the bit ra%es of 50 kb/s and 100 kb/s while the second is used from
200 kb/s to 1.35 Mb/s. The multimode coder parameters are given in

Table 2.3 for the high bit rate range and in Table 2.4 for the low bit

rates.

In the following sections, the simulation results cbtained for the
aforementioned video sequences are discussed. The importance of using
the technique of movement compensation is demonstrated, followed by the
coder performance over the entire bit rate range. 4s an objective
measure of performance, the buffer occupancy is determined for each
sequence at diflerent bit rates. This indicates which modes of
operation the coder used in order to achieve the required transmission
bit  rates. Since higher modes of operations normally introduce
degradation gracefully into the pictures, the buffer occupancy gives an
indication of picture quality. In addition, picture quality of the

processad video sequences at different bit rates has been informally

evaluated.

The huffer occupancies fur the low bit rate ranges are shown in
Figs. 2.18%2 and 2.19a, while the high bit rate ranges appear in Figs.

2.1€b and 2.19b. Note, however, that the entry point for Fig. 2.19b is
MCDE 2.
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MODE OF OPERATION (HIGH BIT RATES)
* CODER PARAMETER =101 2 }3 |4 |56 |7 |89 |10{11(12|1314 1516
. Quantizer Step 1 3 5 5 7 5 7 5 7 3 7 5 715 7 9 111 -
Threshold Kl O3 (1313 (35|55 (55 ({5|5"!'5 (5[5 ]51]5125
Threshold K, O | 5t5|5|5 ;55|55 {55 5|56 1{7]81]9 |25
Threshold Km -|/5¢{5|5|5|5|5|5|5|5|5|5|5|5|5|5]5]-=
ALPHA (a) -ty y)1}214yry1 2142111111 1.75/.7510
Field Subsampling - 3 0 2 2 4 4 6 6 8 8 |10|10 121121420} =
Ratio
Frame Repeat NO | NO|NO | NO |NO |{NO|NO|NO|NO|NO|NO|NO|NO|{NO|NO|NO |NO]I|YES
Ti** ik 6 {13 |19]25(31 38|44 |50(|56|63{69 75|81 |88 /|94 100| -
fi - 101319 |[16]22]|28 344147 |53|59|66)72|78[84]91] ~

* No Field Subsampling indicated by 0

"
*% Forward (Ti) and Backward (Ti) Thresholds in terms of percentage

buffer occupancy [=(R

1,3

*%% Buffer occupancy levels offset

TABLE 2.3:

/32K) x 100]

MULTI-BIT RATE MULTIMODE CODER PARAMETERS
FOR HIGH BIT RATE RANGE (256 Kb/s +)
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MODE OF OPERATION (LOW BIT RATES)
rCODER PARAMETER (=-1| 0| 1 [ 2 [ 3| 456|789 (10|11i12[12]14]15
Quantizer Step L|{s|{7|{s|7|s5|6é6{s5|7|5|7|5|7|9|11]9 |1
Threshold K, o(5(5|Ss|5|5!5]5|5]5|5|5({5]5|5](5]S5
Threshold K, 0| S|[5|5|5|5|5|5(5] 6| 7] 8| 9}|10]16]20]20
Threshold K_ -!'515s|s|s|s5|5]5]|5|5]|5]|5|5|5|5]|5]{35
ALPHA (o) -1}y r}yz1y1)2ry1i1{.75.75.75/.5|.5]{.5
Field Subsampling! - | 4 | 4 | 6 | 6 [ 8 | 8 [10/10|12|12| 1414|1616 1620
Ratie
Frame Repeat NO | NO| NO|[NO|NO|NO|NO|NO|NO|NO|NO|NO|NO|NO|NO|NO|NO
'I‘Ni* o 6 | 1319|2531 38|44 |350|56]!63|69]|75]|8L|88] 94100
T, -] 0] 3] 9 |16[22|28|346{41]47(53!59(66[72|78|84]|091

* Forward (Ti) and Backward (f;) Thresholds in terms of percentage

buffer occupancy [=(R /32K) « 100]

1,3

*% Buffer occupancy levels offset

TABLE 2.4: MULTI-BIT RATE MULTIMODE CODER
PARAMETERS FOR LOW BIT RATE RANGE
(64 Kb/s, 128 Kb/s)
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2.6.1 Impact of Yovement Compensation

A key factor in achieving acceptable picture

quality in the

mul tinmcde coder 1is the incorporation of movement compensation. Its

effectiveness depends cn the amount of motion in the image. HARVEY and

NEWSCASTER were tested at 5C xb/s using Jjust a previous frame predictor

as well as a mcvement compensated prediction technigue.

shown in Figs. 2.17a and 2.17b, respectively.

Without movement compensation in HARVEY, the rapid
head after about field 70 causes the buffer to overflow
frame repeat mode. Movement compensation, on the other
prevents buffer overflow, but achieves an overall

percentage buffer occupancy and a subsequently imgproved

This improvement proves to be even mcre substantial

The results are

nodding of the
and initiate the
hand, not only

lowering of the

picture quality.

with NEWSCASTER.

Without movement compensation, buffer overflow occurs with the large

moticn at the beginning of the sequence, while high modes of operation

persist for ihe rest. Tha effect of movement compensation during this

Tast motion is to reduce the percentage buffer occupancy

to 4C whilst

orerating at [FOLZ 6 or lower. This is particularly relevant as the type

of motion is considered *o te nighly similar ¢to that

teleconference participant,
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2.6.2 ¥ulti-tit Eate Coder Simulation Results

Tor the two sequences at 1.7% u/s, the quality of <the coded
pictures is excellent. 1In fact, %he coder has utilized *he main mode of

operation ¥p and quite often the underflow mode of operation %_Lis used.

The quality obtained at 75C kb/s for both sequences is close to that
at 1.35 b/s. The buffer occupancy increases sufficiently to force
SZWSCASTIR from the underflow mode to operate for 10 percent of the time
in MCDZ 1. With the rapid head motion of HARVEY after field 70, the

major mocde of operation is MCDE 2.

At 375 %xb/s, the quality is again very gcod with a slight amouns of
jerkiness under fast motion. This 1is reflected by the fact tha%

EVSCASTER spends 82 percent af the time 4in Yodes ! and 2, HARVEY

=

spending 73 percent of the time in mcdes 2 and 3.

At the bottom end of the high bit rate range, 220 kb/s, quantization

0f little motion, such 28 between

(]

noise is slightly visible. In region
fields 55 and 70 for NEWOCASTER and up to  field 70 for HARVEY, the
motion rendition is very good, i.2., ne* much jerkiness. Tutside these
rzzions, %the Tast nhead mo%ion in HARVEY causes MCTE td 40 Ybe tbriefly
attained (777 Buffer Cccupancy) while NTWSCAZTER reaches !'CDZ 5 (329

Buffer Cccupancy), so that some jerkiness is visitle.

Inspection of Figs. 2.1%a and 2,122 indicates that a horizontal
subsanmpling factor of 4 (:i.e. 1.2S*fsc) is necessary if btoin NIWSCASTIR

iARVZY are to be processed a% bit rates less than 220 xb/s with

[e N
[

an
acceptable pizture quality. This 1is evident with HAZIVEY, where if a
horizontal subsampling factor less than 4 were to be ugsed, the buffer

would cverflow at 50 kb/s. At 50 kb/s and 170 kb/s the spatial aliasing
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which results is visible bul is not annoying. Tne buffer occupancy
surves are a3 expacted. from Fig. 2.1fa it can be seen how, a* <the
veginning of MNEWOCASTER, nmotion is fairly lerge leading %o a rapid
increase in occupancy. This is <followed by a 1little motion pars
enabling the coder %o gradually empty the buffer. The large motion area
of HARVEY initiates high modes of operaticn and hence high field
subsampling ratios. This causes blurring and jerkiness of the moving
areas. This 2ffact is not as serious with NIWSCASTER, however, due to a
smaller amownt of abrupt mction. YNevertheless, for the agpplication at

hand, the picture quality at +‘hese low bit rates is deemed to be

adequate.
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CUNCLUSICNS AND DIRECTICNHS FCR FUTURE WORK

In this study 2 multi-bit rote multimede movement compensated
interframe video coder for video conferencing applications has been
presented. Simulation of the coder operation at different bit rates
ranging from 1.5 4b/s to 54 kb/s has been carried out on the BNR/INRS
image processing facility DVS. The results cbiained are very opromising
especially at the low bit rate end. Good picture quality is obtained at
256 kb/s and acceptable picture quality is obtained at 64 kb/s. A key
element In achieving this goal 1is the incorporation of a motion
rompensation technique that can operate at diiferent bit rates in

corjunction with other dat. rate reduction techniques.

Proposed future work on this project will involve carrying out a
systom design for the codec. Special emphasls should be placed on the
lower end of the bit rate, i.e., coder operation at 256 %b/a - 64 kb/s.
The system design involves identifying implementation alternatives,
taklng into acsount stnte-of~the-art high speed tacknology anil  wsconemic

considerations.

In addition, investigation of techniqua& for 4improve’ handling of
very large amounts of motion at the lower bit rates should be carried
cut. This will improve picture quality, especially a%t the 64 kb/s rate.
The impact of channul errors on the coder operation nnd picture quality

gshould be exumined and wsultuble aervor oorrection and/or concealment

techniques {dertified,




Appendix A. A DIGITAL TELEVISION SEQUENCE STORE (DVS)
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The DVZ is a general purpose simulation facility for Processing

television  pictures, especially moving sejuences. It provides

. facilities for real time acquisition and display of digitized colour

(47SC) or black and white sequences. It operates in a non-real time

processing environment providing the user random access to the stored

da%a anrd the {lexibility to simulate different processing algorithms.

The processed sequences can be displayed in real-time and compared.
The system design concept of DVS [12] involves the wuse of several

mov ing- head, remocvable-pack, disk drives operating 4in parallel to

provide the necessary bit rate capability. A sgemi-conductor buffer

memory, which has a high-speed port to accept digitized video and a low

speed port to communicate with the disk, is associated with esach disk
drive. The current implementation of the DV? at the BIR/INRS Signal

Processing Laboratory pormita 1 maximum sequance length of 30 seconds

and  can record/display s 856 x 212 gubearray of the entirs frame.

However, the DVS has been designed in a modular fashion, allowing

expunsion in terms of increased deta rate (resulting in increased window

8ize of the pioturs) und/or incrseased storage capacity (resulting in
longar aaquenceas).
The IV3 is asupporsed by 1 VAX 11/7%0 computer oparating under
Y15.2.4 in o multi-user environment.
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A.2 CAPABILITIES

The NTSC composite signal can be sampled at 2,3 or 4 times the
colour sub~carrier frequency (7.16, 10.7, or 14.3 MHz) and can be
linearly quantized up to 256 levels (& bits). The system can easily be

enhanced to accomodate other sampling frequencies below 15 MHz.

The DVS has two modes of recording: in one mode, it records a video
sequence of a pre-determined length starting at a given time. In the
second mode, DVS simulates a recording loop continuously recording the
last n seconds of video (n < 80 3). The recording process can be
stopped at any time to preserve the last n seconds of recording. The
first mode is useful for automatic sampling of breadcast material, whi' e
the second mode is useful in capturing an event after it has occurred.

DV5 is also capable of recording every mth frame of a sequenca.

There are geveral display modes. The DVS can display a sequence of
predefined langth elther repetitively or in "palindromic" mode. In the
latter mode, an arbitrary sub-swquence of a recorded sequance ia
repetitively displayed, first in the forward direction and then the
reverse direction. This makey it possible to present motion without an
abrupt discontinuity at the end and the beginning of the sequence. DVS
has facilities for slow-motion display as well as for wstepping through
video frames one by one. An important display feature of DVS is the
capability to switch back and forth between several sequences without
sesing transient effects on the monitor. For non-real-time processing

of video duta, the user has randam sccems to the recorded data.
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A.3 THE SYSTEM

A ble~k diagram of the CV3 is shown in Fig. 2,20. This is a
two- disk configuration of LVS. The disks used are CIC 9762-1 £0 ilbyte
storage module drives (SiD”s). These drives have a burst transter rate
of about 1.2 Mbytes/s. Fach disk is provided with a high speed

semiconductor buffer memory of 256 kbytes.

The General Video Controller (V) includes the digital vidso swiuch
which connects one buffer memory to either the A/D or D/A converter, the
digital time-base generator aﬁd the analog televisisn interface. The
GVC hes an interface to the VAX 11/780 through which it receives controi

information und transfer timing information.

Bach Field Storage Unit (FSU) consists of the semiconductor buffer
with high-speed video port, a Computer Bus (Channel) Interface, a disk
adapter, a disk controller and u disk drive. The channel interface

links the computer to both the buffer and the disk aduapter.

The unaleg video signal ia connected to the video perts of the
high-speed semicondustor buffer mnmemories via the CV2. The incoming
digitized video windows are awitched from one bdbuffer memory o suoiher
in & eyclical fashion. This "round-robin" mode of operation makes the
disks work in parallel und doubles the transfer rate., In the particular
implementation, six field windows (1/10 8) are sent befora the video
{nput stream is switched to the othar buffer. The disk tranafer "ainrs

"

up’ delay is thus incurred every 1/10 n instead of every 1/5C s, thus

increasing the throughput and providing a larger window,
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A.4 SOFTWARE

DVS has 8 comprehensive support software package resident in the

host computer. DVS has been integrated in the multi-user enviromment by

means of a device handler, which is a special task under VMS-2.2. “he

handler provides the software interface between a particular hardware

device and the application program using that device.

The DVS software support can be sub-divided into four basic

functions:

1. Data Base Management,
2. Real-time System Control,
3. Data Procewssing Support,

4. Syastem Maintenunce and Calibration.

The DVS has been deaigned to support several users. At any time,

only one user can accass DVD; howewvar, vach user can have one or more
VISTAs (Vieual Information 3torase Area) defined on the disk. The da%a
base nunagement system of the DVS provides the users with the following

facilitivg:

4) User Segregation and Data Sacurity,
b) Dynamic Resource Allocation,
¢) Arehiving Facility,

d) 3imple Uner Interface,

¢) Acoess to Physical Parumeter Informa‘ion.




The sofiware for real-time system control provides the wuser with
convenient facilities for recording video sequences in pre-defined areas
in the file system and for subsequent display of sequences/subsequences.
The DV3 disk data format has been devised to minimize the cylinder- to-
cylinder switching time. The fields recorded during the forward moticn
of disk heads are interleaved with those recorded during the return trip
for palindromic display. For "glitch-free" switching between several

sequences, it i3 possible to interleave twe or more sequences in the

same fashion.

The data processing support software provides convenient facility
for reading data form stored sequences and writing processed sequences
into file areas. Under tie control of +the wuser, video data is
transferrsd betwsen the c¢omputer and DVS uoing direct memory access

(DMA) techniques incurring regligible CPU ovarhead.

The system maintenance and celiration software provides facilities
that aid in monitoring the integrity of aome of the key componenta and
permit udjustment of oaystem variables to compiy with wuser-defined

spacifications or with pre-definad default values.
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APPENDIX B

PICTURES OF ONE FRAME OF THE MAIN
VIDEO SEQUENCES USED IN THE SIMULATION

(b) HARVEY (2 seconds)
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