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7'1he pusnc;: oStizco r rr~ i.~y

W! ~ifjic.-ion folloi,;)A b"t. the ?:i -- tion of

rob~ust statistic --) C>,e oii-: .

t i o o ' c on fi,3 u riI poIy s ampIi n; t e '- ni uu.s F nK u ser

of the minimium att=_inr hc varianc-e an,- maimum

,Fttaineble polyeffici-ncy %Ierivec from tif:sc t c~-

n iq ues AL i n .fi ne- t Lin inrj t hef pi is c 4-~ es t imlt,?s.

T'ie form of the rushh )c: 2stinp'te sh-o,.,n by -

tional Ionte Cirlo methocds to perform aell in com.-

parison to a l-ood biweight is modifier' a-nd the

performance is improved.
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T:) h r ify v'"i; th,3L use s n r.

(1) ~ ~ A th ~tr~ ion of the minii-i tta inFh. var i-

zncq for e.c.s:,m-)inj situalinn,

(2) t>&c Jretermin-tion of th'5- n.iiun ih mo

ficiency for s.?veri.1 s-implijn- situnt ions Fnf

(3) tine tuning of a robust orocieure wit'-i th- o1m

increasing its efficiency or polyefficiency.

(I.) cn.n be ,cievec us 4nci con f igUr ! sannl inc or

joys~n'1in'j methods. Tn the former, no wOi iihis Fr us-

since ie :,?t,- are ill. fro-i the SitUation' unr,: -rnsi-1-rn

t io n. In th'- latter, weij~hts (Ps Oescri-he.-I in (Pr=-7iibon ;-n'

T'lk:y (19P'1))) are usei4 to take into P.ccount trhp f; ct thnt:

,.e ha~ve data from situations other than thnt for .-hich w,?

are determnining the minimum v~riance. The restuts 'icis

here are basei1 on the configural pol.ys~rnplin technicqups

(i.e. the Weighted~ case).

These uses of confilural polysampling rre Apolied to

the pushback procedures. Thse pushhack estima.t-es Pr,! rlefin'

*Prenared in connection wi th re2se, rch at Princeton
Univrsity, quoorted by the Army lResearch Office (Ou r-
h11,
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prom a particulE.r situation i i1, . n!, n} .h'r: t'' f

are location scale densities. The pushback procerlure mo2i-

fi'os the order statistics of the n observations,

y(l), y(2), ..., y(n)

by substracting some function of i, o(i),

y(l)-p(l), y(2)-p(?), ... , y(n)-p(n)

The form of p(i) considereA is

p(i) = k-s-a(i)

where k is a constant, s is an estimate of the scalp of the

[y(i) I and (a(i) } is a set of central values of order

statistics from a suitable unit distribution. AonlicAtion

of a robust estimate to the pushed-back data determines the

pushback location estimate for the distribution of the

ly~i) I.

2. minimum ettainable variances.

As seen in (K',rystinik (19Qlh)), traditional Nlonte (=.rlo

results indicate that the pushback estimates of the form

P%AD-Gaus-pushbac- ne<IiAn perform well when ns-imin offi-

ciencies (with respect to the wr-hiweight) are used as the

criterion of performance. ',Se check this conclusion using

February 17, ]W~'



n ii

't.-L --I9 stzn-; rr erroL r ,, sur -:m t Ic. t>r I-I -K

r~'es rcsstill in t!,( rou'31i Formul,-tion st'-q-, .;: nio-? h~t

these estimates sh:oul be fzirly ..iell deo-nn sir.c:2, i.

usinj confi-gur!l polysamnlinJl, .j-i arce -ffacti-ly ~tn

informiation on these 5 stimates from many more nls(t.

conf igurritions) The t-stimpte for renh 7on :ieur~t iin =.n,.,

the ., ri .ncp !esti-nte Pssociate with it- cont.ain infor"mation

for the many samples Cr anci s varyincl; se ky nPr~I

hon (19'1))) ass-ociateci with the lata confiiura-tior L[c(i)

Sinca the minimum varilnce- for the GCoussiEan is knownr to

bp .05 -.ie w-ill use this vz~lu, Rn~i the slash mininum va-rianc! -

value given above to calculate Pffiriencins for the D%\ND-

Saus-pushback meian. These are shown in t~hle I for a

range of P from 37.5 to 75. These efficiencees a re c--lcu-

lated usinq the trAditiin~l Monte rrLo valriances.

From t-?ble 1, w.e see that the rmaximin Ficicncv is

approximately 741 and is ahievei Ft P=55 f-or 111 .'.

February 17, 1l02
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F,7iciencies* of the P% -us-ishhbzk " , "1'in
for th.- Chussian an(I sl.sh

P = 37.5 A5 50**

k
slash .4 .7% .7S3 -- •773 •759

.8 .775 .770 •77 .7^0 .541 .1 q
1.0 .7?2 .75; .752 .747 .411 .34'
1.2 .725 .715 .,7! .10 .373 .2 -

Gaussian .4 .677 .5C9 -- .93 .71A .720
.8 .697 .711 .742 .75e .390 .333

1., .712 .745 .804 .F26 .947 .956
1.2 .733 .795 .370 .291 .945 .921

*with respect to the configural polysanoling base,
minimum variance for the slash and .05 for the
Gaussian minimum variance

**50%AD values are those of the AAD.

February 17, 1932
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Thus usinj Pn Sti:lt-2 of t. L:- - ,1 . :Pi:.inu: _tn " '.h. .

i' ri&nce for the:? s! z f' - zn r Se siz, 2 ( rt r thi-n

best known for whicih -zl-bi'iiht ".'s cose oro,: ;jo ,

or -n asymptotic lo'wer houni) an,' the tw;o situtions 7-us-

sian and slFsh) which 3re likely to cover the remainini

3(Y''qG, mix and sl. cu) , we obtain conclusions ':hich suoport

those obtained using the w7-hiweight variances ,nd the five

situations. "ie limit Eurther discussion to the 55Wk-'Thus-

pushback med in form.

maximum attainable bie.ficiency.

Following the computations Iiscussed in (Vrystinik

(19931a)), we obtain the biefficiency for the two situations,

I minvar I
i.e. max min varT(hI . The biefficiency for sample size

t IQ=Gs vIrQt

20 is 93;%. The bioptimal curve corresponning to diffferent

shadow prices (see (Krystinik and .Morgenthaler (1931))) for

the two situations is shown in Figure 1. This optim-al effi-

ciency can be used to see how far from the optimum nossible

value a specific robust procedure is. For example, th-

pushback (55%AD-Iaus-pushback median) biefficiency is 7%.

The pushback is doing reasonably well but some fine-tuning

to increase its efficiency would be desirable.

4. Fine-tunina the pushback.

The third use of configural polysamplinq, i.o. fine-

tuning robust estimates, here the pushhack, is done as fol-

lows. Using t=55%AD-Gaus-pushback median, we calculate t

February 17, 192
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F'igure 1: Bioptimal (^Gaussian and Slash) curve for
sample size twenty.
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sV~ svinle s>'.own in Picqur2 2 (FS s;o.e not on coh -

f Li r3.1sn S Cz.ILie; t-- -or iTlr~ntllo is: st roscnl'~ n

tr~nsl. tieon of the-, jjlIues) is P.n ineof coni ourrt on

for hichthe puslrb,=ck eStimlt? an, theo bifi nt esC nt-

or - Qui te r i fEe r n t. Note? 1so thtthe w-ia~jti

betw;2en the two. Fijure 2 shows the orio iinal samnle %I i th

ordler statistics 1labelied A-P. The nushbopck rdpta arz! sowvn

for k=.O, .9, 1.0, 1.1, =in, 1.2 on the five linrs-tth

bottoim of the firjure. '3 t r aiijh t l ines connect th45 or i-i irip

order statistics to the associte- p7ushback vpiu~s. h

biontirnal estimate is shown Ps on the. figjure, tie 5 -

7,aFus-rpushhack med i an as , , the wr--hiweight s

A muod i ficrtion w ich- eliminates mi < 20 observ..'t ions

(where n lepends on the confiquration) far from the center

of the detp and then uses the sit fai ,i~l, 2f-l-i, thn

ctntral orrder-sta-tistic: values for n C-'issiinf siamol- oC si!

20-rn, is suggested. This modific7ation ten,'s to kepcentril

Oausia-li~epoints and uses a set of :7entrpl ord vr-

statistic valu-s eadapted to the new s,ine sizP. Thne fnrm

of this -iodific-;:tion that has been shown to peFrform, wall

Fe bruary I"', IP92
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-(se2 Andre;:s et el (l.'2)) is the set )F skining :)ro-

c -urcs. Skirp inj at I.C (1.5, 2.') is - fin, --, :oI-o:

(1) calculate the hinqe: an the hinsnre,

(2) eliminate observations further out than !.r (!.5,

2.0) times the hingesnread from eitiier hinje.

The skipping procedures were teste! w;ith ski-oing at

1.0, 1.5, and 2.0. Figure 3 shows the apnlication of skis-

ping at 2.0 to the cpta shown in Figure 2. The skipe';

pushback estimate has moved closer to the hi2fficient esti-

mate and is closer to the hiefficient estimate than the we-

biweight for pushback constants k=.3, .9, I.C, and 1.1.

The overall performance of the skipped procedures needs

to be evaluated. The skipping modification may improve the

performance of the pushback for the configurations on which.

the pushback ifnd biefficient estimates are far rt, but at

the same time make the pushh;ck estimates worse on the other

configurations. Table 2 shows the efficiencies (w.r.t. the

minimum variance in each situation) of the skipped 551,%D-

Gaus-pushback median. These efficiencies are calculated by

obtaining variance estimates for the skipped 55%AD-gaus-

pushback median. Skipped 55%,AD-'3aus-pushback medians are

calculated for the seme 150/15n configurations used in

obtaining the minimum variance estimates. We then use the

relation

February 17, 1 32



at C

034 0

CL~

f41

0.! CC

.II
m .

Vul1

m4-4

4

-

qL



1.. 2 2.

tC , re -.- o c , o sr- 7hr

minimu~~m va inc s

Fa ,Cr 7 .? , -,



ftC) = - t (v) IC + '.s 2 c (t(C)-t_ (c)

\here t (c) is the minimum vrriance estimrt_ 'or t-he confi-

ourtion and t (V) Ic) } is the rescaleA nr translate": *.'-r-

sion, t () = r +s .to(C). Confbininq the configuration

leve! information Ef{s21c} with the optimal estimate v;lues

and the skippeA pushhack estimate v.-lue, te, obtain *E'(t)

for a given configuration. te then use the weights

describee in (Pregibon, Tukey (195!)) to obtain an estilat

of the unconditional NISE. As seen in table 2 the bieffi-

ciency has increased from 71% to 37.5; due to the configu.ral

polysampling guided modification of the pushback.

5. Bioptimal curves and possible further modifications of

the pushback.

Figure 4 shows the bioptimal curve and the skipoed

pushback curves for fixed skippinq constants and those for

fixed pushback constant. It also shows the bioptimal one-

step biweight. For sample size 2n, S. Morgenthaler (per-

sonal communication, 1981) has shown the best one-step

biweight to be the w6.75-biweight. It has a biefficiency of

37%. Thus simple estimates in the form of skipped pushbacks

perform very well in comparison to the maximum attainable

biefficiency and the w6.75-biwelght.

What does this picture (figure 4) suggest for better

choices of estimates aimed at achieving 1) higher bieffi-

ciency, 2) high slash efficiency with 90% Gaussian

February 17, 19q2
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effiziency, ;n,' 3) high ' s s effi'i7ency 1.vt.h % ' ,ussi,-n

effi:iCncy? The curve for specifie skir:cin, f-ztor

roughly novo as lown on thle Lffiziency/cf icieny 'lot 's t",

skippingr factor increases. Thus one suggestion for incr-t-

in3 biefficiency is a pushback with skipping Factor slightlv

larger than 2.0.

This suggestion may also be useful in achieving h.iher

slash efficiency for 90% or 95% -aussian efficiency. The

slope on the right si-le of the fixed skipping factor curve

increases with increasing skipping factor. Thus we would

expect intersection with the 90% or 95% gaussian efficiency

horizontal line at a higher slash efficiency. The gains

from increasing the skipping constant are not expected to be

as large as those from the proposals below.

A second suggestion for increasing biefficiency and

slash efficiency for 90% or 95% Gaussian efficiency is the

set of estimates of the form

9 skipped + (1-9) unskipped

The pushback constants chosen for the skipped and unskipoed

versions used in the linear combination will depend on which

of the aims 1)-3) is considered. Figure 4 indicates that

for aims 2) and 3) larger pushback constants should be used

than for aim 1).

Preliminary results on the performance of estimates of

the form

February 17, 1902



s9 sk[op + (1-9) .Inskhi n,,

, j gixen in figure 5. Fiiuri 5 sho.;s the skiF - 2.0 Dt&;-

back, the no skin oushbck anrl the line< r co-,bl nPtion njr-

back efficiencies. For te 14ine r comhination , ushb)C-zk, t e

skipped pushback constant used is 1.2 an( the unskipped

pushback constant is i.0. These results indicate thnt esti-

mates of the linear combination form are likely to be a gjoor1

choice for aims 1)-3).

February 17, 19M2
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combination curves.
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