
L S4 i

RADC-TIR.82-116
Final Technical Report

Febrary 1982

'NNW 7-4-

° USERS CODE FOR THE FINITE-DIFFERENCE
• TIME-DOMAIN METHOD

liT Research Institute -

Dr. Allen Taflove
Dr. Korada Umashankar

APPROVED F01 PUBLIC EL.EASA; DISTRIBUTION UNMITEDJ

cI

C..:

= ROME AIR DEVELOPMENT CENTER j rT
Air Force Systems Command

EGriffiss Air Force Base, Now York 13441 APR 19 I

Lao
• II .E

""'-",, " 0 • .



This report has been reviewed by the RADC Public Affairs Office (PA) andIs ieleasable to the National Technical Information Service (NTIS), At NTISit will be releasable to the general public, intcluding foreign nations.
RADC-TR-82-16 has been reviewed and is approved for publication.

APPROVED:

DANIEL E. WARREN
Project Engineer

APPROVED:

DAVID 0. LUKE, Colonel, USAF
Reliability & Compatibility Division

FOR THE COMMANDER: - P

JOHN V. HUSS
Acting Chief, Plans Office

If your address has changed or if you wish to be removea from the RADCmailing list, or if the addressee is no longer employed by your organization,please notify RADC.(RBCI) Griffiss AFB NY 13441, This will assist .us in
maintaining a current mailing list.

Do not return copies of this report unless contractual obligations or noticeson a specific document requires that it be returned.

. .



.ý U Rj I (V I l. WA2i i rI')N Q1' r.",~ 'W?..,n IV.t, K fI-.I ýJ(

READ INSTRUCTIONS
REPORT DOCMAENTATION PAGE BEFORE~ COMPLE~TINC FO~RM-

11AVRPON mumUE G* 0 ACCESSION NO. 31. RECIPIENT'$. CATAL.OG NUMBERt

4 T11LEarw ub~tio) S. Ty~pe or REP'ORT a PERIOD COVK1110
USERS CODE 'YOR THEF INITE-D)IFT HF.NCE TIME- Final Technical Report
DOMAIN METHOD) 30 Sep BO - 30 Sep 81

6. PERFORMING 0-10. REPORT' NUMSER

N/A
7. AUTOR~s) COMIA AC? Ott axAmf mumilmrs)

* Dr. Allan Tafiove F30602-BO.-C-.0302
Dr. Korada lUmashankar

-6pErPo MINGO ROANIZATION NAME ANO ACORCSS W RGIMI~I~NRJ~1TS

IiT Research tnst'tute 6 47,t
10 West 35th Street 20640308

L Chicago IL 6061.6
It. CON R0LLINn OFFICE NAME AND ADDRESS it, REPORT DATE

Rome Air Dttvelopment Center (RBCT) r-ebruary 1982
GriffIss ATIR NY 13441 11.1NMI[ 0PAE

Same

is IS, IOUPPLE N TARY M roNtisT11scSi

1RADC Project Engineer: Daniel E. Warren MCIW)

It. KEY *OROS (Cantin'. oi teviii,1 side It neoeefis" anid Identify bYjay 0100 be"r)

F Electromagnetic Coupling
Electromagnetic Compatibility
Aperture Coupling
Trime flumain Solutions
-Finite Differene.-ehius
ac. ABSTRACT (Caentlni. an evis side if flosI~ggd anid Identify by bloch number)
ElecLromagnetic penetration and scattering problems are diffiltotrt
with many analytical or numerical methods because of the inab~ltty of
these methods to simply deal with the effects of structure mnterillsR,
apertures, curvatures, corners, and internal contents. In previoiis pr0.-
grams, a new approach for the direct modeling of very complex olioctro-
magnetic interaction problems was studied: the finite-differenve, tkim-
domain k1'D-Tfl) solution of M~axwell's equations. The F11-11) method liar, key

A 4VCASTTD(Cont'd) I
DD 1473 COITION OF NOY it It OBSOLITE CAS1IR

SEC11RITY CLASSIFICATION OF THIS PAGE rrfon Dtiei Entered)



UNCIASSIFIFD j
$XCuItN Y CLASSIPICATION Of T .NIS •A•A 9(WhW 000, Ent.,.d .

S~Item 20 (Cont'd) 
|

,_ advantages relative to available modeling approaches. These advantages
permit it to accurately treat complex problems that are beyond the scoptu
of solution by any other method.

he goals of the present research program included the development of
specific algorithms of high importance to help provide a flexible, simple-
to-use, and highly accurate user-oriented FD-TD computer program. Five
key improvements in the PD-TD algorithm were tested during this effort,
including the following:--,

<1V l) Total-field/scattered-field lattice division
'2• Variable angle of incidenceý
13 'b Second-order accurate radiation condition,
4.: Magnitude and phase computation condition for the sinusoidal

steady statee i
5> Ne~ar-to-far field transformation. I

r sioll_ For,

J .)uýIS l "I I

B y ... . ...

AD'i~L i tv(~e

Dist. ¶UQL2

I II I J

cw'•I.•b , ',d~ I .-

"4 i

•: ~UNCLAS S TFT ED

ii I"



REPORT SUMMARY AND DISCUSSION I

Electromagnetic penetration and scattering problems are difficult
to treat with many analytical or numerical methods because of the ina-
bility of these methods to simply deal with the effects of structure

materials, apertures, curvatures, corners, and internal contents. In two

earlier RADC contracts, F30602-77-C-0163 and F30602-79-C-0039, lIT Research
Institute (IITRI) investigated the application of a new approach for the

direct modeling of very complex electromagnetic interaction problems: the
finite-difference, time-domain (FD-TD) solution of Maxwell's equations.

The FD-TD method has key advantages relative to available modeling approaches,

These advantages permit it to accurately treat complex problems that are
beyond the scope of solution by any other method, The ultimate aim of

research in this area is to develop an accurate, easily-used, general com-
puter program solving for either electromagnetic field penetration, scat-

tering, or radiation for arbitrary metal/dielectric structures spanning up

to 10 or more wavelengths in three dimensions with a spatial resolution

better than 0.1 wavelength.

In order to more fully determine the usefulness of the FD-TD method,
RADC thought it is desirable to distribute this technique to as wide a

range of users as possible so that it can be tested by actual implementation.

The overall objectives of algorithm development in this case are to allow

RADC to write a user-oriented computer program for the FD-TD technique.

The goals of the present IITRI research effort for RADC, Contract
F30602-80-C-0302, included the development of specific algorithms of high

importance to help provide a flexible, simple-to-use, and highly accurate

user-oriented FD-TD computer program, To meet these goals, IITRI tested

five key improvements in the FD-TD algorithm during this effort, including

the following:

I.;J
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.1. Total-field/scattered-field lattice division.

This permits a very high computational dynamic range to accurately

model fields within shadow zones or cavities. This further permits

programming of variable angle of incidence and the second-order

correct radiation condition, suninarized helow..

2. Variable angle of incidence.

For two-dimensional problems, this permits a single data card or

Fortran statement to specify in a very accurate manner the angle

of incidence of a plane wave illuminating a structure, For three-

dimensional problems, both the angle of incidence and polarization

could be specified. There is no requirement to rotate the geom- J"

etry of the interacting structure in the FD-TD lattice.

3. Second-order accurate radiation condition. I
This reduces the uncertainty of the final computed results by as

much as ten-to-one. FD-TD computations using this radiation con-

dition now have estimated field-magnitude uncertainties of better

than +2.5% (+0.2 dB) versus previous uncertainties of +10%-+15%

(+l dB).

4, Magnitude and phase computation condition for the sinusoidal
stea state

This permits accurate determination of the magnitude and phase

of FD-TD computed fields at any desired points for later use in I
computations involving scatteiing, radiation, or coupling to wires.
This approach avoids any ambiguity due to either a possible DC

offset of the fields or the repetitive nature of the sinusoidal

waveform.

5. Near-to-far field transformation.

This permits the far scattered fields and radar cross section of

arbitrary structures modeled by the FD-TD method to be easily and

accurately determined. Observed accuracy of the radar cross section

using this feature is in the order of +1% (.+0.09 d8).
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rhese FD-TD algorithm improvements are documented in this report. In ad-

dition to the algorithm improvements tested by IITRI, this report also summa-

rizes a FD-TD feature which has recently appeared in the literature that per-

mits computation of the coupl ;g 1oi c',h,,ent; to thin wires and struts,

The conclusions of this report are as follows:

1. The accuracy of the pure FD-TD method for electromagnetic interaction

problems can reach the high levels previously attained only by method-

of-moments (MOM) approaches when the second-order accurate radiation

condition is used in the FD-TD algorithm. The FD-TD method retains its

significant advantages over MOM in terms of the much larger electrical

size and greater complexity of the structures that chn be modeled.

2. The specification of variable angle of incidence and polarization of

an illuminating wave can be achieved with the PD-TD method using only

a single data card or Fortran statement. 1

The total-field/scattered-field regional division of the FD-TD lattice

can be successfully implemented and offers' the significant advantaye.

of a high computational dynamic range. In addition, this lattice divi-

sion provides a framework for programming variable wave incidence and

polarization, improved radiation conditions, and the near-field to

far-field transformation for scattering problems. A

4. The near-to-far field transformation along a rectangular virtual sur-

face surrounding a scatterer makes it possible to use the PD-TD method

to compute the far cattered fields and radar,cross section of complex,

arbitrary structures with great precision.

It is the opinion of the authors of this report that the FD-TD method deserves

additional investigation to probe just what are the limits of application of

this extremely promising approach to accurately model electromagnetic penetra-

tion, scattering, and radiation problems,

This incident wave specification is now as simple for the FD-TD method as it

has been with MOM. However, the FD-TD approach requires re-running the entire
problem for each new incident wave angle. With MOM, only a single inversion
of the system matrix is required. Subsequently, arbitrary wave excitation is
treated as a simple matrix multiplication of the equivalent excitation vec-
tor. MOM therefore permits a conceptually simpler treatment of the variable
wave incidence problem.
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1.0 INTRODUCTIONi

Electromagnetic penetration and scattering problems are difficult to

treat with many analytical or numerical methods because of the inability

of these methods to simply deal with the effects of structurL. materials,

apertures, curvatures, corners, and internal contents. Usually, only

relatively simple qeornetries are studied in an attempt to gdin insight into

the key interaction mechanisms and to allow an indirect estimate of the

interaction for more complicated problems.

In earlier RADC Contracts F30602-77-C-0163 and F30602-79-C-0039,

IITRI investigated the application of a new approach for the direct model-

ing of very complex electromagnetic interaction problems: the finite-

difference, time-domain (FD-TD) solution of Maxwvell's equations. The FD-

TD method treats the illumination of a structure as an initial-value

problem. At t 0 0, a plane-wave source of frequency, f, is assumed to

be turned on, The propagation of waves from this source is simulated by

solving a finite-difference analog of the time-dependent Maxwell's equa-

tions on a lattice of cells, including the structure. Time-stepping is

continued until the sinusoidal steady state is achieved at each cell. The

field envelope, or maximum absolute value, during the final wave-cycle of
time-stepping is observed to obtain the magnitude and phase of the steady-
state field at any point.

This method has two key advantages relative to available modeling
approaches. First, it is simple to implement for complicated metal/die-

lectric structures because arbitrary electrical parameters can be assigned
to each lattice cell using a data card deck. Second, its computer memory
and running time requirement is not prohibitive for many complex structures

i
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of interest, In the RADC work, IITRI has shown the FD-TD method to be

capable o0 dcLurt'aLely • viny for liore thdn one ii I I i•n unknown field

components within a few minutes on an array-processing computer. Con-
sistently, a + 1-dB accurac.y relative to known analytical and experimental

bench marks has been achieved for a variety of dielectric and metal geom-

etri es.

The objective of IITRI's previous RADC studies was to evaluate the

suitability of the FD-TD method to determine the amount of electromagnetic
coupling through dn aperture into an enclosed conducting container and the
interaction and coupling of the penetrating fields with internal electronics.

Two specific container models were used for the evaluation. The first, a
simple conducting cylinder with one open end. The other, the complex guid-
ance section of a missile. Each of these two configurations was modeled
to calculate the electromagnetic field coupled into the structure.

The ultimate aim of research in this area is two-fold. First, develop

an accurate,easily-used, general code solving for either electromagnetic

field penetration, scattering, or radiation for arbitrary metal/dielectric

structures spanning up to 10 or more wavelengths ih three dimensions with

a spatial resolution better than 0.1 wavelenth. Second, develop a more

sophisticated intuitive understanding of basic wave interaction mechanisms
in time domain, such as transient propagation through beyond-cutoff cavity
interiors, field build-up at edges, convergence to the sinusoidal steady

state, scattering, and radiation.

In order to more fully determine the usefulness of the FD-TD method,
RADC thought that it is desirable to distribute this technique to as wide

a range of users as possible so that it can be tested by actual implemen-

tation. However, the FD-TD computer programs previously developed by IITRI
for RADC were research oriented rather than user oriented, i.e., they were

written to apply to fairly specific types of interaction structures rather
than completely general structures. Further, these FD-TD programs were

optimized for a specific vector array processing computer, the Control Data

2
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Cyber 203, in order to minimize the cost of purchased computer time. The

Fortran used for these programs was specialized to benefit from the machine-

specific features of the Cyber 203, and is not directly usable by common
scalar-processlng computers such as the Honeywell 6000 series, CDC 6600,
CDC Cyber 76, or IBM 370 series.

The overall objectives of algorithm development in this-case are to
allow RADC to write a user-oriented program for the FD-TD technique. Such

a program would ideally buffer the user from the complexities involved in
specifying an interaction geometry in the form needed by the main program.
Further, such a program would be suitable for arbitrary shaped bodies,

material parameters, incident-wave angle of incidence and direction of
polarization, and time dependence on the incident wave. Finally, such a

computer program would be machine-Independent, i.e., written in a standard
language such as Fortran IV, so that implementation on a very wide variety
of computers would be easily possible. However, the program would still
be structured to make the best econoniy of computer resources such as

memory storage and program execution time.

The goals of the present IITRI research effort for RADC include the
development of specific algorithms of high importance to help provide a
flexible, simple-to-Lise, and highly accurate user-oriented FD-TD computer

program, IITRI has tested five key improvements in the FD-TD algorithm
during this effort, and reports on these developments in this document.
The following is a listing of these algorithm developments, including
comments indicating the usefulness of each development.

1. Total-fieldjscattered-field lattice division.

This permits a very high computational dynamic range to accurately

model fields within shadow zones or cavities. This further permits
programming of variable angle of incidence and the second-order
correct radiation condition, summariked below.

3
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2. Variable angle of incidence.

For two-dimensional problems, this permits a single data card

or Fortran statement to specify in a very accurate manner the

angle of incidence of a plane wave illuminating a structure.

For three-dimensional problems, both the angle of incidence and

polarization could be specified. There is no requirementto

rotate the geometry of the interacting structure in the FD-TD

lattice.

3. Second-order accurate radiation condition.

This reduces the uncertainty of the final computed results by

as much as ten-to-one. FD-TD computations using this radiation

condition now have estimated field-magnitude uncerta-nties of

better than +2.5% (+±.2 dB) versus previous uncertainties of

+10%-+15% (+l dB).

4. Magnitude and phase computation condition for the sinusoidal
steady state _ _

This permits determination of the magnitude and phase of FD-I'D

computed fields at any desired points for later use in computations

involving scattering, radiation, or ci'upling to wires. This

approach avoids any ambiguity due to either a possible DC offset

of the fields or the repetitive nature of the sinusoidal waveform. ,

5. Near-to-far field transformation.

This permits the far scattered fields and radar cross section of

arbitrary structures modeled by the FD-TD method to be easily and

accurately determined. Observed accuracy of the radar cross section

using this feature is in the order of +1% (+O.09 dB).

4.1



In addition to the five algorithm improvements tested by IITRI, this

report will also summarize a FD-TD feature which has recently appeared in

the literature that permits computation of the coupling of currents to

thin wires and struts.

Section 2.0 of this report will provide a complete summary of the

theory and basic algorithms of the FD-TD method, including the five new
features tested by IITRI and the thin-wire coupling model. Sub-sections

which contain discussion of these new features will be denoted by a double

asterisk (*k) appearing before the headings. Section 3.0 of this report

will provide examples of computed results which illustrate each of the key
features of the FD-TD method examined to date. Aqain, examples of new

features will be denoted by a double asterisk appearing before the appro-

priate heading. Appendix A provides a standard Fortran listing of a two-

dimensional FD-TD computer program which illustrates the key features

tested by IITRI during this research effort.

2.0 THEORY AND BASIC ALGORITHMS OF THE FD-TD METHOD

2.1 Ideas Behind the FD-TD Method

The FD-TD method is a direct solution of Maxwell's time-dependent

curl equations. As shown in Figure 1, the goal is to model the propagation

of an electromagnetic wave into a volume of space containing a dielectric
or conducting structure. By time-stepping, ie., repeatedly implementing

a finite-difference analog of the curl equations at each cell of the

corresponding space lattice, the incident wave is tracked as it first

propaqates to the structure and then interacts with it via surface-current

excitation, diffusion, penetration, and diffraction. Wave-tracking is

completed when the desired late-time or sinusoidal steady-state behavior

is observed at each lattice cell. The rationale for this procedure is

that it achieves simplification by analyzing the interaction of the wave-

front with purtions of the structure surface at a given instant in time,

rather than attempting a simultaneous solution of the entire problem.

S4k
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Figure 1. TIME-DOMAIN WAVE-TRACKING CONCEPT OF THE FD-TD METHOD
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Time-stepping for the FD-TD method is accomplished by an explicit
finite-difference procedure due to Yee [1]. For a cubic-cell space

lattice, this procedure involves positioninq the components of E and H
about a unit cell of the lattice, as shown in Figure 2, and evaluating E
and H at alternate half-time steps. In this manner, centered difference

expressions can be used for both the space and time derivatives to attain

second-order accuracy in the space and time increments without requiring
simultaneous equations to compute the fields at the latest time step.

The finite-difference formulation of the FD-TD method allows the
straightforward modeling of the surfaces and interiors of arbitrary die-

lectric or conducting structures. The structure of interest is mapped

into the space lattice by first choosing the space increment and then

employing a data card deck to assign values of permittivity and conductivity

to each component of E. No special handling of electromagnetic boundary

conditions at media interfaces is required because the curl equations

generate these conditions in a natural way by themselves. Therefore, the

basic computer program need not be modified to change from structure to
structure, In this manner, inhomogeneities or fine details of the structure
can be modeled with a maximum resolution of one unit cell; thin surfaces
can be modeled as stepped-edge sheets. Figure 3 shows an arbitrary three-

dimensional scatterer embedded in a FD-TD lattice.

The explicit formulation of the FD-TD method is particularly suited for
programming with minimum storage and execution time using recently developed

array-processing computers. First, the required computer storage and running

time increases only linearly with N, the total number of unknown field

components, Computer techniques (such as the method-of-moments) which re-
quire the solution of simultaneous equations usually have a storage require-

ment proportional to N2 and a running time proportional Lo N -N3 [2].

Second, since all FD-TD operations are explicit and can be performed in

parallel, rapid array-processing techniques can be readily applied. As
will be demonstrated later, these can be employed to solve for more than

106 field components in a single FD-TD problem, as opposed to a maximum of

about 1O3 field components for conventional approaches using simultaneous-

equation solutions [2].
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pulses scattered from infinitely long, rectangular cross section, con-
ducting cylinders Ell. Other workers investigated electromagnetic-pulse

(EMP) interactions in time-varying inhomogeneops media [3]; with metallic
bodies of revolution [4]; with detailed models of aircraft [51, [6]; with

lussy dielectric stuctures [71; and with thin struts and wires [8]. .Four

distinct problems emerged in the process of adapting the FD-TD method to

model realistic situatinnt:

1) Lattice Truncation Conditions. The field components at the lattice
truncation planes cannot be determined directly from the Maxwell's-equations
analog and must be computed using an auxiliary truncation condition. However,

care must be exercised because this condition must not cause excessive
spurious reflection of waves scattered outward by the structure modeled.
The goal is to formulate truncation planes as closeas possible to the struc-

ture (to minilmize ýoritputer storage), and yet achieve virtual invisibility

of these planes to all possible waves w4"-hin the lattice.

2) Incident Plane-Wave Source Condition. The .lmulation of either a

plane-wave pulse or single-frequency plane wave at arbitrary angles of

incidence should not take excessive storage nor cause spurious wave reflec-
tions. The former would occur if the incident wave is programmed as an ,
initial condition; the latter would occur if the incident wave is programmed

as a fixed field excitation along a single lattice plane,

3) Sinusoidal Steady-State Information. Such data carn be obtained

either by a) directly programming a si-ngle-frequency incident plane wave
or b) performing a separate Fourier transformation step on the pulse wave-
form respunse. Both me-thods require titlIe-steppiInq to L maximum time equal

to several wave periods aL the desired frequency. The second method has

two additional requirements. rirsL, a short-rise-time pulse suffers from

accumulating waveform -rror due to overshoot and rinqlinnq as it propaqates
through the space lattice, This leads to a nuiiieri~al noise component which

should be filtered before Fourier transformation. Second, Fourier traiis-

Lto



formation of many lattice-cell field-versus-time waveforms (each probably

extending over many hundreds of time steps) would significantly add to

the total requirements for computer storage and execution time.

4) Total-Flield versus Scattered-Field Formulation. A choice exists
in whether to finite-difference only the scattered field instead of the

total field (at each lattice cell). The scattered-field approach may lead

to a relatively superior lattice truncation condition [4]. However, the

total-field approach is more useful in determining the fields penetrating
structures having shielding properties, or the fields in the shadow regions

of scatterers, where the total field can diminish to levels far below the

incident. Scattered-field codes have traditionally run into numerical

"noise" problems for such cases since they achieve interior or shadow-zone
field reduction by the subtraction of nearly equal scattered and incident

field quantities. Computed shielding or shadowing of more than 30 dB may

be difficult to achieve in this manner because of a residual "noise" floor

inherent in this subtraction process. A total-Field approach does not

suffer from the subtraction-noise problem and hence is suitable for computing

field penetration within shielded structures or into shadow zones.

Previous work by IITRI described initial efforts to solve the first

three problems above for the case of a total-field FD-TD program employing

a cubic-unit-cell space lattice [9] - [13]. Simple truncation conditions

were developed for two and three-dimensional lattices that reduced the re-

flection coefficient of closely positioned truncation planes to the order

of 0.1 for waves of arbitrary incidence, A plane-wave source condition was

described that allowed generation of an arbitrary pulsed or sinusoidal wave

(at a fixed angle of incidence) without requiring any additional storage

and without causing spurious wave reflections. Finally, it was shown that

sinusoidal steady-state data could be computed using the FD-TO method by

directly programming a single-frequency incident plane wave and time-step-

ping to the steady-state over several periods of the incident wave, Ob-

served accuracy was +1 dB at points of electric-field maxima, and +1 lattice -iI
11 I.1L2
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cell in locatingn electric-fil_Žld maxima and mi rimi , when the IMAic:e-cul I

size was chosen to be less than 0.05 X, as discussed .in detail. in 12] and

EL3].

The following sub-sections will provide a full review of the latest

formulation of the FD-TD method, including the features developed during
the current research effort as well as the thin-wire coupling model. These
new developments will be indicated by a double-asterisk (**) appearing before
the sub-section heading.

2.2 Computational Details for a Uniform, Cubic Lattice

2.2.1 Ba sic ystem of .EuayA. r

Using the MKS system of units, and assuming that the material parameters,
ii, _ and o are independent of time, the following system of scalar equations
is equivalent to Maxwell's equations in the rectangular coordinate system

(x, y, z):

3Hx 1 DE LE

"z X T .. .[z ) (lb)

a H 1 E I (1yE)__ (1c)

at Ry az x

T (Ey) (e)

z 1 aHX a(1

12•" •(BX•""•y"...mum If.



Yee [1] originally introduced a set of finite-difference equations for
Lhe system of [quations (la) - (If). Following Yee's notation, we denote a

space point in a cubic lattice as

(i,,i k) (i,;,j,.,kL) (2)

and any function of space and time as

Fn(i,j~k) - F(i j,ý,•,k,,S,n(St), (3)

where ,S - ýx 4 tVy = Sz is the space increment, 6t is the time increment, and

I, J, k. and n are integers. Yee used centered finite-difference expressions
for the space and time derivatives that are both simply programmed and second-
order accurate in 6 and in 6St, respectively:

2----F- + 0('S ) (4)

'jn i•k) n+• n *,

... . . .n + O(6t2) (5)

To achieve the accuracy of Equation (4), and to realize all of the space
derivatives of Equations(la) - (If), Yee positioned the components of E and I;

about a unit cell of the lattice as shown in Figure 2. To achieve the aL, U-

racy of Equation (5), he evaluated ý and H at alternate half time steps.

Many electromagnetic interaction problems involve nonpermeable media

and can be npproached using a fixed time step and space increment. For such

problems, the quantity iSt/p( I ,J ,k)6 is constant for all (I ,J ,k) of the

lattice, and the Yee sýstem of equations can be simplified to reduce computer

time in the following manner. We define the constants:

R 6t/2u (6a)

R 6t 21(62noc-) (2b)

13



R , ,(6c)

1 I Rc7(ni)/u (mn)
Ca(m) 1 + Ra(m)i-T (6d)

R
C(m) (6e)

b r

where m is an -integer denoting a particular dielectric or conducting medium

in the space to be modeled. We also define the proportioril electric-field

vector

E = Rb E. (7)

Using the definitions of Equations (6a) - (6e) and (7), we reformulate Yee's

finite-difference system for the H time-stepping equations as:

n",±: f-½• -n -n

Hx i ,J+ý,1k+!') H x(i ,J+ý.k+,-) + Ey(i ,J+-,k+l ) - Ey(i ,j+½,k)

_n _n (8a)
+ E (i,j ,k+½) - Ez(ij+l,k+½)z z

n-4l n-.A• ~n ~n

H (i+,jJjk+k.)) H (i+lj~k-I) + E (1 ,j,k+44) - E (i j,k+ýý)y y z

-n _n (8b)

+ Ex (i+',j,k) - E X(i+I-•j,.+l)

14
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H (i+'.j,Jj+,k) H (iý+½,i½k) + E (i+4,J+l,k) -E (i+½,J,k)
z z x x

_n - -n (8c)
+ E (i,j+!-,k) E (i+1 J+!½,k)

y y

Assuming m = EDIA(i~j,k) denotes the tvae of medium at an electric field

component location, E ~ ~(i,J,k), the ý time-stepping equations are:

n+l _n n+½ n+½
E~ (i+½,J,k) C (m)E (i+½,i,k) + CbmHZ+½ik -H(+,j,)

n+4 n+ý 8d
+ H(i+½,j,Jk-½) -H (i+1~j,Jk+!ij)3

y y

n+l nn1
(i~j+)ýk) C wt n J½ n+½+

y aCyb(m) [Hx(i~j+ý,k4) -Hx(iiij+',k-A)

n~tj n+½ (Be)
+ H (-,+ k)-H (i+!ý,J+'1,k)]

z z

nl+1. _n n +- n+½i
E (iJAk+!ý) uC (m)E (ij~k+Li) + C (m)CH( ,Jkl Hi!jj+ý

zb y y

+ Hn;, (80)
+ ( iiJ ½,k+4) - H~ (,Ij+!,k+½)]

This reformulation eliminates the three multiplications needed by Yee

to compute H H, and H Further, it eliminates the need for computer storage

of separate F. and o arrays. Now, only a MEDIA array which specifies the

type-integer of the dielectric or conducting medium at the location of each

electric field component in the lattice need be stored. In addition, the

15



•r and a of each medium can now be changed without having to re-punch a

large data card deck, if the basic ,ttructure geometry is unchanged.! Such
a change involves only the recalculation of the few values of Ca(m) and

Cb(m).

With the systemn of Equations (8a) - (8f), the new value of a field

vector component at any lattice point depends .only on its previous value

and on the previous values of the components of the other field vector at 1

adjacent points. Therefore, dt any given time step, the computation of a

field vector may proceed either one point at a time, or, with a parallel

processing computer, at many points at a time.

The choice of 6 and 6t is motivated by the reasons of accuracy and

algorithm stability, respectively. To insure the accuracy of the computed
spatial derivatives of the electromagnetic fields, 6 must be tmall compared

to a wavelength (usually < A/10). Further, to insure that the cubic lattice

approximation to the surfaces of the structure modeled is not too coarse,
6 must be small compared to the overall dimensions of the structure.

To insure the stability of the time-stepping algorithm of Equations

(8a) - (Sf), 6t is chosen to satisfy the inequality

6t <( I_ + I + ' xc - 6 (for a cubic lattice) (9)
6y 6z cmax

where cmax is the maximum wave phase velocity within the model [9]. The

corresponding stability criterion set forth by Yee in Equations (7) and (8)

of his paper [l] is incorrect.

**2.2.2 Lattice Regions and Plane Wave Source Condition [14]-[16]

As shown in Figure 4a, the latest formulation of the FD-TD lattice
involves the division of the computation space into two distinct regions,

separated by a rectangular surface which serves to connect fields in each

region. In two dimensions, the surface has four faces; in three dimensions, LA

the surface has six faces.

16
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Figure 4. DIVISION OF FD-TD LATTICE INTO TOTAL-FIELD

AND SCATTERED-FIELD REGIONS. (a) Lattice

division; (b) Field component geometry at

connecting plane y J 8
0
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Region I of the FU-[D itLLice is denoted as Lhe Lotal-iield ruyion.
Here, it is assumed, that all computed field quantities are comprised of j
the sum of the incident wave and the scattered field. The interacting

structure of interest is embedded within this region._ _

Region 2 of the FD-TD lattice is denoted as the scattered-field region.
Here, it is assumed that all computed field quantities are comprised only

of the scattered field. The outer lattice planes bounding Region 2, called

the lattice truncation pl.anes., serve to implement the free-space radiation

condition, discussed in the next subsection,

The rectangle faces comprising the boundary between Regions 1 and 2 j1
contain E and H field components which, according to the system of equations

(8a) - (8f), require the formulation of various field-component differences

across the boundary planes for proceeding one time step. Typical FD-TD
computations at these boundary points are as follows, using the spatial

coordinates shown in Figure 4b.

-.n+l .,1n+l in+A

E (i'Jo E) z .'J )1 qn. (13f) + Cb (m)Hx (ijo-½) (lOa)

n+½ nI +l
Hx (iOJo• ) W (i ,i") L(n() + E (iJ) (lOb)

x 0 x 'o 3) 0

Here, Ez(iJ ) is the usual FD-Tr value of the total E component evaluated

at point (i,Jo) and time step n+l. Simi arl', Hn(iJo-•)is the usual

FD-TD value of the s.cattered HS component evaluated at point (i,-.) and
time step n+ C, ,b(m) d.Jenote. a proportionality factor defined in Equation
(6e). The superscript "i" denotes the known incident field component

value. These computations assure consistency of the subtraction operations

of field components across Lhe Region l/Region 2 boundary. In effect,

total-field quantities are always subtracted from similar total-field *1
quantities; and scattered-field quantities are always subtracted from

Ii



similar scattered-field quantities. This enforcement of consistency serves

to precisely connect the total-field and scattered-field regions. Further,

the inclusion of arbitrary values of i and H1 in the consistency relations
permits the precise specification of the desired plane wave of arbitrary
angle of incidence and arbitrary polarization.

There are a number of key advantages to this methodology: (a) The
high-dynamic-range, total-field formalism is retained for the entirety of
the interacting structure, permitting accurate computations of low-level
fields penetrating into cavities through apertures, and in the shadow
regions of scatterers, (b) The scattered-field formalism is retained for

the lattice truncation region, permitting a very accurate simulation of
the radiation condition, (c) The incident wave contribution need be com-
puted or stored only for the field components at the rectangular surface
connecting Regions 1 and 2. This results in much less computation or

storage than if the incident field were to be computed at all points within
the interacting structure to implement a pure scattered-field formalism,

(d) The scattered near field in Region 2 can be easily integrated to derive
the far-field scattering and radar cross section, as discussed later.

**2,2,3 Lattice Truncation Conditions

A basic consideration with the FD-TD approach to solve electromagnetic
field problems is that most such problems are usually considered to be

"open" problems where the domain of the computed field is ideally unbounded.

Clearly, no computer can store an unlimited amount of data, and the field
computation zone must be limited, The computation zone must be large enough

to enclose the structure of interest, and a suitable boundary condition on
the outer perimeter of the computation zone must be used to simulate the
extension of the computation zone to infinity, Outer boundary conditions

of this type have been called either radiation conditions, absorbing i
boundary conditions, or lattice truncation conditions by various recent

workers in this area,

I.
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Let-us now consider this problem in more detail. Inspection of

Equations (8a) - (8f) indicates that the values of field components at

lattice truncation planes cannot be determined from the system of finite-

difference equations because of the centered nature of the spatial deri-
vatives. Therefore, these values must be computed using an auxiliary trun-

cation condition. However, care must be taken because this condition must

not cause the spurious back-reflection of outgoing scattered waves (as

observed by Yet), and must not cause nuperical instabilityi The goal of as

formulating the truncation condition is to make the lattice truncation
planes invisible to all possible waves propagating within the lattice, as

shown in Figure 1.

A desirable truncation condition relates in a simple way the values of

the field components at the truncation planes to field component values at

points one ormore 6 within the lattice. We now review several possible q

approaches which have been recently published.

1. First-order approximations. In three dimensions, an outgoing

scattered-wave field component, Fs (either an electric or magnetic field)

has a (r, J,\/) variation of the type [17].

ha a F er c)vrainoftetp 1)FS : • 'k r)_____,'__ B 1 , , ,(11)

rr

Here, the bracketed infinite series represents in efFectamultipole expansion

of the scattered field, where A, B, . . . are initially unknown functions of

angular position,

First-order simulations of the outer lattice boundary condition approxi-

mate the A((),,p)/r dependence only. These approximations include those of:

a) Taylor et al [31, using a radial field extrapolation method; b) Taflove

and Brodwin [91, [12], using simulation of near-field outgoing waves with I
propagation delay, a field averaging process, and the possible use of elec-

tric or magnetic loss in the scattered-field zone; and c) Merewether [43 and

Kunz and Lee [61 simulating the radiation condition at large distances from

the center of the scatterer.
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2. Second and higher-order approximations. These simulate the
B(O,M)/r 2 and higher-order r-dependent behavior of Fs in addition to the
A(O,P)/r term. These approximations include those of: a) Engquist and
Majda L181; and b) Kriegsmann and Morawetz [19). In general, these
approaches involve the construction of mixed radial and time-derivative

s 1i-operators, D on Fs, which result in Do(Fs) = 0 (r 1i- ) so that arbitrary
precision at any r can be obtained by increasing the order, i, of Di (here

0 represents the order of a function).

A second-order approximation of this type at truncation plane x 0
is given by [183

ri2 C s t i2  1 ys 2 )atI
~c~i+ +F ~ 2 - (12)

for the radiation condition at the lattice truncation plane x 0 0. (Here
c is the free-space phase velocity). A typical FD-TD computation realizing

this radiation condition is given by [16]:

-n+lE Ez (0 j k+,',) j n-Iý
E2.( ,k) =-Ez (l,j,k+½)

CNt-,• rn+ (1,Jk+l) + 1
Sc,•t+6O t. z Ez (O,J,k0 k)

(13)

:+ i [En (Oj,k+•) 4 En (I,,jk+.J)]

, - O 2 (0,j,k+,,) + n(0,j-1

2+ +Ez (1O,J+,k+ -) 2E+ E j k+)

+ (0,J,k+/) -2En (,J,k+*) + En(l,J- k-')J

2 z
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In Equation (13), Enl (0,jk+,½) is the desired truncation-plane value of E
at point (O,j,k+k); 6 is the lattice cell size; and 6t is the time step. An

analogous condition can be written for Ey at x = 0, as well as for E.z and
Ey at truncation plane xmax; Ez and Ex at truncation planes y = 0 and ymax;
and E and Ey at truncation planes z = 0 and zmax (in three-dimensional
problems).

**2.2.4 Sinusoidal Steady-State. Magnitude and Phase Information

Such data can be obtained either by (a) directly programming a single-
frequency incident plane wave, or (b) performing a separate Fourier trans-
formation step on the pulse waveform response. Both methods require time-
stepping to a maximum time equal to several wave periods at the desired
frequency. The seco'nd method has two additional requirements. First, a

short-rise-time pulse suffers from accumulating waveform error'due to over-

shoot and ringing as it propagates through the space lattice. This leads
to a numerical noise component which must be filtered before Fourier trans-
formation. Second, Fourier transformation of many lattice-cell field-

versus-time waveforms would significantly add to the total requirements for

computer storage and execution time [3,4].

Recent IITRI work has shown that very accurate magnitude and phase
information for sinusoidal steady-state FD-TD problems can be obtained by
method (a) above and observing the peak positive and negative-going ex-

cursions of the fields over a complete cycle of the incident wave (after

having time-stepped through 2-5 cycles of the transient period following

the beginning of time stepping). For certain two and three-dimensional
scattering problems, a dc offset of particular computed field components
can be possible. This leads to the following requirements to obtain

correct magnitude and phase data:

1. The peak-to-peak value of the sinusoidal response at any
point must be observed to eliminate the effects of any
dc offset upon the computation of the phasor magnitude.

2. The zero-crossing of the field waveform may not be useful
in determining relative phase. Rather, i-t may be necessary
to locate the zero-derivative points of the waveform for
this purpose.
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The following is an algurithm to locate the zero-derivative points of

K;:. aifleld-vs-time waveform computed using the FD-TD method. This particular
algorithm has an uncertainty of one time step or less, and operates by

noting where the sign of the waveform time derivative changes from posltive

to negative, or negative to positive.

"For ease of understanding the algorichin and relating it to the Fortran
program of Appendix A, the algorithm is given here in th'e form of a sinmpli-

fied Fortran program. The symbols used here are defined as follows:

NCYCS = the number of complete cycles of.the sinusoidal 'Incident
wave that the FD-TD program is time-stepped;

FREQ = the frequency of the sinusoidal incident wove (in Hz);

DT = the time step of the FD-TD program (in seconds);

NMIN - the number of time stepi spanning one complete cycle of
the sinusoidal incident wave;

NMAX - the total number of time steps that the FD-TD program Is
time-stepped;

NMINA = the number of time steps spanning one-half cycle of the
sinusoidal Incident wave;

N absolute time-step number (from beginning of time-stepping),
ranging from 1 to NMAX;

NA " number of time steps since the start of the present full-
wave-cycle observation period for zero-derivative points,
ranging from 0 to NMIN-l;

F field component (either Ex, Ey, Ez, Hx, Hy or Hzl

DF, DFNU - time derivatives of the F waveforin;

ENF stored value of F, taken at the time of each zero-
derivative event of F;

IPHF stored value of NA, taken at the time of a zero-derivative
event of F coupled with a change of sign of the F derivative
from positive to negative,

The algorithm is as follows:

23
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NMIN = .U/lRL(ql/i

NMID = NMIN

NMAX = NCYCS W NMIN

NMINA - FLOAI(NMIN)/2.0 Define constants
NMIDA - NMINA

NMAXA - NCYCS * 2 * NMINA

DO 21,Nl, NMAX
FNMOD FLOAT(N)/FLOAT(NMID)

NA - N IFIX(FNMOD)*NMID

DO zzz J allimits

DO zzz I = ilimits
STORE F(I,J)
F(I,J) - new F comiputed using Eqns.(Sa-gf)
DFNU = F(iJ) -- STOR Test field component

IF(DFNU*DM!I-:,J).GT.OO) GO TO xxx F(i,J) for change of
FNF(I,J) - F(1,J) sign of time derivative
IF (DFNU.LTO.O) IPHF(I,J)- NA

xxx DF(I,J) UFNU

zzz CONTINUE

DO 12 K.-NMINA,NMAXA,NMIDA

IF(N.EQ.K) GO TO 13 Test for half-cycle
S12 CONTINUE intervals of time-

stepping
GO TO 20

13 Fortran statements which first print out
the ENF array and then reset the ENF array
to zero.

20 DO 512 KNMIN,NMAX,NMID 1
IF (N.EQ.K) GO TO 513 Test for full-cycle

512.ONTIUE jintervals of time-•: : ~512 CONTI NUE sepn
stepping

GO TO 520

513 Fortran statements which first print out
the IPHF array, and then reset the IPHF array
to zero.

24
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520 C;N I LNUL
21 CONTINUE End of main time-21 CONTINUE stepping loopi' STOP

LND

Every time step, the above algorithm tests the desired field waveform,

-r f, for a change of sign of the time derivative. If a sign change is de-

tected, the latest computed value of F is stored in the array ENF, Note

that this value can be either positive or negative, If, further, the new

sign of the time derivative is negative, indicating that a "peak" of the

F waveform has just occurred, the timd-step number, NA, is stored in the

array IPH, .

The above algorithm also tests to determine when hal f-cycle and full-

cyule intervals of time stepping have passed. Each half-cycle, the stored

values of ENF are first printed out and then reset to zero. Each full-

cycle, the stored values of IPHF are first printed out and then reset to

zero. therefore, the desired zero-to-peak value of F is determined by

subtracting the last printed value of ENF from the immediately-preceding

printed value of ENF, taking the absolute value, and then dividing by two.

Also, the desired relative phase of F can be obtained by subtracting

values of IPHF (as given in the last printout of [PHF) from some fixed

"reference value at a specified point. This methodology avoids any ambiguity

due to either a possible DC offset of the F waveform or the repetitive

nature of the F waveform.

**2,?.5 Far-Field Scattering Information via the Near-to-Far

Field Transformation

In principle, the electromagnetic scattering by an arbitrary coAIduct"i11I

body can be determined by solving an integral equation for the induced

elk'ctric currents on the surface of the body, Then, the induced current d
can be intcgrated to calculate the nee.r or the far fields. However, zhe"

body surface may have a complex shape or may be loaded with dielectrics in
"some way as to make implementation of the needed integral equation and

surface integral- very. diffic ult , and in fact, a unique problem for each

scatterer. A useful alternative would be to obtain the scattered-field
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information from off-surface, near field data, rather than surface-current

data. Here, the near field information could be computed using the FD-TD

method, which can easily account for the complexities introduced by the

object's shape and composition. Further, the near-field data could be inte-

grated along arbitrary, planar, virtual surfaces which completely surround

the object of interest. In this manner, accounting of the data would be simple

and would be independent of the precise shape of the object which resides

within the integration surfaces. Fortunately, this near-field to far-field

transformation can be shown to be feasible by using powerful electromagnetic

equivalence relations.

Figure 5 demonstrates a procedure to implement the electromagnetic

equivalence needed to obtain far-field data from FD-TD-computed near-field

information at an arbitrary, closed, virtual boundary, Sa, fully enclosing a

scatterer. Sa separates Region A (FD-TD computation zone) from Region B (ex-

terior scattered-field zone). Sa is optimally a rectangular surface which

conforms with distinct planes of the FD-TD lattice located in the scattered-

field region (Region 2) of Figure 4.

To apply the hybrid FD-TD method, the tangent.ial components of the scat-

tered fields, ts and 4s, are first obtained at Sa using FD-TD. Then, as indi-

cated in Figure 5b, an equivalent problem is set up external to Sa which is

completely valid for Region B. The new excitation data are I and A , the
S eq Jeq

equivalent surface electric and magnetic currents, respectively, on Sa which

are obtained according to [20]:

s eq( ) X nx s(o) (14a)

seq ( = -n x ts(i") (14b)

where n is the outward unit normal vector at the surface Sa.

The equivalent surface currents on S produce the same scattered fielda

(ts, 4S) external to Sa as in the original problem. Region A is now made

empty with zero fields and no sources, and also forced to have the same

medium characteristics as Region B.

26



JL

I 1~REGIONI

I I NO SOURCES
I ~ a

SCATTERIJO
I OBECTZERO FIELDS

BOUNDARY TaAA .j.- 1

I,.,

Seq eq~K

(a) (b)

Figure 5. NEAR-TO-FAR FIELD TRANSFORMArION GEOMETRY
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problem external to thn virtual surface, Sa
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The scattered far fields are thus given by the transform of the equiva-
lernt currents of Eqns. (14) over the free-space Green's function 117]. If

W , E Ioa are the Region-B medium characteristics, and if we define the
relation s jw, we have the following genera, scattered-field expressions

[17] in three dimensions for r > r.A

Xm' y2 " +i,s)s s VIV' (r,s)I - m } +
m0

Y()

(15a)
1 V x (,s)

s(,s) { V[v.A(,s) . yo21(i,s) } 4
2

o -(15b)
T o+ se-) Vx m s
0 0

In Eqns. (15a) and (15b), the electric vector potential is given by A

'(;s) - (a + s )I •~q• ' ('as) dS (16a) ;
0 o s a a ah eq

Sa!a
-. ,÷ Yo;- r aG(r,rs)= e (16b)

Jr = [ (x-a x)2 + (y- )2 + (. z)2 ]½ (16+)

and the magnetic vector potential is given bý
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rT i ',s) dS a (16d)

Sa

where the propagation constant is

1. So(o + SE) ] = jk . (16e)

Y 0 a-

Taking the limit r gives the required far-field scattering distribution

1171.

in order to validate the feasibility of the proposed hybrid method, the

scattering of a transverse-magnetic (TM) polarized plane wave by a two-dimen-

sional conducting cylinder of arbitrary cross section was considered during

the present research program. This canonical oroblem, shown in Figure 6, is

well documented 117, 21, 22] and therefore serves as a good test of feasibil-

ity and accuracy of the hybrid method.

lhe near-field to far-field transformation discussed above is now spec-

ialized for this two-dimensional canonical problem, Assuming that k is the

free-space propagation constant and no is the intrinsic impedance equal to

T/o7•-, we have in the far-field region:

E w + jk sin + F cosol (17a)
z 0 - OZeq -xeq Yeq

wh2re

eq • %koK J Oseqz(XIy') e+jk(x'cos4 + y'sin4) d.Z (17b)

Sa

rXOY v nO k°0 K J Mseq (x', y) e+jk(x cO4 + ysin)17c)

a
eJkp 37rK .e e J - - (17d )
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and the scattering cross section based on the equivAlent currents is given
by:

RCS lim 1 27rp IEs(¢)/Ei } (1e)eq

For comparison, the far fields and scattering cross section obtained by
the usual surface electric currents (J ) approach is based upon solving thez
following integral equation using the method of moments (MOM):

Skono p) H (2)(koVP'-'P') dW for p c C (i1a)

C

E Eo ejkoP cos(0-el) (18b)

In Eqns. (IBa) and (l1b), i is the angle of incidence (angle between the x
axis and the directio6 of propagation), and Ho(2) is the Hankel function of
the second kind and zero order. Now, the far-field distribution is obtained
directly from the induced cylinder currents, Jz, by:

S n o eJ(kp+) J z(x_ y-) e+jk(x'cos0+y'sin) d (19)

The scattering cross section is again given by Equation (17e).

2,2,6 Penetrating Near-Field Information via the Schelkunoff
Aperture Electric Current Equivalence Principle [13]

The analysis of the electromagnetic excitation of an aperture on an arb-
itrarily shaped object is a complex problem F231, This problem has been given
special attention in the broad area of EMP penetration and simulation studies 4
r241 with great efforts being applied to assesp coupling to objects present
behind apertures on finite, metallic, hollow scattering bodies.

The problem of the penetration and coupling of electromagnetic energy
through an aperture has been studied extensively by many investigators using
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analytical and IIIetho,i-.l I --iiiuii.ntý (MOlM) numer ia I alpproaches I1II to (chtraC- -

terize the behavior of simple aperture shapes in a conducting screen [251 -

[29] or in a finite, scattering body [30, 311, However, the analysis becomes

very complex if there are other scattering objects in the vicinity which are

coupled to the aperture F23], [32, 33] wherein the mutual interaction must be

fully taken into account.

One powerful alternate approach is the pure FD-TD method previously dis-

cussed in Re i.. ,-nces [12-1 and [13'] which allows computation of the penetrated

internal electromagnetic fields by direct modeling of the complete object of

interest, including apertures and internal contents. However, the pure FO-TD

method Is best suited for modeling localized regions. When such a region is

part of a larger structure that significantly affects the electromagnetic ex-

citation, it beco1iies difficult to account for the physics of the entire coup-

ling problem using a single FD-TD model having a constant space lattice cell

size. In fact, electromagnetic coupling problems involving the need to account

simultaneously for the effects of both large and small spatial details (the
"global-local problem") have been difficult to structure with any single ana-

lytical or numerical technique.

In order to treat such coupling problems more effectively, a new hybrid

MOM/FD-TD technique was developed based on a novel use of a field equivalence

theorem due to Schelkunoff ['13]1, [20], L34, 35]. This hybrid technique, des-

cribed in this section, is basically an equivalen't aperuure excitation method.

This allows analysis of the coupling problem in two distinct steps:

Step I- Analysis of the relatively simple exterior problem using
MOM to compute the equivalent excitation currents in the
apertures leading to the interior region, This can be
done independent of any knowledge of the contents of the
interior regiT'on,

Step 2- Use of the FD-TD method to analyze the relatively complex
interior region, assuming as an excitation the equivalent
currents found in Step 1,

In this way, each analysis method is applied in the range of structure size

and complexity that it is best suited for, allowing an overall solution that

is accurate for large, simple structures that are penetrated by apertures

leading to complex, interior cavities,
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Figure 7a illustrates the classical problem of a perfectly conducting

scatterer, S,, with an aperture, SA. External to the scatterer in Region 1,

an incident field W, •i) illuminates the aperture, and part of the energy

penetrates into the cavity (Region 2) through the aperture. To compute the
total field (l2' 42) in Region 2, many analytical and MOM numerical approach-

es studied in the literature have employed integral-equation formulations
treating Regions I and 2 simultaneously. These approaches characterize either

S or SC in terms of tangential fields or equivalent surface currents [20],

An alternative is to employ a field equivalence theorem due to Schelkun-
off (Theorem no. 3 In [201) to permit sequential treatment of Region I and
Region 2. This theorem is based upon an equivalent aperture electric current

formulation which connects the exterior and interior regions, This formula-

tion expresses fields in a region as the superposition of the so-called

short-circuit fields C 4cs gsc) with the aperture not present (shorted) plus
the aperture field contribution, CgA, •A), maintaining the required continui-
ty of the fields across the aperture. The first partial field, (tsc' 4 ), is I
simply equal to zero in the Region 2. The second partial field, designated

(•A, 4A), is generated by the non-physical current distribution, 1A, flowing
through the empty space of the open-circuit aperture locus, where

0
the short-circuit aperture current distribution.

In Figures 7b and 7c, the MOM/FD-TD hybrid method is illustrated sche-
matically, and is summarized below as a four-step computation.

Region 1: MOM Technique

(a) The aperture region, 5A' is short-circuited, and the straight-

forward exterior problem is solved via MOM to obtain the in-

duced electric current distribution, 0, in the short-circuited
aperture region (Figure 7b).

(b) jA is now placed in the open aperture region with a sign change

(Figure 7c) to account for the continuity of the fields in the

aperture region. The electric current, non-physically

placed in the open aperture region acts as an equivalent source

for the fields in Regions I and 2.
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Region 2: FD-TD Technique

(c) We note that the MOM technique gives the equivalent current

source distribution, _ýA in the frequency domain as a spatial
0

distribution of phasor quantities having both magnitude

(relative to the Incident fields) and phase (relative to some

phase reference, normally at tvhe origin of the coordinate

Lsystem). With the FD-TD method being a time-domain technique,
the phase distribution of ~ is interpreted as a time-delay0i
distribution with respect to the original phase reference lo-
cation. The magnitude distribution is taken intact without
interpretation or modification. In this manner, the PD-TD

aperture equivalent current source distribution assumes sinu- *
soidal steady-state quantities starting at the very beginning

c~f time-stepping, with the proper time delay to account for *
(d) Using the FD-TD approach, the interior fields (t2, A2 ) are corn-

puted directly by using -~as a source term distribution in
the V X H difference equations. For example, if -J0  is a

source term, Eqn, (8d) is re-written for the apertbre points

as:

m F MEDIA (i+½, i,k) ½

nx- (iaJ~) C(m)En(i+½,j k) + C (m)[HZ ~I (I j k)

-Hzk + H Y(i+½,J ,k-ý - H y(i +!,j, 1j

-j (+j) (20)
0
x

Here, specifying J in the aperture is equivalent to specl-
0

fying the addition xof a discontinuity in the z-dlrected

tangential magnetic field, Hz, across the aperture source plane. >
Namely, we have added

SH' *H (21)0 XI 35J



Swhere 1i" and H are tangential magnet [. ieldL. locdLtd anl
infinitesimal' distanc*, to, either side of the equivalent

J, aperture source plane. This procedure is consistent with

the partial-field approach discussed by Schelkunoff [20].

Note that, unlike possible hybrid MOM/MOM methods,. the hybrid MOM/

FD-TD method does-not require computation of an "quival.ent aperture electric

field excitation, This is because the interior-region FD-TD solution

easily accepts the non-physical aperture electric current distribution,

Sas the excitation. Thus, there is no need to set up and solve for

the mutual interactions of the cavity contents and the apertures, and no

need to compute the cavity Green's function. The hybrid MOM/FD-TD method

easily permits the modeling of the cavity interior to as fine an extent as'
desired without any additional numerical complication. For realistic,

general cavities having Green's functions that are difficult or impossible

to compute, the hybrid MOM/FDOTD approach may be the only way to calculate

the penetrated interior fields.

?.2.7 Thin-Wire Coupling Model

2.2.7.1 Simplified Model for Total-Field FD-TD Formulation

A very simple way of approximating electromagnetic coupling to a

round, thin wire having a diameter, 2 rw, less than the FD-TD lattice-cell

size, 6, is indicated in Reference [13]. This method can be easily used

when the wire of interest is embedded in a total-field modeling region of

the FD-TD lattice. It is based upon modeling the thin wire as a thicker,

square-cross section wire occupying exactly one cell of the lattice. Simply,

the electrical conductivity, om, assigned to the E components tangential to

*. the model-wire space cells is adjusted so that the high-frequency internal

impedance of the model wire equals that of the actual thin wire of interest.

For example, the high-frequency internal impedance of a thin wire is given

by [36]
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1w1r J , ohms/meter (22a)•,:"wi re .

where f is. the frequency of the wave excitation, p is the permeability
of the wire material w is the conductivity of the wire material, and

is the radius of the wire. The high-frequency internal impedance of a
model wire having a square cross section occupying one lattice cell is

well approximated by

7i [I} 1) ohms/meter (22b)model :•

wi re

Where p 0 is the vacuum permeability, om is the conductivity of the model A
wire material, and 6 is the width of the model wire (one lattice cell size),
Equating (22a) and (22b), the desired conductivity of the model wire is

given by
0 2/26)... aw mhos/m (220)

It should be pointed out that this procedure achieves extreme sim-
plicity at the expense of neglecting the exact geometrical relation of the
-thin wire and its surroundings. The internal impedance of the thin wire is
adequately modeled here, but the precise capacitance and inductance linking
the thin wire tu adjacent structures is somewhat in error due the larger

effective radius used for the model wire. The following discussion sum-
marizes a procedure for taking into account the radius of the thin wire
with regard to these external impedances. This procedure is considerably
more complicated than the above, and is usable mainly for a scattered-
"flield. version of the FD-TD method. The relativf, accuracy of the two

approaches remains to be determined,
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I
-*2..27.2 Holland-SimpsonhModel [83 for Scattered-Field

FD-TD Forjylaton

Holland and Simpson [8] have recently described a scattered-field-
only FD-TD code (which they name "THREDE") thac permits, the modeling of
electromagnetic coupling to thin wires having a diameter of less than one

space cell of the FD-TD lattice. This sub-section summnarizes the theoreti-
cal background and the thin-wire couoling algorithm publ-ished by these
authors.

Figure 8 shows a cross section of a FO-TD cell with a wire running
perpendicularly to the plane of the figure.. Holland and Simpson separate

the electromagnetic field into an incident and a scattered part

SC " ÷ (23a)

4.4
They then wri to Maxwell's equations in polar coordinates about the wire
center. T"le 0 component of Lhe curl-E equation is given by

~~E5 ~ +~1 :E L H " ~ (24)
0 z 'r 'ii r Dt

At r a, there is the boundary condition

E + FZ ?A 0 (25)

They integrate Lquatlon (24) out to some radius r to yield

r

E (r) + E 1(r) . ° (llS + H40 '+)d

z z Dz r s + " d (26)

f 3•
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2 R(o)

Yo r= A AX0 /2r-a

AXo 

I
Figure 8. GEOMETRY FOR COMPUTING THE IN-CELL INDUCTANCE

OF A WIRE IN A CELL OF RECTANGULAR CROSS SECTION [8]

Jz(I ,J+1 ,K) is I ,J+1,K)

AY"

0AY, -0I
! AY X• AX'

J (I,J,K) AX Js(1+1,J,K)

Js(I,J,K) (AXX "AX )(AY "AYo) IS/(AXoAYo)

s(1+1,J,K) (AX'/AXo)(AY"/AYo) IS/(AXoAYo)

Js(IJ+1'K) = (AX-/AX )(AY'/AY0 ) IS/(AXAYo)

J9 CI+I,J+1,K) - (AX'/AXo)(AY'/AYo) IS/(AXoAYo)

Figure 9. PARTITIONING I INTO CURRENT DENSITIES J5 AT THE
FOUR CLOSEST Es MESH POINTS [81

z
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By hypothesis, the cellsizes, and thus all r's of interest, are

small compared to the shortest wavelength present. Then, in an average

sense around a, Holland and Simpson write

+ I. -(28)

r r 2nrr (

where I Is the current on the wire and Q is the charge per unit length on

the wire. if the wire is driven by current injection, Ii locally represents

the relevant in~jected current (Normally, a scatterer would not be excited

by an incident field and curryit injection inthe same event. Thus, Holland

and Simpson usually have either Ei ;.0 or 11 0). The Is and Qs represent

the scattured current and charge per unit length on the wire. Holland and

Simpson use Equations (27) and (28) to re-express Equation (26) as

E(r)+E i(r) n)(IS~li . n T .

LrL (29)
3Z 2-rc0

0

They provide shmIilar treatment of the r component of the curl H equation,

resultino in

-s. ;. s li(30)

(Inteqratinq over i from 0 to 2'rt to obtain the average around o causes the

/(lr)(MHZ/!Wu) LUrni in the curl-H equation to go to zero. Equation (30)
a'Iternati vlw.y can he interpreted as merely a statement of conservation of

charge on the wire.)
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Holland and Simpson point out that the incident quantities Et
H1, adI ar nwetral-defined variables and are input quantities

to their THRFEDE FO-TO system. However, they note that the scattered

quaintities E', H'.Q 5  and I are unknowns which are solved for by means

of their FD-TD program.

They next re-write Equation (29) as

E S r)+E z(r)

7jI +Ii 1. Sý In (rTj r >a
0 D 'o~ t LO azJ 21Ta 31

They state that most of the uncertainty In their modeling of the coupling to

a thin wire depends on the next operation performed on Equation (31 ). Their

commiion manipulation is to average Equation (31) over the area bounded by

r ~R where ii the cell area, AXAYQ Averaging removes the r dependence

of the equation and yields

L E + <E z1(32)

where L has the dimensions of inductance per unit length and Is given by

R

~ ln(r/a)r dr ~ {l Ra ~ (3

L=~~ }Rdr
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HolIand ard nimpsun found u ip i ri LI a I [vL8 •hlt the 1 owe;I i mi.t i t

r-O on the denominator integral of Equati~n (33) results in a better fit

of their computed results to known analytic solutions of simple problems

is more pragmatic than rigorous. The numerator integral of this equation

must begin at r:a because E s + E K vanishes for r !< a as Equation (31)

indicates. -

Holland and Simpson implement their thin-v"ire coupling model by

applying a finite-difference analog of Equations (30) and (3V) as well as
Maxwell's equations. Thus, a call with a wire running through it requires

eight quantities (six field comploi,1,,ts and QS and I,) to be advanced each

program time step. For i wire segment rarallel to the z axis, they found

that it is easiest computationally to place Is mesh poirts in the planes

of E mesh points, ari, QJ mesh points in the plknes of HS mesh points.z
The Holland-Simpson th"wire couplirg algorithm theyfore proceeds

as follows L8]:

1) EvaluateE I >and 31i it I' at the I' mesh'points.

2) Evaluate, -0 > at,t Ue JS mesh points. For a wire along z, it
Sis desiraLble to run the wire through the E mesi pnoints. Then

• >is 'lst E at that point. If the wire cannot conveniently
z z

be run through the E mesh point, <E S> should be interpolatedz z.from the four closest mesh points, as shown in Figure ý or 9.

•) Advance Is according to the following finite-difference analog of

Equation (32): *_

Is(K)tn = IS(K)n -tii(Kn

'A t E )n n-5+ Ei (K)n-

Q2A it).' 7 K" s (34)
L Zý : - pZ A? J

0 0 0
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4) Advance i1 in the usual way from the curl-C equation.

5) Advance time by At/2.

6) Partition Is + I among the four closest EzS mesh points according

to Figure 9. If the wire runs through the EzS mesh point, as pre-Jz s (

ferred, all I + I are associated with that mesh point, IJK)-.i
1 ( ,K(K) + I (K))/(AX 0AYY 0).

7) Advance-s using the curl-H equation with ;Ys as determined from

partiowing the I + It according to step 6.

8) Advance Qs according to the following finite-difference analog of
Equatiui (30):

Q5 (K)n+½ QS(K )n'•

s n i )n )n
-At[ s (35)

AZ

9) Advance time by At/2 and go back to step 1.

Holland and Simpson [8] also describe their treatment of wire Junutions;

evaluation of the in-cell inductance for non-cubic cells; boundary conditions

for wires ending either in free space or at a conducting surface; resistive
wires; and applications to a linear antenna and a circular loop antenna. The

reader is referred to their paper for the details.

3.0 EXAMPLES OF COMPUTED RESULTS OF THE FD-TD METHOD

3.1 Pure FD-TD Method, Three-Dimensional Penetration Problems

[ 3.1.1 Empty Cylindrical Metal Cavity, Broadside Incidence,
Transverse Electric (TE) Polarization Case [13).

This problem involved the computation of the fields within a 19,0-cm

diameter, 68.5-cm long, circular aluminum cylinder with one open end. The

[I incident plane wave was assumed to have a frequency of 300 MHi, have the
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field COMPUMMnp 4L L dud I , and propayi, t perpendicular to thez xinc inccylindc-r;.axis with a transverse electric (TE) polarization.. Since the

cutoff frequoncy of the cylinder (as a waveguide) is above 900 MHz, the

interior fields are expected to decay with distance from the aperture.

The geometry of the cylinder model relative to the 160 x 63 x 24-cell
(1,450,000 unknown field components) FD-TD problem lattice Is depicted in

Figure 10 atlattice syniietry plane k -- 24 end in Figure 11 at a typical

I a constant plane cutting through the cylinder transversely. Like the

axidl-incidence case discussed in ll], 6 = 0.5 cm - X /200 was used; I

6t = 8.33 psec; and aluminum o - 3.7 * 10 mho/m. First-order correct

radiation conditions ,qere available at the time; thus, an air conductivity,

o ý 0.01 mho/w, was used to attenuate scattered waves and accelerate con-
vergence of the interior fields. 2.5 ' 10 words of memory and 9.4 minutes

of centrail processor time were required on the Control Data Star 100 for

a complete run of 800 time steps (2.0 periods of the incident wave at

300 MHz). 1

Figure 12 cowpares the- FD-TD .omputed IIIl/Hi I along the cylinder
xi tic

axis with computed re,ullts by 0. Wilton and A. Glisson using a frequency-

domain, MOM, body-of-revolution computer program [37]. The FD-TD results,

shown as a solid curve, are after 800 time steps; the MOM results are

graphed as a dashed curve. Excellent agreement (within 0.5 dB) of the

results of the two approaches is seen over the first 15 cm of field pene-

tration into the cylinder, Over this span, the total H field decay is

of the order of 50-55 d1. The rate of decay of Hx computed by either

technique equals 3.3 dB/cm, which compares favorably with the 3.46 dB/cm

rate predicted by simple waveguide mode theory fur this beyond-cutoff case,

Figure 13 graphs contour maps of the FD-TD computed field components

at the horizontal symmetry plane of the cylinder in an attempt to indicate

the level of detail achieved,

,The computer miemory and running tine remains unchanged if the cavity is

loaded by a,'.itrary inetal and dielectric contents, for a fixed number of
time steps.
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0 - FD-TD results after
800 time steps

,, -Wilton-Glisson

-10 MOM BOR results [37]
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Figure 12. COMPARISON OF RESULTS FOR THE LONGITUDINAL

MAGNETIC FIELD ALONG THE CYLtNDER AXIS OF

FIGURES 10 AND 11 I
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3.1.2 Loaded Missile. Guid•ance Section, Axial Incidence Case [13.,

This problem involved the computation of the fields within a detailed

model of a metal-coated missile guidance section, as shown in cross-section

in Figures 14 and 15, illuminated at axial incidence by the 300 MHz plane

wave, (En, HxIc).
zic inc

Two apertures were modeled: a circular one in the nose (behind the

"magnesium fluoride infrared dome), and a circumferential sleeve fitting

23 cm aft. The missile body beyond the sleeve fitting was assumed to

continue to infinity with a constant cross-section shape, The following

metal and dielectric interior components were modeled:

1) Head coil assembly (assumed solid metal);

2) Cooled detector unit - CDU (assumed solid metal);

3) Phenolic ring around the CDU;

4) Preamp can (metal);

5) WireI connecting the CDU to the preamp can;

6) Wire1 connecting the preamp can to the metal backplane; and

7) Longitudinal metal support rods.

The following electrical parameters were assumed for the media compris-

ing the model:
Relative Conductivity

Medium Permi tti vi ty,E"r o (mhos/m)

Aluminum 1.0 3.7"10

Fiberglas 5.5 2.4'10-

Phenolic 4.5 8.01004

Magnesium fluoride 5.3 0.0

1The two wires were really idealizations of a more complex situation in
which two multiconductor wire bundles extended between the structures
mentioned. By using a simple, single-wire model for each bundle, only
the bulk current of each bundle (net metal-to-metal current) was modeled
using the FD-TD method. The wire model was that of Section 2.2.7,1 of
this report. 448L I

i.1
S... ... ... .. .. .. .. . . . . . '- ' ' - " ... .... .. ....... . ... . .. i _ .. 1 • L I L .-. . ."• . .. ... . . '



aluminium baidkilari* ilminuinut backplatne

!4. jtiaholic cup phenoio~c cup

2 1air giipo aitr ILM

wiI-.
01

nluminumi toont Ing~ nv " C one
ut nose Cot,@ NIMl~ItUIA Coat id1

o~f 11011P. cony

prvaap can

wirIAIi. mr

phenolic ring

C,

1 >

air pap iC '4,

man.uifluarldo aa"Olnosium ZI.ulurida0 - it r. Vm~d doin ft-rdaoh

4' t 2 a 2 .int~ri Ii'rg frm ACia (C-ht) '4 2 0 r

Figure 14. GEOMETRY OF GUIOANCL SECTION Figure 15. GLflMPTRY OF GUIDANCE

MODEL AT VERTICAL SYMMETRY PLANE. SECTION MflDEL AT HORIZONTAL

SHOWING COMPONENT MATERIALS OB3SERVATION PLANE

49



Since only first-order correct radiaLion conditions were available 3t the

time, an air conductivity, - 0.025 mho/m, was used to attenuate scattered

waves. To accelerate convergence of the interior fields, an air conductivity,

a - 0.025 mho/m, was applied to the total fields within the guidance section.

The model was implemented on a 24 x 100 x 48-cell (690,000 unknown field

components) PD-TD problem lattice. A lattice resolution 6 1 1/3 cm = Xo/300
0

Was used, with a time step 6t f /2c 5.55 ps. 1.6 ' 6 words of memory and

7.0 min of Control Data Star-l00 central processor time were required to comn-

olete an 1800 time-step run (3.0 cycles of the incident wave).

Figure 16*graphs contour maps of the FD-TD computed fibId components at

the vertical symmetry plane uf. the guidance section. An important obser-

vation Is that the wires connecting the cooled detector unit, preamp can,

and metal backplane are paralleled by high-level magnetic field contours

(Figure 16b). This is indicative of substantial, uniform current flow along

each w're. Such current flow would generate locally a magnetic field looping

around the wire which, when "cut" by the vertical symmetry plane, shows up

as parallel field contours spaced equally on each side of the wire. Using

a simple Amperes law argument, lwire can be computed as being equfl to

H'2iro, where H is the magnitude of the parallel magnetic field contour and

r is -its separation from the wire center. In this manner, Table I lists

the predicted values of I1 (current in the wire from the cooled detector

unit to the pre-amp can) and 12 (current in the wire from the pre-amp can

to the backplane). For the case of Il, it is assumed that H Hinc and

r 1.5 ' 6 - 0.005 m. For the case of I it is assumed that H 3.16H
0121 isinc

and ro 1.5'6 0.005 m.

so
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TABLE

PREDICTED GROUND WIRE CURRENTS

-o , ..... ... .... ... ...- 4 .... ... ... ... . .. ... .. . .. . .... ... ... .. ........... .. ..E Inc(V/m) Hin (A/ni) P Inc(P~W/cIll 1 (11A) 1 2(,,A)

0.1 2.6510 2,b5i0" 8.3 26.3
i03

1.0 2.65'l10 0.265 83 263

10.0 2.65'10"2 26.5 830 2630

The misslle guidance section model demonstrates the capability of the

pure FO-TD method to map fields penetrating into a complex structure that

has multiple apertures and interior dielectric and metallic materials. De-

termination of the accuracy bound for this method, as applied to such corm-
plex structures, awaits the results of future experimental prograins sinc.e j
alternative numerical approaches cannot deal with this level of complexity.

3.2 Hybrid MOM/FD-TO Methud. Three-Dimensional Penetration Problem--
Loaded Missile Guidance Section, Axial Incidence Case [13], [34],

The MOM/FD-TO hybrid model for tht axial-incidence case of the loaded
missile guidance sectiun (as shown in Figures 17 and 14, 15) was run for
1800 time steps (3.0 cycles of the incident wave at F % 300 MHz). The ex-
c;tation consisted of data for the magnitude and phase of thu electric
current distribution over the loci of the short-circuited nose aperture and
sleeve-)ittinrg aperture (as required by Schelkunoff's third theorem) cown-
puted using a MOM body-of-revolution code [37]. The results were compared
to pure FD-TO results presented above in an attempt to establish the con-

sistenrcy of the MOM/FD-TD model for this case.

Figure 18 plots the comparison of the hybrid MOM/FD-TD results for the
11 field contours in the vertical symmeLry plane with the pure FD-TO results K
already presented in Figure 16b, It is seen that, for both methods stepped
to 1800 time steps, there is an excellent agreement for the 0 d5 contours
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Figure 17, HYBRID MOM/rD-TC MODEL OF LOADED MISSILE GUIDANCE
SECTION FOR AXIAL INCIDFNCE CASE
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near the wire connecting the cooled detector unit to the pre-amp can.

For this contour, the maximum spatial shift is only about 0.16 cm (A.56)
in a direction further out from the wire. Further, there is observed to

be excellent agreement of the +10 dB contour near the wire connecting the
pre-amp can to the metal backplane. For this contour, the maximum spatial

shift is only about 0.1 cm ('4,.36) in a direction further out from the wire.
This implies that the currents in these two major wires are predicted to

be almost the same by both the pure FD-TO method and the hybrid MOM/FD-TD

method.

Figure 19 plots the comparison of the hybrid results for the H. and

E-z fields along with a vertical cut through the center of the guidance

section at a point 21 cm in back of the nose aperture (about 2 cm in front

of the sleeve fitting, at the point where the circumferential slot opens

into the interior of the nose cone). The hybrid run results are after 1500

time steps, while the pure FD-TO results are after 1,800 time steps. For

this case, a very high level of agreement is observed between the two sets
of data at all points of comparison. The worst-case difference beuween the

results is only I dB, with most resultý consistent within only fractions of

a decibel. 1

This case study shows that the hybrid MOM/FD-TD approach yields results

for the missile guidance section wire current and electromagnetic fields

which are consistent with the pure FD-TD data. The study implies that a

wire passing very close to an apertuve, and stron•ily coupled to that aper-

ture (as for the case of the pre-amp can-to-backplane wire near the sleeve-
fitting aperure), can be consistently modeled using the pure FD-TD approach

rComparison of the data sets for the 1800 time-step Qas•a for each set results
in slightly lessened agreement, such that the worst-case difference is about
1.7 dB. This may result from the hybrid program progressing to the sinusoi-
dal steady state at a slightly faster rate than the pure FD-TD program, ,
since a sinusoidal steady-state equivalent aperture current excitation is
employed from the very beginning of the hyhrid program, rather than an
aperture excitation which must build to the steady state. .
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and the hybrid MOM/FD-TD approach. In the latter, it must be remembered

that the MOM-derived equivalent aperture excitation takes into account
none of the interior details of the structure. Finally, the study implies

that complex sub-sections of large, simply-shaped structures are prime

candidates for detailed modeling of the interior penetrating fields via

the hybrid MOM/FD-TD method.

";13.3 HYybipd F-TD Method, Two-Dimensional Scattering Problems

In order to validate the feasibility of the new formulation of the

FD-TD lattice regions (Section 2.2.2), the new variable-angle plane wave
source condition (Section 2.2.2), the new second-order correct lattice

truncation conditions (Section 2.2.3), the new sinusoidal steady-state

i'aagnitude and phase computation (Section 2.2.4), and the new far-field
scattering computation via the near-to-far field transformation (Section

2.2.5), several canonical, two-dimensional, conducting and dielectric

structures were studied during the present research program, The numerical
results1 of the FD-TD computed surface electric current distribution and

near electric and magnetic fields are presented for the case of a two-

dimensional, square metal cylinder subject to TM-polarized illumination

at normal and oblique incidence. These electric curients and near fields

are compared to the MOM-computed results [21, 22]. The scattered-field
pattern and the corresponding radar cross section (RCS) are derived from

the near-to-far field transformation of the FD-TD data. These are then
compared to the results obtained by using the MOM. Additional RCS results
for the case of circular metal and dielectric cylindcrs are also presented.

It is shown that a very high degree of correspondence is obtained using

this method.

**3.3.1 Square Metal Cylinder, Normal (Broadside) Incidence,
TM Polarization of Incident Wave

We first consider the example of the scattering of a plane wave by

a square conducting cylinder. The cylinder has the electrical size k s = 2,

where s is the width of the side of the cylinder. The plane-wave excitation

IThe numerical results were obtained using the FD-TD computer program
listed in Appendix A. Standard Fortran is used for this program.
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is TM polarized, with field components E[ and i, and propagates in the
Z

+y direction so that it is at normal incidence to one side of the cylinder.

(01= 0*). An 84-point MOM solution of Equation (18a) is used as the bench-

mark for comparison with all FD-TD results, with pulse current expansion and

point matching [21, 22].

For the FD-TD analysis, the square cylinder is embedded in a two-dimen-

sional lattice as shown in Figure 4. Each side of the cylinder spans 20

lattice-cell divisions. The connecting virtual surface between the FD-TD

total-field and scattered-field regions is located at a uniform distance of

5 cells from the cylinder surface. Figure 20 shows the geometry of the

square cylinder, the incident plane wave, and the loci abcd (cylinder surface)

and ABCD (off-surface, near-scattered field) along which comparative FD-TD

"and MOM results will be graphed.

Figures 21a and 21b graph the comparative results for the FD-TD and

MOM analyses of the magnitude and phase of the cylinder surface electric

current distribution for this case. Here, the FD-TQ computed surface current

is taken as n x Htan, where ' is the unit normal vector at the cylinder sur-

face, and Ht is the FD-TD value of the magnetic field parallel to the I
cylinder surface, but at a distance of 0.5 space cell from the surface. (The

displacement of the H component from the cylinder surface is a consequence

of the spatially-interleaved nature of the E and H components of the FD-TD

lattice, indicated in Figure 2). In Figure 21a, the magnitude of the FD-TD

computed surface current agrees wIth the 84-point MOM solution to better

than +1% (0.09 dB) at all comparison points more than 2 cells from the

cylinder edges (current singularities). In Figure 21b, the phase of the

FD-TD solution agrees with the MOM solution to within +30 at all comparison

points, including the shadow region. The uncertainty bars shown in this

figure indicate the present level of imprecision in using the FD-Tn method

to locate the constant-phase points of the computed time-domain H wave-tan
form (equivalent to +1 time step). This imprecision can be reduced in future

FD-TD programs by incorporating a simple interpolation algorithm to achieve

fractional time-step resolution of points of constant phase.

Figures 22a, 22b, 23a and 23b show the comparison of the magnitude and
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phase of the near scattered electric and magnetic fields computed by the

FD-TD method and MOM. The electric field is tangential to a virtual

surface, Sa, located at a uniform distance of h - 7 space cells from the
cylinder surface; and the magnetic field is tangential to a virtual surface,
SA, located at 6.5 cells from the cylinder surface. Both virtual surfaces

aro embedded in the scattered-field region of the FD-TD lattice. The level
of correspondence between the FD-TD and MOM results is +2.5% (+.0.2 dB) and

+30,

In order to obtain the far-field pattern and the scattering cross-

section, the near-field to far-field transformation discussed in Section
2.2.5 is followed for two-dimensional structures. The neur scattered
fields shown in Figures 22a, 22b, 23a and 23b are converted'into the corre-

spornding equivalent electric and magnetic current distributions along Sa
according to Equations (14a) and (14b). The far field is then computed

by applying Equations (17a) - (17e).

Figure 24 plots the normallzed radar cross section (RCS) versus

scattering angle, €, for the square, conducting cylinder. Two cases are

plotted. First, the solid curve represents th• RCS computed directly from
the induced surface electric currents of the cviinder. These surface
currents were derived via a MOM solution of EquAtion (18), and -the far field

derived by performing the integration of Equatloi (19). Second, the dots A

represent RCS values computed by converting the PD-. D derived near electric
and magnetic fields of Figures 22a, 22b, 23a, 23b to the far field by
applying Equations (14a), (14b), and (17a) - (17e). A very high degree of
correspondence is indicated between the two sets of results. [his corre-

spondence indicates thu validity of the hybrid FO-rF) method for computing
the far field and tadar cross section, as well as the accuracy of the new

FD-rD algorithm provisions.

66

= .,, u i ...... "- <- -'• -'l" 'r""



-i L0

0 AM*

II
u ci-i

IoP

U-

00

CQ0

67p



**3. 3.2 Square Metal Cylinder, Oblique (45') Incidence, TM
Polarization of Incident Wave

We next consider the oblique illumination of the square metal cylinder

of the previous examplo, Figure 25 shows the geometry of the square cylinder,

the incident plane wave, and the loci ad (cylinder surface) and AICX (off-

surface, near-scattered field) along which comparative FD-TD and MOM results

will be graphed. The only change made from the previous scattering example

is that the incident wave 'is assumed to propagate at an angle of 45' rela-

tive to one side of the cylinder (qi . 450). This change is made simply by

altering one data statement of the Fortran romputer programi'.

Figures 26a and 26b graph the comparative results for the FD-TD and

MOM analyses of the magnitude and phase of the cylinder surface electric

current distribution for this case. Again, the FD-TD computed surface

current is taken as n x A tan' where ri is the unit normal vector at the

cylinder surface, and Ftan is the FD-TD value of the magontic field parallel

to the cylinder surface, but at a distaice of 0.5 space cell from the surface.

In Figure 26a, the magnitude of the FD-TD computed surface current agrees

again with the 84-point MOM solution to better than +1% (+0.09 dB) at all

comparison points more than 2cellsfrom the cylinder edges (current singu-

larities). In Figure 26b, the phase of the FD-TD solution again agrees with

the MOM solution to withir +Y3 at virtually each comparison point, including

the shadow region.

Figure 27a, 27b, 28a, and 28b show the comparison of the magnitude

and phase of the near-scattered electric and magnetic fields cot uted by the

FD-TD method and MOM. Again, the electric field is tangential to a virtual

surface, Sa, located at a uniform distance of h - 7 space cells From the

cylinder surface; and the magnetic field is tangential to a virtual surface,

SA a located at 6.5 cells from the cylinder surface. The level of corre-

pondence between the FD-TD and MOM results is again +2.5% (+0.2 dB) and +3"'.
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The high level of agreement between the FD-TD and MOM results for

both the 01= 0 and i 450 angles of incidence verifies that the key, new

FD-TD features (variable-incidence plane wave, second-order-correct lattice

truncations, sinusoidal steady-state magnitude and phase computations) work,

and work very well. In fact, the observed level of accuracy for these

latest results Is as much as 5 to 10 times as good as the previously-observed

[12), [13) FD-TD accuracy level of +10% (+1 dB). It is expected that the

new, enhanced accuracy levels will be observed when the present two-dimcn-

sional FD-TD computer programs are modified to the three-dimensional case.

**3.3.3 Verification of Near-to-Far Field Transfornation for
Circular Metal and Dielectric Cylinders

To provide further verification of the application of the near-to-far

field transformation of Section 2.2.5, pure MOM studies have been performed
during this research program on a metal and a dielectric circular cylinder.

These studies concern the computation of scattering from such cylinders for

the two-dimensional case of plane wave illumination (TM polarization).

Figure 29 shows the normalized radar cross section (RCS) computed for

a metal cylinder of size koa = 1. The solid line shows the RCS computed

directly from the surface electric current, Jz, on the cylinder. The dots

show the RCS computed using the near-to-far field transformation executed
along a square virtual surface located at an electrical distance koh - 0.38

from the surface of the cylinder. The agreement of the two solutions for

the RCS Is extremely high (to better than 4 decimal places at each point of

comparison).

Figure 30 shows the normalized RCS computed for a dielectric cylinder

of size k0 a = .63. The solid line shows the RCS computed directly from

the equivalent electric and magnetic currents on the surface of the cylinder,

which had been previously derived using a MOM solution of a surface integral

equation. The dots show the RCS computed using the near-to-far field trans-

formation executed along a square virtual surface located at an electrical
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distance koh 0,24 from the surface of the cylinder. Again, the agreement
of the two solutions for the RCS is extremely high (to better than 4 decimal

places at each pnint of comparison).

It is therefore concluded that the application of the near-to-far
field transformation along a rectangular locus surrounding a scatterer is,

for all practical purposes, an exact procedure for deriving the far fields.

The validity of this near-to-far field transformation is the heart of the
proposed hybrid FD-TD method for computing the far scattered fields and RCS

from arbitrary, extremely-cumplex structures in three dimensions. It should

be noted that this procedure should also be equally valid and useful in
computing the far-fleld radiation patterns of extremely-complex source
regions and antennas,
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4.0 SUMMARY AND CONCLUSIONS

Electromagnetic penetration and scattering problems are difficult to
treat with many analytical or numerical methods because of the inability of

these methods to simply deal with the effects of structure materials, aper-

tures, curvatures, corners, and internal contents. In two earlier RADC
contracts, IITRI investigated the application of a new approach for the
direct modeling of very complex electromagnetic interaction problems: the

finite-difference, time-domain (FD-TD) solution of Maxwell's equations.
The FD-TD method has key advantages relative to available modeling approaches.
These advantages permit it to accurately treat complex problems that are
beyond the scope of solution by any other method. The ultimate aim of
research in this area is to develop an accurate, easily-used, general com-

puter program solving for either electromagnetic field penetration, scatter-
ing, or radiation for arbitrary metal/dielectric structures spanning up to

10 nr more wavelengths in three dimensions with a spatial resolution better
than 0.1 wavelength.

In order to more fully determine the usefulness of the FD-TD method,
RADC thought that it is desirable to distribute this technique to as wide
a range of users as possible so that it can be tested by actual implementa-

tion. The overall objectives of alqorithm development in this case are to
allow RADC to write a user-oriented computer program for the FD-TD technique.

The qoals of the present IITRI research effort for RADC include the

development of specific alqorithms of hiqh importance to help provide a
flexible, simple-to.-use, and hiqhlv accurate user-oriented FD-TD computer
program. To mnet these goals, IITRI has tested five key improvements in
the FD-TD algorithm during this effort, including the following:

1. Total-field/5scatter ed-field lattice division.

This permits a very high computational dynamic range to ac-
curately model fields within shadow zones or cavities. This

further permits programming of variable angle of incidence
and the second-order correct radiation condition, summarized

below.
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2. Variable a nqle of incidence.

For two-dimensional problems, this permits a single data card or

Fortran statement to specify in a very accurate manner the angle
of incidence of a plane wave illuminating a structure. For three-
dimensional problems, both the angle of incidence and polarization

could be specified, There is no requirement to rotate the geometry
of the interacting structure in the FD-TD lattice. I

3. Second-order accurate radiation condition.

This reduces the uncertainty of the final computed results by as
much as ten-to-one. FD-TD computations using this radiation con-
dition now have estimated field-magnitude uncertainties of better

than +2.5, (+0.2 dB) versus previous uncertainties of +10%-+15%

(+1 dB).

4. Magnitude and phase computation condition for the sinusoidal steady
state.

This permits accurate determination of the magnitude and phase of
FD-TD computed fields at any desired points for later use in com-

putations involving scattering, radiation or coupling to wires.
This approach avoids any ambiguity due to either a possible DC

offset of the fields or the repetitive nature of the sinusoidal

wa ve fo rm,

5. Near-to-far field transformation.

This permits the far scattered fields and radar cross section of

arbitrary structures modeled by the FD-TD method to be easily and

accurately determined. Observed accuracy of the radar cross section
using this feature is in the order of +1% (+0.09 dB).

In addition to the five algorithm improvements tested byIITRI, this report

also summarized a FD-TD feature which has recently appeared in the literature

that permits computation of the coupling of currents to thin wires and struts.



The conclusions of thi, rvporl are a,ý follow-. :

1. The accuracy of the pure FD-TD method for electromagnetic interaction

problems can reach the high levels previously attained only by method-

of-moments (MOM) approaches when the second-order accurate radiation

condition is used in the FD-TD algorithm. The FD-TD method retains its

key advantcges over MOM in terms of the much larger electrical size

and greater complexity of the structures that can be modeled.

2. The specification of variable angle of incidence and polarization of

an illuminating wave can be achieved with the FD-TD method using only

a single data card or Fortran statement.'

3. The total-field/scattered-field regional division of the FD-TD lattice

can be successfully implemented and offers the significant advantage

of a high computational dynamic range. In addition, this lattice divi- A
sion provides a fr.amework for programming variable wave incidence and A

r'• polarization, improved radiation conditions, and the near-field to

far-field transformation for s•atterlng problems.

4. The near-to-far field transformation along a'rectangular virtual sur-

face surrounding a scatterer makes it possible to use the FD-TD method

to compute the far scattered fields and radar cross section uf complex,-

arbitrary structures with great precision. A

It is the opinion of the authors of this report that the FD-TD method deserves

additional investigation to probe just what are the limits of application of

this extremely prrr:. :ug approach to accurately model electromagnetic penetra-

tion, scattering, ,ncI radiation problems,

1This incident wave specification is now as simple for the FD-TD method as it
has been with MOM. However, the FD-TD approach rqquires re-running the entire
problem for each new incident wave angle. With HOM, only a single inversion
of the system matrix is required, Subsequently, arbitrary wave excitation is
treated as a simple matrix multiplication of the equivalent excitation
vector. MOM therefore permits a conceptually simple- treatment of the vari-
able wave incidence problem,

B2
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APPENDIX A

Listing of Fortran Computer Program

This appendix contains the listing of the Fortran computer program used

to obtain the FD-TD results for the square-cylinder scattering problems of

Section 3.3 of this report. This computer program contains all of the new

FD-TD algorithms that have been examined during the present research effort,

except the thin-wire coupling algorithm of Section 2.2.7.2. This program

provides a general treatment of two-dimensional penetration and scattering

problems for the transverse magnetic (TM) polarization case, and utilizes a

50 x 49-cell Yee grid. The following is d succinct description of the user .
inputs to this program...i

Program Line Symbol or Data Input Function

004 FREQ Illumination frequency (Hz)

005 DX Lattice cell size (meters)

006 NCYCS Number of complete cycles of
the sinusoidal incident wave
that the program is time-stepped

007 MEDIA Equal to 2 + number of distinct
dielectric or conducting mater-
ials modeled in the FD-TD grid

008 DATA EPS Relative permittivity of mater-
ials modeled. User specification
begins with data item #4 in
list. External air is item #1.

S009 DATA SIG Electric conductivity (mhos/m)
of materials modeled. User spec-
ification begins with data item
#4 in list. Air is item #1.

010 PHI Angle of incidence (degrees)
relative to y axis of grid. Lim-
ited to range 0" - 90 in pres-
ent program.

Oil ISA FD-TD "i" coordinate of left
field matching plane (between
total-field and scattered-field
regions)
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Program Line Symbol or .Data Input Function

012 ISB FD-TD "i" coordinate of right
field-matching plane (between
total-fieli and scattered-field
regions).

013 JSA FD-TD "j" coordinate of front
field-matching plane (between
total-field and scattered-field
regions).

014 JSB FD-TD "j" coordinate of back
field-matching plane (between
total-fleld and scattered-field I
regions).

103 - 10/ MEZ(I,J) Assigns a material-medium type
number to the E field compo-

nents of the qrid that comprise
the structure to be modeled.
The type number corresponds to
the EPS and SIG specifications
of program l 4nes 008 and 009.
Arbitrary specification is pos-
sible simply by using any number
of Fortran statements here to
make the assignment. In the ex-
ample shown, a single DO loop
suffices to specify that the
object is square and has a sur-
face composed of material-medium
type #4 (Cr = 1.0, a = 3.72
107 mhos/meter), The side of the
square object is specified to be
20 grid cells across with cor-
ners at (16,16), (36,16),
(16,36), and (36,36).
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