RADC-TR-82-16
Final Technical Report
Febrvary 1982

» (v
=L USERS CODE FOR THE FINITE-DIFFERENCE
< TIME-DOMAIN METHOD
IIT Research Institute
Dr. Allen Taflove
Dr. Korada Umashankar
APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED |
&
L
= ROME AIR DEVELOPMENT CENTER DTEC

" Air Force Systems Command
E Griffiss Air Force Base, New York 1344|

e U U o
L ' Tt
. APR 19 1983 ;5;\




Con e mmdens L

This report has been reviewed by the RADC Public Affairs Office (PA) and
is releasable to the National Technical Information Service (NT1S)., At NTIS
it will be releasable to the general public, iucluding foreign nations.

RADC~TR-82-16 has been reviewed and 1is approved for publication.

. /A
APPROVED: 99‘2”’1/@’-/ (éé . %MU\»@M

DANIEL E. WARREN
Project Engineer

APPROVED: @/0»-00 0 #—

DAVID €. LUKE, Colonel, USAF
Reliability & Compatibility Division

FOR THE COMMANDER: %pm—t

JOHN P. HUSS
Acting Chief, Plans Offlce

i
|

If your address has changed or 1if you wish to be vemoved from the RADC

mailing 1ist, or if the addressee is no longer employed by your organization,

plesse notify RADC. ( RBCT) Griffiss AVB NY 13441, This will asslst us in

maintaining a current mailing liet, .

Do not return copies of this report unless contractual obligatious or notices
on a specific document requires that it he returned.

s 4 it s e e e i i o 2t <;uﬂhi



“rrge
Rk

T T

URCTLASSTETED

SECURITY LLASSIFITATION OF THiS PAGE ‘When llata Enierad)

o

REPORT DOCUMENTATION PAGE BEFORE CONPLETING FORM

[T REPERT NUMBERN T GOVY ACCESIION NG| 3. RECIPIENT'S CATALGG NUMBER

RADC-TR-82-16 /}w, /] 3 5‘9;{

4. TITLE rand Subtiile} $. TYRE OF REPORY & PEMOD COVERLD
USERS CODE. ¥OR THE FINITE=-DIFFERENCE TIME- Final Technical Report
DOMA1N METHOD 30 Sep 8C - 30 Sep 81

¢. PEAFCRNING 013G, ALPORT NUMBER
N/A

Y. AUTHOR(Y) 4 CONTRACT OR GAANT NUMBER()
Dr. Allan Taflpve F30602-80-C-0302
Dr. Korada Umashankar

. PERFORMING ORGANIZATION NAME AND ADDRESS 6. RROGAAM ELEMENT, PROJECT, TASK |
IiT Research Instftute Y5 i
10 West 35th Street 20640308
Chicago IL 60616

11, CONTHOLLING OFFICE NAME AND ADDNESE 12, REPORT DATE
Rome Air Development Center (RBCT) Tebruary 1982
Criffiss AFR NY 13441 'i.ﬁunun CF PAGLS

T MONITORING AGRNEY NAME & ADONGSS(I( dliletent fram Canirolling Oflice) | 1. SECURITY CLABS, (af (his repore)
Same UNCLASSIVIFED

0, DisTRIBY FION 47 ATEMANT raf this Repori)
Approved for public release; distribution unlimited,

17, DISTRIBUTION $STATEMENT (of the abatemct entered in Bloek 10, It differsnt ltom Report)

Same

18, SUPPLEMENTARY NOTES
RADC Project Fngineer: Daniel K. Warren (RBCT)

. KEY WORDS (Continua on reveras side il neceasary and identily dy block number)
Electromagnetic Coupling

Electromagnetic Compatibility

Aperture Coupling

Time Domaln Suvlutions

Finite Differenc
....___.‘:.. 0. ABSTRACY (Continue ot reverae side If necesaary and identily by block number)

1 Electromagnetic penetration and scattering problems arve difffcult to treat
with many analytical or numerical methods because of the inabllity of
these methods to simply deal with the effects of structure materials,
apertures, curvatures, corners, and internal contents., Tn previons pro-
grams, a new approach for the direct modeling of very complex electro-
magnetic interaction problems was studied: the finfte-differonce, time-
domain (¥D=-TD) solution of Maxwell's equations. The FD=1D method has key

L)
" 2%
DD 57, 1473  ceoimion oF 1 Nov B s cBsoLETE UNCLASSTFIED (Cont™d)

SECURITY CLASSIFICATION OF THIS PAGE {Whan Date Entered)




UNCLASSIFIFD

SECUMTY CLASIIFICATION QF THIS PAGE/Whan Dota Entared)

Itew 20 (Cont'd)

Dadvantages relative to available modeling approaches. These advantages
permit it to accurately treat complex problems that are beyond the scope
of solution by any other method. )

PThe goals of the present research program included the development of
specific algorittms of high importance to help provide a flexible, simpl e
to-use, and highly accurate user-oriented FD-TD computer program. Five
key improvements in the FD-TD algorithm were tested during this effort,
including the following:~

““(1) ‘Total~field/scattered-field lattice division
72y Variable angle of incidence
{3y Second-order accurate radiafion condition
‘4, Magnitude and phase computation condition for the sinusoidal
. Steady state,wwﬁ
{55 Near-to-far field transformation.

.

A\

p)

Accegnion Tor

NTIS cnac p—3

DI Tan (|
Unruaee o od ]
Justiyie wlore ..
By.. U —
Dictritetiong 7 |
Avallabelity Uodes
- invo b aded/oR

Dist Spoeoeial

UNCLASSIFIED

SECUMITY CLASBIFICATION QF Yu'r DAQErWhen Date Enterad)

i

deri W

=]

3 =g

g,

st et il i,

2.

o oo T o o T v

L R

.

[P SRS, S

FRESERE S




P PRRAT TR TR RG-SOy

aferr e

REPORT SUMMARY AND DISCUSSION

Electromagnetic penetration and scattering problems are difficult
to treat with many analytical or numerical methods because of the ina-
bility of these methods to simply deal with the effects of structure
materials, apertures, curvatures, corners, and internal contents. In two
earlier RADC contracts, F30602-77-C-0163 and F30602-79-C-0039, IIT Research
Institute (IITRI) investigated the application of a new approach for the
direct modeling of very complex electromagnetic interaction problems: the
finite-difference, time-domain (FD-TD) solution of Maxwell's equations.

The FD-TD method has key advantages relative to available modeling approaches.

These advantages permit it to accurately treat complex problems that are
beyond the scope of solution by any other method., The ultimate aim of
research in this area is to develop an accurate, easily-used, general com-
puter program solving for efther electromagnetic field penetration, scat-
tering, or radiation for arbitrary metal/dielectric structures spanning up
to 10 or more wavelengths in three dimensions with a spatial resolution
better than 0.1 wavelength.

In order to more fully determine the usefulness of the FD-TD method,
RADC thought it 1s desirable to distribute this technique to as wide a
range of users as possible so that it can be tested by actual implementation,
The overall objectives of algorithm development in this case are to allow
RADC to write a user-oriented computer program for the FD-TD technique.

The goals of the present I1TRI research effort for RADC, Contract
F30602-80-C-0302, included the development of specific algorithms of high
finportance to help provide a flexible, simple-to-use, and highly accurate
user-oriented FD-TD computer program. To meet these goals, IITRI tested
five key improvements in the FD-TD algorithm during this effort, including
the following:
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Total-field/scattered-field lattice division.

This permits a very high computational dynamic range to accurately
model fields within shadow zones or cavities. This further permits
programming of variable angle of incidence and the second-order
correct radiation condition, summarized helow.

Variable angle of incidence.

For two-dimensional problems, this permits a single data card or
Fortran statement to specify in a very accurate manner the angle
of incidence of a plane wave illuminating a structure. For three-
dimensional problems, both the angle of incidence and polarization
could be specified. There is no requirement to rotate the geom-
etry of the interacting structure in the FD-TD Tattice.

Second-order accurate radiation condition.

This reduces the uncertainty of the final computed resuits by as
much as ten-to-one. FD-TD computations using this radiation con-
dition now have estimated field-magnitude uncertainties of better
than +2.5% (+0.2 dB) versus previous uncertainties of +10%-+15%
(+1 dB).

Magnitude and phase computation condition for the sinusoidal
steady state

This permits accurate determination of the magnitude and phase

of FD-TD computed flelds at any desired points for later use in
computations 1nv61v1ng scatteiing, radiation, or coupling to wires.
This approach avoids any améiguity due to either a possible DC

of fset of the fields or the repetitive nature of the sinusoidal
waveform,

Near-to-far tield transformation.

This permits the far scattered fields and radar cross section of
arbitrary structures modeled by the FD-TD method to be easily and
accurately determined. Observed accuracy of the radar cross section
using this feature is in the order of +1% (+0.09 dB).

iv
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. These FD-TD algorithm improvements are documented in thié report. In ad-
dition to the algorithm 1mproVeme5ts tested by IITRI, this report also summa-
rizes a FD-TD feature which has vernently appeared in the literature that per-
mits computation of the coupl:~g of cu, .ents to thin wires and struts,

The conclusions of this report are as follows:

1. The accuracy of the pure FD-TD method for electromagnetic interaction
problems can reach the high levels previously attained only by method-
of-moments (MOM) approaches when the second-order accurate radiation
condition is used in the FD-TD algorithm, The FD-TD method retains its
significant advantages over MOM in terms of the much larger electrical
size and greater complexity of the structures thati cin be modeled.

™3

The specification of variable angle of incidence and polarization of
an i1luminating wave can be achieved with the FD-TD method using only
a single data card or Fortran statement‘1

The total-field/scattered-field regional division of the FD-TD lattice
can be successfully implemented and offers the significant advantage
of a high computational dynamic range. In addition, this lattice divi-
sion provides a framework for programming variable wave incidence and
polarization, improved radiation conditions, and the near-field to
far-field transformation for scattering problems.

4. The near-to-far field transformation along a rectangular virtual sur-
face surrounding & scatterer makes 1t possible to use the FD-TD method
to compute the far .cattered fields and radar cross section of complex,
arbitrary structures with great precision.

It is the opinion of the authors of this report that the FD-TD method deserves
additional investigation to probe just what are the 1imits of applicaticn of
this extremely promising approach to accurately model electromagnetic penetra=
tion, scattering, and radiation problems.

1

This incident wave specification is now as simple for the FD-TD metnod as it
has been with MOM. However, the FD-TD approach requires re-running the entire
problem for each new incident wave angle. With MOM, only a single inversion
of the system matrix is required. Subsequently, arbitrary wave excitation is
treated as a simple matrix multiplication of the equivalent excitetion vec-
tor. MOM thereforc permits a conceptually simpler treatment of the vartable
wave incidence problem.

ks
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PREFACE

[IT Research Institute (IITRI) is pleased to submit this Final Report
on "User's Code for the Finite-Difference Time-Domain Method" to Rome Air
Development Center (RADC/RBCT). The report covers work performed by IITRI
under Air Force Contract No. F30602-80-C-0302, designated as IITRI Project
No. E6502. This report covers details of the technical work, including
relevant theory and numerical results. Appendix A provides a listing of
the Fortran computer program used to obtain the results of this report.

The principal investigator on this program was Dr. Allen Taflove,
The co-investigator was Dr. Korada Umashankar. The project duration was
1 September 1980 to 31 August 1981,

Respectfully submitted,
IIT RESCARCH INSTITUTE

Oti. V pArrre—

Allen Taflove, Ph.D.
Cenior Engineer

APPROVED:
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Theodore A. Martin
Manager, EM Technology Section
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HSTR'S cont FOR THE FINITE-DIFFERENCE TIME-DOMAIN METHOD

L Air Force Contract No. F30602-80-C-0302
ITTRI Project No. E6B02
1 September 1930 - 31 August 1931
FINAL REPORT

1.0 INTRODUCTION

Electromagnetic penetration and scattering problems are difficult to
treat with many analytical or numerical methods because of the inability
of these methods to simply deal with the effects of structurc materials,
apertures, curvatures, corners, and internal contents. Usually, only
relatively simple geometries are studied in an attempt to guin insight into
the key interaction mechanisms and to allow an indirect estimate of the
interaction for more complicated problems.

& In earlier RADC Contracts F30602-77-C-0163 and F30602-79-C-0039,

; I1TRI investigated the application of a new approach for the direct model-
ing of very complex electromagnetic interaction problems: the finite=
difference, time-domain (FD-TD) soiution of Maxwell's equations. The FD-
TD method treats the illumination of a structure as an initial-value
problem. At t = 0, a plane-wave source of frequency, f, is assumed to

be turned on. The propagation of waves from this source is simulated by
solving a finite-difference analog of the time-dependent Maxwell's equa-
tions on a lattice of cells, including the structure. Time-stepping is
continued until the sinusoidal steady state is achieved at each cell., The
field envelope, or maximum absolute value, during the final wave-cycle of 4
time-stepping is observed to obtain the magnitude and phase of the steady- ;f?
state field at any point. 1

i P, N -
B Wt o b o e ek S i e i o b g i

This method has two key advantages relative to avaiiable modeling
approaches. First, it is simple to implement for complicated metal/die-

lectric structures because arbitrary electrical parameters can be assigned , ?
to each lattice cell using a data card deck., Second, its computer memory : j
and running time requirement is not prohibitive for many complex structures }\§
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of interest., 1In the RADC work, IITRI has shown the FD-TD method to be
capable of accurately sclving for wore than one million unknown field
components withip a~few minutes on an array-processing computer. Con-
sistently, a + 1-dB accuracy relative to known analytical and experimental
bench marks has been achieved for a variety of dielectric and metal geom-
etries,

The abjective of IITRI's previous RADC studies was to evaluate the
suitability of the FD-TD method to determine the amount of electromagnetic
coupling through an aperture inte an enclosed conducting container and the
interaction and coupling of the penetrating fields with internal electronics.
Two specific container models were used for the evaluation. The first, a
simple conducting cylinder with one open end, The other, the complex guid-
ance section of a missile, Each of these two configurations.was modeled
to calculate the electromagnetic field coupled into the structure,

The ultimate aim of research in this area is two-fold. First, develop
an accurate,easily-used, general code solving for either electromagnetic
field penetration, scattering, or radiation for arbitrary metal/dielectric
structures spanning up to 10 or more wavelengths ih three dimensions with
a spatial resolution hetter than 0.1 wavelength. Second, develop a more
sophisticated intuitive understanding of basic wave interaction mechanisms
in time domain, such as transient propagation through beyond-cutoff cavity
interiors, field build-up at edges, convergence to the sinusoidal steady
state, scattering, and radiation.

In order to more fully determine the usefulness of the FD-TD method,

RADC thought that it is desirable to distribute this technique to as wide

a range of users as possible so that it can be tested by actual implemen~
tation. However, the FD-TD computer programs previously developed by IITRI
for RADC were research oriented rather than user oriented, 1.e., they were
written to apply to fairly specific types of interaction structures rather
than completely general structures. Further, these FDTD programs were
optimized for a specific vector array processing computer, the Control Data
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‘Cyber 203, in order to minimize the cost of purchased computer time. The

Fortran used for these programs was specialized to benefit from the machine-
specific features of the Cyber 203, and is not directly usable by common
scalar-processing computers such as the Honeywell 6000 series, CDC 6600,

CDC Cyber 76, or IBM 370 series.

The overall objectives of'a1gorithm development 1n'thisgcase are to
allow RADC to write a user-oriented program for the FD-TD technique. Such
a program would ideally buffer the user from the complexities involved in
specifying an interaction geometry in the form needed by the mainvpkogram.
Further, such a program would be suitable for arbitrary shaped bodies,
material parameters, incident-wave angle of incidence and direction of
polarization, and time dependence on the incident wave. Finally, such a
computer program would be machine-independent, i.e., written in a standard
language such as Fortran IV, so that implementation on a very wide variety
of computers would be easily possible, However, the program would still
be structured to make the best econonmy of computer resources such ds
memory storage and program execution time.

The goals of the present IITRI research effort for RADC include the
development of specific algorithms of high importance to help provide a
flexible, simple-to-use, and highly accurate user-oriented FD-TD computer
program, IITRI has tested five key improvements in the FD-TD algorithm
during this effort, and reports on these developments in this document.
The following is a 1isting of these algorithm developments, including
comments indicating the usefulness of each development.

1. Total-field/scattered-field lattice division.

This permits a very high computational dynamic range to accurately
model fields within shadow zones nr cavities. This further permits
programming of variable angle of incidence and the second-order
correct radiation condition, summarized below.
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'Var1a51e éngje of incidence.

For two-dimensional problems, this permits a single data card
or Fortran statement to specify in a very accurate manner the
angle of incidence of a plane wave illuminating a structure.
For three-dimensional problems, both the angle of incidence and
polarization could be specified. There is no requirement to
rotate the geometry of the interacting structure in the FD-TD
lattice,

Second-order accurate radiation condition.

This reduces the uncertainty of the final computed resuits by
as much as ten-to-one. FD-TD computations using this radiation
condition now have estimated field-magnitude uncertainties of
better than +2.5% (+0.2 dB) versus previous uncertainties of
+10%=+15% (+1 dB).

Magnitude and phase computation condition for the sinusoidal
steady state

This permits determination of the magnitude and phase of FD-1D
computed fields at any desired points for Tater use in computations
involving scattering, radiation, or crupling to wires., This
approach avoids any ambiguity due to either a possible DC offset
of the fields or the repetitive nature of the sinusoidal waveform.

Near-to-far field transformation.

This permits the far scattered fields and radar cross section of
arbitrary structures modeled by the FD-TD method to be easily and
accurately determined. Observed accuracy of the radar cross section
using this feature is in the order of +1% (+0.09 dB).
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In addition to the five algorithm improvements tested by IITRI, this
report will also summarize a FD-TD feature which has recently appeared in

the literature that permits computation of the coupling of currents to
thin wires and struts.

Section 2,0 of this report will provide a complete summary of the
theory and basic algorithms of the FD«TD method, including the five new
features tested by IITRI and the thin-wire coupling model. Sub-sections
which contain discussion of these new features will be denoted by a double
asterisk (**) appearing before the headings. Section 3.0 of this report
will providé examples of computed results which illustrate each of the key
features of the FD~TD method examined to date. Again, examples of new
features will be denoted by a double asterisk appearing before the appro-
priate heading. Appendix A provides a standard Fortran 1isting of a two-
dimensional FD-TD computer program which i1lustrates the key features
tested by IITRI during this research effort,

2.0 THCORY AND BASIC ALGORITHMS OF THE FD-TD METHOD
2.1 Ideas fehind the FD-TD Method

The FD-TD method 1s a direct solution of Maxwell's time-dependent
curl equations. As shown in Figure 1, the goal 1s to model the propagation
of an electromagnetic wave into a volume of space containing a dielectric
or conducting structure., By time-stepping, i.e., repeatedly implenmenting
a finite-d{fference analog of the curl equations at each cell of the
corresponding space lattice, the incident wave is tracked as it first
propagates to the structure and then interacts with it via surface-current
excitation, diffusion, penetration, and diffraction. Wave-tracking 1s
completed when the desired late-time or sinusoidal steady-state behavior
is observed at each lattice cell. The rationale for this procedure is
that it achieves simplification by analyzing the interaction of the wave-
front with portions of the structure surface at a given instant in time,
rather than attempting a simultaneous solution of the entire problem.
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Time~stepping for the FD-TD method s accomplished by an explicit
finite-difference procedure due to Yee [1]. For a cubic-cell space
lattice, this procedure involves positioning the components of £ and H
about a unit cell of the lattice, as shown in Figure 2, and evaluating E
and H at alternate half-time steps. In this manner, centered difference
expressions can be used for both the space and time derivatives to attain
second-order accuracy in the space and time increments without requiring
simultaneous equations to compute the fields at the latest time step.

The finite-difference formulation of the FD-TD method allows the
straightforward modeling of the surfaces and interiors of arbitrary die-
lectric or conducting structures. The structure of interest is mapped
into the space lattice hy first choosing the space increment and then
employing a data card deck to assign values of permittivity and conductivity
to each component of E. No special handling of electromagnetic boundary
conditions at media interfaces is required because the curl equations
generate these conditions in a natural way by themselves. Therefore, the
basic computer program need not be modified to change from structure to
structure. In this manner, inhomogeneities or fine details of the structure
can be modeled with a maximum resolution of one unit cell; thin surfaces
can be modeled as stepped-edge sheets. Figure 3 shows an arbitrary three-
dimensional scatterer embedded in a FD-TD Tattice,

The explicit formulation of the FD-TD method is particularly suited for
programming with minimum storage and execution time using recently developed
array-processing computers. First, the required conputer storage and running
time increases only linearly with N, the total number of unknown field
compenents. Computer techniques (such as the method-of-moments) which re-
quire the solution of simultaneous equations usually have a storage require-
ment proporticnal to N2 and a running time proportional co NE.N3 [2].
Second, since all FD-TD operations are explicit and can be performed in
parallel, rapid array-processing techniques can be readily applied, As
will be demonstrated later, these can be employed to solve for more than
10% field components in a single FD-TD problem, as opposed to a maximum of
about 103 field components for conventional approaches using simultaneocus-
equation solutions [2].
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Yec applied the FO-1D wethod Lo conpute the waveforme ot IM and TT
pulses scattered from infinitely long, rectangular cross section, con-
ducting cylinders [1]. Other workers investigated electromagnetic-pulse
(EMP) interactions in time-varying inhomogeneous media [3]; with netallic
bodies of revolution [4]; with detailed models of aircraft [51, [6]; with
lossy dielectric stuctures [7]; and with thin struts and wires [8],  Four
¢1st1nct problems emerged in the process of adapting the FD-TD method to
model realistic situations: :

1) Lattice Truncation Conditions. The field components at the lattice
truncation planes cannot be determined directly from the Maxwell's-equations
analog and must be computed using an auxiliary truncation condition. HoWaver,
care must be exercised because this condition must not cause excessive
spurfous reflection of waves scattered outward by the structure modeled.

The goal s to formulate truncation planes as closeas possible to the struc-
ture (to minimize computer storage), and yet achieve virtual invisibility
of these planes to all possible waves wi“hin the lattice.

2) Incident Plane-Wave Source Condition. The gimulation of efther a
plane-wave pulse or single-frequency plane wave at arbitrary angles of
fncidence should not take excessive storage nor cause spurious wave reflec-
tions., The former would occur {f the incident wave is programmed as an
initial condition; the latter would occur 1f the incident wave is programmed
as a fixed field excitation along a single lattice plane,

3) Sinusoidal Steady-State Information. Such data can be obtained
efther by a) directly programming a single-frequency incident plane wave
or b) performing a separate Fourfer transformation step on the pulse wave-
form respunse., Both methods require time-stepping to ¢ maximum tine equal
to several wave periods at the desired frequency. The second method has
two additional requirements. Tirst, a short-rise-time pulse suffers from
accumulating wavaform ervor due to overshoot and ringing as it propagates
through the space lattice., This leads to a numerigal nolse component which
should be filtered before Fourfer transformation. Second, Fourier trans-
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formation of many lattice-cell field-versus-time waveforms (each probably
extending over many hundreds of time steps) would significantly add to
the total requirements for computer storage and execution time.

4) Total-Field versus Scattered-Field Formulation. A choice exists
in whether to finite-difference only the scattered field instead of the
total field (at each lattice cell). The scatterad-field approach may lead
to a relatively superior lattice truncation condition [4]. However, the
total-field approach 1s more useful in determining the fields penetrating
structures having shielding properties, or the fields in the shadow regions
of scatterers, where the total field can diminish to levels far below the
incident, Scattered-field codes have traditionally run into numerical
"noise" problems for such cases since they achieve interior or shadow-zone
field reduction by the subtraction of nearly equal scattered and incident
field quantities. Computed shielding or shadowing of more than 30 dB may
be difficult to achieve in this manner because of a residual "noise" floor
inherent in this subtraction process. A total-iield approach does not
suffer from the subtraction-noise problem and hence 1s suitable for computing
field penetration within shielded structures or into shadow zones,

Previous work by IITRI described initial efforts to solve the first
three problems above for the case of a total-field FD-TD program employing

a cubic-unite~cell space lattice [9] - [13]. Simple truncation conditions
were developed for two and three-dimensional lattices that reduced the re-
flection coefficient of closely positioned truncation planes to the order
of 0.1 for waves of arbitrary incidence, A plane-wave source condition was
described that allowed generation of an arbitrary pulsed or sinusoidal wave
(at a fixed angle of incidence) without requiring any additional storage
and without causing spurious wave reflections. Finally, it was shown that
sinusoidal steady-state data could be computed using the FD-TD method by
directly programming a single-frequency incident plane wave and time-step-
ping to the steady-state over several periods of the incident wave. Ob-
served accuracy was +1 dB at points of electric-field maxima, and +1 lattice
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cell in locating electric-fiald maxima and minima, when the lattice-cell
size was chosen to be less than 0.05 ), as discussed .in detail in [12] and
£131. v . _ 5

The following sub-sections will provide a full review of the latest
formulation of the FD-TD methad, including the features developed during
the current research effort as well as the thin-wire coupling model. These
new deve]gpments will be indicated by a double=asterisk (**) appearing before
the sub-section heading.

2.2 Computational Details for a Uniform, Cubic Lattice

2.2.1 Basic System of Equations

Using the MKS system of units, and assuming that the material parameters,
U, = and ¢ are independent of time, the following system of scalar equations
is equivalent to Maxwell's equations in the rectangular coordinate system
(xy ¥ 2): ‘

3K 1 ¢k 13

X Ly 2

at ™ (Bz ay ) (1a)

aH p]3 oE .
- oM 3E.  aE

?fi : & ( _y>£ *'Eil) o A (e)

HE BH, M

e G o) 1)

BEy 1 BHX BHZ (1e)

vl o)

oF H.  oH

5t - : (5t -~ 52 - oF,) (1f)
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Yee [1] originally introduced a set of finite-difference equat1on§ for
the system of Equations (la) - (1f), Following Yee's notation, we denote a

space point in a cubic lattice as
(hisk) = ('i\‘},JtS,kﬁ) (2)

and any function of space and time as

FU01,d0k) = F(18,08,k8,n8t), (3)
where § = ~x = Sy = 8§z 1s the space increment, &t is the time increment, and
1y 1. k. and n are integers. Yee used centered finite-difference expressions
for the space and time derivatives that are both simply programmed and second
order accurate 1n & and in §t, respectively:

k) FA”,EJ:‘.-.-J,k),%,.F”(i-l:e-J._;,.K.)“ + 0(s2) (4)

X

o
—

ar _,j k) . ?fl (10dak). %.F?_ “(1a.5Kk). + 0 Gtz) (

To achieve the accuracy of Equation (4), and to realize all of the space
derivatives of Equations(la) - (1f), Yee positioned the components of E and Il
about a unit cell of the lattice as shown in Figure 2. To achieve the au u-
racy of Equation (5), he evaluated £ and H at alternate half time steps.

Many electromagnetic interaction problems involve nonpermeable media
and can be approached using a fixed time step and space increment. For such
problems, the quantity st/u(1,4,k)8 is constant for all (4,J,k) of the
Tattice, and the Yee system of equations can be sinmplified to reduce computer
Lime in the following manner, We define the constants:

R = 6t/2c0 (6a)

ol .2
R(_1 = §t°/ (4§ uobo) (6b)
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R, = 8%/u,8 (6c)

i s Rl

1 - Ru(m)/ur(m)
Calm) = vRetwE Y (6d)

(6e)

R
¢, (m) = 'e;'m‘%"a‘&'(m‘

3 where m is an integer denoting a particular dielectric or conducting medium
in the space to be modeled. We also define the proportioral electric-field
vector

E =Ry E. (7)

Using the definitions of Ecuations (6a) - (6e) and (7), we reformulate Yee's
finite-difference system for the H time-stepping equations as:

nih nels ~N ~N
He (1 34, kets) = M (1,345, ks) + Ey(isj+%sk+1) - Ey(i.j*%,k)

n (8a)

~f ~
+ Ez“,j,kﬂﬁ) - E 1’j+1’k+ki)

A

ey ety N ~N ) \ r
Hy(""l’ﬁ’j’kﬂ.’) = Hy(‘i“‘éo\jak"'!‘i) + Ez('i_+.|:jak+‘12> - Ez“:J;k'H'i) 3
~N ~N (Sb)

+ EX(H";-,j,k) - Ex(i"";i’jwi{'ﬂ)




PR T o

*

by

G e

T ——
gr1n Y
£t~ PR

nts n-Jg ~Nn ~N
H (45, 34,k) = H (145, 345,k) + E (i4,341,K) - E (i+g,§,k)

(8c)

~N ~n
+ Ey(1,j+%,k) - Ey(i+]’j+%ak)

Assuming m = MEDIA(4,j,k) denotes the tvoe of medium at an electric field

component location, E (1,3,k), the 3 time-stepping equations are:

X3Y»s2
. n+l n Ny N+t
E,(1#4,3,k) = Co(ME, (143,3,k) + C(m)TH, (1412, 340,k) = H, (1415, 3-3a, k)
Nl n+ig (8d)
+ H (14, §,k=5%) - H (1#5,F,k+3)]
Y Y
n+l n n+is n+l4

E,(1,3%k) = Cy(miE, (1 395,k) + Cy(m) T, (1, 3+aakel) = H (1,345, k%)

Nkl N+ (8e)
+H (Tuiga J4,k) = H (145,3415,6) ]

LN+l N nts n+s
E,(1:30ks) = C(m)E (4,5 k+h) + €, (m) [Hy(i+%.j.k+%) - Hy(i-%.J.k+a)

n+y rs (8f)

# H (T3 kes) - H (T3 ket) ]

This reformulation eliminates the three multiplications needed by Yee
to compute Hx’ Hy. and Hz' Further, it eliminates the need for computer storage
of separate ¢ and o arrays. Now, only a MEDIA array which specifies the
type-integer of the dielectric or conducting medium at the location of each
electric field component in the lattice need be stored. In addition, the
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€, and o of each medium can now be changed without having to re-punch a
large data card deck, if the basic structure geometry is unchanged. Such
a change involves only the recalculation of the few values of Ca(m) and
Cb(m).

With the systein of Equations (8a) - (8f), the new value of a field
vector component at any lattice point depends only on its previous value
and on the previous values of the components of the other field vector at
adjacent points. Therefore, 4t any given time step, the computation of a
field vector may proceed either one point at a time, or, with a parallel
processing computer, at many points at a time.

The choice of § and &t is motivated by the reasons of accuracy and
algorithm stability, respectively. To insure the accuracy of the computed
spatial derivatives of the electromagnetic fields, & must be small compared
to a wavelength (usually < A/10). Further, to insure that the cubic lattice
approximation to the surfaces of the structure modeled is not too coarse,

§ must be small compared to the overall dimensions of the structure.

To insure the stability of the time-stepping algorithm of Equations
(8a) - (8f), 8t 1s chosen to satisfy the inequality

-

§t < (-l- + ~l§'+ ~Lf§ gL (for a cubic lattice) (9)
Sy §

c
2 max
8x Y4 cmax

where Cmax is the maximum wave phasé velocity within the model [9]. The
corresponding stability criterion set forth by Yee in Equations (7) and (8)
of his paper [1] is incorrect.

**x2 2.2 lLattice Regions and Plane Wave Source Condition [14]-[16]

As shown in Figure 4a, the latest formulation of the FD-TD lattice
involves the division of the computation space into two distinct regions,
separated by a rectangular surface which serves to connect fields in each
region. In two dimensions, the surface has four faces; in three dimensions,
the surface has six faces.
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Region | of the FD-TD latlice is denoted as the total-field region,
Here, it is assumed that all computed field quantities are comprised of
the sum of the incident wave and the scattered field. The interacting
structure of interest is embedded within this region.

Region 2 of the FD-TD lattice is denoted as the scattered-field region.
Here, it is assumed that all computed field quantities are comprised only
of the scattered field. The outer lattice planes bounding Region 2, called
the lattice truncation planes, serve to implement the free-space radiation
condition, discussed in the next subsection,

The rectangle faces comprising the boundary between Regiohs 1 and 2
contain E and H field components which, according to the system of equations
(8a) - (8f), require the formulation of various field-component differences
across the boundary planes for proceeding one time step, Typ1ca1 FD-TD
computations at these boundary points are as follows, using the spatial
coordinates shown in Figure 4b,

~n+] ] e

Ez(ivjo) = EZ(i'JO)lE(]n. (ﬂf) + Cb(m)Hx \1'1\10'35) (]03)
N+ nky AN

Helladg=ta) = H(had =) e (gay * Ep ;) (10b)
~ntl

Here, Ez(1.30) 1s the usual FD-TD value of the total E_ component evaluated
at point (1,d0) and time step n+l. Simitarly, Hx"+%(1,jo-k)1s the usual
FD-TD value of the spa}jgrgquHi component evaluated at point (*.jO-H) and
time step n+'y. Cb(m) denotes a proportionality factor defined in Equation
(6e). The superscript "i" denotes the known incident field component
value. These computations assure consistency of the subtraction operations
of field components across the Region 1/Reqion 2 boundary. In effect,
total-field quantities are always subtracted from similar total-field
quantities; and scattered-field quantities are always subtracted from
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similar scattered-field quantities. This enforcement of consistency serves
to precisely connect the total-field and scattered~field regions. Further,
the inclusion of arbitrary values of Ei and H1 in the consistency relations
permits the precise specification of the desired plane wave of arbitrary
angle of incidence and arbitrary polarization.

There are a number of key advantages to this methodology: (a) The
high-dynamic-range, total-field formalism is retained for the entirety of
the interacting structure, permitting accurate computations of low-level
fields penetrating into cavities through apertures, and in the shadow
regions of scatterers., (b) The scattered-field formalism is retained for
the lattice truncation region, permitting a very accurate simulation of
the radiation condition, (c) The incident wave contribution need be com-
puted or stored only for the field components at the rectangular surface
connecting Regions 1 and 2. This results in much less computation or
storage than if the incident field were to be computed at all points within
the interacting structure to implement a pure scattered-field formalism,
(d) The scattered near field in Region 2 can be easily integrated to derive
the far-field scattering and radar cross section, as discussed later.

*k2.2,3 Lattice Truncation Conditions

A basic consideration with the FD-TD approach to solve electromagnetic

field problems 1s that most such problems are usually considered to be
"open" problems where the domain of the computed field is ideally unbounded.
Clearly, no computer can store an unlimited amount of data, and the field
computation zone must be limited. The computation zone must be large enough
to enclose the structure of interest, and a suitable boundary condition on
the outer perimeter of the computation zone must be used to simulate the
extansion of the computation zone to infinity, Outer boundary conditions

of this type have been called either radiation conditions, absorbing
boundary conditions, or lattice truncation conditions by various recent
workers in this area,
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Let us now consider this problem in more detail., Inspection of
Equations (8a) - (8f) indicates that the values of field components at
Tattice truncation planes cannot be determined from the system of finite-
difference equations because of the centered nature of the spatial deri-
vatives. Therefore, these values must be computed using an auxiliary trun-
cation condition. However, care must be taken because this condition must
not cause the spurious back-reflection of outgoing scattered waves (as
observed by Yee), and nust not cause numerical instability. The goal of
formulating the truncation condition is to make the lattice truncation
planes invisible to all possible waves propagating within the lattice, as
shown in Figure 1.

A desirable truncation condition relates in a simple way the values of
the field components at the truncation planes to field component values at
points one orpiore ¢ within the lattice. We now review several possible
approaches which have been recently published.

1. First-order approximations. In three dimensions, an outgoing
scattered-wave field component, Fs (efther an electric or magnetic field)
has a (r, 0,$) varfation of the type [17].

eS . p edlut-kyr) [!.\_LQ.LMJ, B(O,d) 4 o v ] (1)

0
r r

Here, the bracketed infinite series represents in effecta multipole expansion
of the scattered field, where A, B, . . . are initially unknown functions of
angular position,

First-order simulations of the outer lattice boundary condition approxi-
mate the A(0,p)/r dependence only. These approximations inciude those of:
a) Taylor et al [3], using a radial field extrapolation method; b) Taflove
and Brodwin [9], [12], using simulation of near-field outgoing waves with
propagation delay, & field averaging process, and the possible use of elec-
tric or magnetic loss in the scattered-field zone; and ¢) Merewether [4] and
Kunz and Lee [6] simulating the radiation condition at large distances from
the center of the scatterer.
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2. Second and higher-order approximations. These simulate the
B(0,¢)/r2 and higher-order r-dependent behavior of FS 1in addition to the
: A{0,$)/r term. These approximations include those of: a) Engquist and
3 Majda {18]; and b) Kriegsmann and Morawetz [19]. In general, these
approaches involve the construction of mixed radial and time-derivative
_ operators, Dy on FS, which result in Di(FS) = ( (r"i']) so that arbitrary
¥ precision at any r can be obtained by increasing the order, i, of 01 (here
0 represents the order of a function),

A second-order approximation of this type at truncation plane x = 0
is given by [18]

N "2 ps ~2pS 2.S 2.8

i 1 0°F 1 O°F 1 ,9°F 3 F =0+ 0,1

i Ao 4 P N ) (=) (12)
; ¢ Ixot c2 Btz 2 ay2 azz :EO rﬁ

§ for the radiation condition at the lattice truncation plane x = 0, (Here
¢ 1s the free-space phase velocity). A typical FD-TD computation realizing

this radiation condition 1s given by [16]:

Mt e e e o
et gt

~n+]

_ eh=l
EZ (O,J’kHE) = -EZ (1'j’k+}5)

cht=d | =ntl on=1 )
+ a\m .EZ (1|Jok+]ﬁ) + EZ (0|J;k+%)_l (13)

o By (8 (0,00m) + £ (1,000

i R —

-

3 | E (0,841 ko) - 2E0(0,00ke%) + E0(0,4-1 ke
1 (1,34 1,ked) = 2E" (1,4.k+x) + EN(1 41, kek)
+ (oyt)? 2 2 2
Z\ (-El\ t"'ﬁT

+ED (04 okt %) ~2E0(0, 0, k) + ED(D, 3 .k-2)

AT (1 g0ke ) <2000, 9, ko) ¢ DT, 8 ket)
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In Equation (13), Eg+] (0,j,k+%) is the desired truncation-plane value of E
at point (0,j,k+%); S is the lattice cell size; and &t is the time step. Aﬁ
analogous condition can be written for E at x = 0, as well as for E, and

Ey at truncation plane Xmax> EZ and EX at truncation planes y = 0 and Ynax®
and Ex and Ey at truncation planes z = 0 and 2 ax (in three-dimensional
problems).

**2.2.4 Sinusoidal Steady-State Magnitude and Phase Information

Such data can be obtained either by (a) directly programming a single-
frequency incident plane wave, or (b) performing a separate Fourier trans-
formation step on the puise waveform reséoﬁse. Both methods require time-
stepping to a maximum time equal to several wave periods at the desired
freduency. The second method has two additional requirements. First, a
short-rise-time pulse suffers from accumulating waveform error ‘due to over-
shoot and ringing as it propagates through the space lattice. This leads
to a numerical noise component which must be filtered before Fourier trans-
formation. Second, Fourier transformation of many lattice-cell field-
versus-time waveforms would significantly add to the total requirements for

computer storage and execution time [3,4].

Recent IITRI work has shown that very accurate magnitude and phase
information for sinusoidal steady-state FD-TD problems can be obtained by
method (a) above and observing the peak positive and negative-going ex-
cursions of the fields over a complete cycle of the incident wave (after

having time-stepped through 2-5 cycles of the transient period following
the beginning of time stepping). For certain two and three-dimensional
scattering problems, a dc offset of particular computed field components
can be possible. This leads to the following requirements to obtain
correct magnitude and phase data:

1. The peak-to-peak value of the sinusoidal response at any

point must be observed to eliminate the effects of any
dc offset upon the computation of the phasor magnitude.

2. The zero-crossing of the field waveform may not be useful
in determining relative phase. Rather, it may be necessary
to locate the zero-derivative points of the waveform for
this purpose.
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% ; The foJ1ow1ng is an algurithm to locate the zero-derivative points of
§ : a: fleld-vs-time wavaform computed using the FD-TD method, This_part1¢u1ar,
% algorithm has an uncertainty of one time step or less, and operates by

% noting where the sign of the waveform time derivative changes from pesitive
1

to negative, or negative to positive.

 For ease of understanding the algorithm and relating it te the Fortran
program of Appendix A, the algorithm is given here in the form of a stmpli-
fied Fortran program. The symbols used here are defined as follows:

NCYCS = the number of complete cycles of the sinusoidal incident
wave that the FD-TD program is time-stepped;

FREQ = the frequency of the sinusoidal incident wave (in Hz);

DT = the time step of the FD-TD program (in seconds);
E{ : NMIN = the number of time steps spanning one complete cycle of
s the sinusoidal incident wave;
! - NMAX = the total number of time steps that the FD-TD program is
\ time-stepped;

NMINA = the number of time steps spanning one-half cycle of the

sinusoidal incident wave;

N = absolute time-step number (from beginning of time-stepping),
ranging from 1 to NMAX;

NA = number of time steps since the start of the present full-
wave-cycle observation period for zero-derivative points,
ranging from 0 to NMIN-1;

F = field component (either E_, s 1)y
p ( rE, Ey Ez' Hx’ Hy, or HZ),

DF, DFNU = time derfvatives of the F waveforn;

ENF = stored value of F, taken at the time of each zero-
derivative event of F;

IPHF = stpred value of NA, taken at the time of a zero-derivative
event of F coupled with a change of sign of the F derivative
from positive to negative,

The algorithm is as follows:
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12

13

513

NMIN = 1,0/ FREQ/DI
NMID = NMIN
NMAX = NCYCS * NMIN

NMINA = FLOAT(NMIN)/2.0

NMIDA = NMINA

NMAXA = NCYCS * 2 * NMINA

DO 21 .N=1, NMAX ° E

FNMOD = FLOAT(N)/FLOAT(NMID)

NA = N - IFIX{FNMOD)*NMID

DO zzzJd = imits

DO zzz I = ilimits

STORE = F(I,0)

F(I,J) = new F computed using Eqns. (8a-8f)
DFNU = F(I,J) - STOKE
IF(DENU*DF(1,0).GT.0.0) GO TO xxx
ENF(I,d) = F(I,J)

IF (DFNU.LT.0.0) IPHF(I,d)= NA
DF(I,J) = LFNU

CONTINUE

DO 12 K=NMINA,NMAXA,NMIDA
[F(N.EQ.K) GO TO 13
CONTINUE

G0 TO 20

Fortran statements which first print out
the ENF array and then reset the ENF array
to zero.

DO 512 K=NMIN,NMAX,NMID
IF (N.EQ.K) GO T0O 513
CONTINUE

GO TO 520

Fortran statenents which first print out
thue IPHF array, and then reset the [PHF array
to z2ero.
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Test field component
F(1,J) for change of
sign of time derivative

Test for half-cycle
intervals of time~
stepping

Test for full-cycle
intervals of time-
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520 CUNTINUL
21 CONTINUE
STOP
END

End of main time-
stepping loop

Every time step, the above aigorithm tests the desired field waveform,
'y for a changms of sign of the time derivative. If a sign change is de-
tected, the latest computed value of F 1§ stored in the array ENF. Note
that this value can be either positive or negative, If, further, the new
sign of the time derijvative is negative, indicating that a "peak" of the
F waveforn has just occurred, the time-step number, NA, is stored in the
arvay [PHF,

The above algorithm also tests to determine when half-cycle and full-
cycle intervals of time stepping have passed. Each half-cycle, the stored
values of ENF are first printed out and then reset to zero., Each full-
cycle, the stored values of IPHF are first printed out and then reset to
zero. Therefore, the desired zero-to-peak value of F is determined by

subtracting the last printed value of ENF from the fmmediately-preceding
printed value of ENF, taking the absolute value, and then dividing by two.
Also, the desired relative phase of F can be obtained by subtracting

values of IPHF (as given in the Tast printout of [PHF) from some fixed
‘reference value at a specified point. This methodology avoids any ambiguity
due to either a_posﬂfbie DC offset of the F waveform or the repetitive
natyre of the F waveform,

*%2 2 .5 Far-Field Scattering Information via the Near-to-Far
Fleld Transformation

In principle, the electromagnetic scattering by an arbitrary conducting
body can be determined by solving an integral equation for the induced
electric currents on the suiface of the body, Then, the induced currents
can bg integrated to calculate the near or the far fields. However, che’
body surface may have a complex shape or may be loaded with dielectrics in
soie way as to make implementation of the needed integral equation and
surface integrals very difficult, and in fact, a unique problem for each
scatterer, A useful alternative would be to obtain the scattered-field
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information from off-surface, near field data, rather than surface-current
data. Here, the near field information could be computed using the FD-TD
method, which can easily account for the complexities introduced by the
object's sﬁape and composition. Further, the near-field data could be inte-
grated along arbitrary, planar, virtual surfaces which completely surround

the object of interest. In this manner, accouhting of the data would be simple
and would be independent of the precise shape of the object which resides
within the integration surfaces. Fortunately, this near-field to far-field
transformation can be shown to be feasible by using powerful electromagnetic
equivalence relations.

Figure 5 demonstrates a procedure to %mﬁlement the electromagnetic
equivalence needed to obtain far-field data from FD-TD-computed near-field
inforhation at an arbitrary, closed, virtual boundary, Sa’ fully enclosing a
scatterer. 5. separates Region A (FD-TD computation zone) from Region B (ex-
terior scattered-field zone). Sa is optimally a rectangular surface which
conforms with distinct planes of the FD-TD lattice located in the scattered-
field region (Region 2) of Figure 4.

To apply the hybrid FD-TD method, the tangential components of the scat-
tered fields, £° and ﬁs, are first obtained at S using FD-TD. Then, as indi-
cated in F1gure 5b, an equivalent problem is set up external to S which is

completely valid for Region B. The new excitation data are J and M » the

eq ’eq
equivalent surface electric and magnet1c currents, respectively, on S which

are obtained according to [20]:

I, ) - n x B5(P) (14a)
eq

N - -n x BS(¥) (14b)
eq

where n is the outward unit normal ve\tor at the surface S

The equ1va1ent surface currents on S produce the same scattered field
(ES 35) external to S as in the or1g1na1 problem. Region A is now made
empty with zero f1e1ds and no sources, and also forced to have the same
medium characteristics as Region B.

26



( E3, A% (WY

e @O ©6

I
|
|
!
i
|
1
|
I
i
i
|

|
|
|
: NO SOURCES
i &

G A
e  ZERO FIELDS
Sa

]
SCATTERI
OBJECT

BOUNDARY f T b oA, W h (B

- —— S — — —— — —

—_—— e e e

(a) (b)

Figure 5. NEAR-TO-FAR FIELD TRANSFORMATION GEOMETRY
(a) Original problem; (b) Equivalent

problem external to the virtual surface, Sa

27




B S = St

The scattered far tields are thus given by the transtorm of the equiva-
lerit currents of Eqns. (14) over the free-space Green's function [17]. If
(uo. €q °o) are the Region-B medium characteristics, and if we define the
relation s = jw, we have the following genera: scattered-field expressions
[17) in three dimensions for r > #a:

e b B S TR DUTHN TURNEEN 0 ST by
da BB s ¢ » : =g, R R e T R

A(F.s) = _ 5, | VIVR (Fys)] - yo?Km<F,s) b+
Y,
! (15a)
-a;— vx A(r,s)
S(Fs) = s LVIRIRS)) -y PR(Fs) b
2 .
Yo 3
(15b) :

s >
-(6;-—;—58'—;‘) Vxﬁm(r,s) e

In Egns. (15a) and (15b), the electric vector potential is given by

AplFis) = (og +sep) [ (B (F,"5) G(F.F,"us) s, (162)
Ars %9

S,

. -y I;- roe
G(Y‘,F‘.S) = @ a (16b)

77|

Fer | s f (= xg )0+ (yey, )2 4 (22,2 7% (16e)
a : a a "7 %a ’

and the magnetic vectnr potential is given by
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Alr,s) = Yo AT .
. I J 5y a7 Bl ) 65, (164)
Sa
where the propagation constant is
. 1.
Yo = Losuflog +se)]? = k. (16e)

Taking the limit r » = gives the required far-field scattering distribution
(71, :

in order to validate the feasibility of the proposed hybrid method, the
scattering of a transverse-magnetic (TM) polarized plane wave by a two-dimen-
sional conducting cylinder of arbitrary cross section was considered during
the present research program. This canonical problem, shown in Figure 6, is
well documented {17, 21, 2Z] and therefore serves as a good test of feasibil-
ity and accuracy of the hybrid method. '

The near-field to far-field transformation discussed above is now spec-
falized for this two-dimensional canonical problem, Assuming that k0 is the
free-space propagation constant and g is the intrinsfc impedance equal to
/G;?E;, we have in the far-field region:

Es s o Juu ¥ +  jk [-F S'in¢ + F COS¢J (17a>
2 o zeq o xeq yeq
where

¢ n ok [ (xyn) etdk(xTcose tyTsing) 4o (17b)
z Mo%o seq '

eq z

S
F von ok K J M (xr, y) etk(xToose yTsing) e (qgy
X+Yeq 00 ‘ ety .y
a

. .=Jkp 3n

- ol 3 (17d)
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i .
i and the scattering cross section based on the equivalent currents is given
fz by

A S .2

4 RCS = Tim { 2mp |E7(Q)/E'| ) . (17e)
: eq p->no

For comparison, the far. fields and scattering cross section obtained by
the usual surface electric currents (Jz) approach is based upon solving the
8 following integral equation using the method of moments (MOM):

1 » - k n . (2) e, - 4
: Ez(p) 00 i Jz(p ) Ho (kolp- p”|) da for peC (18a)
i ;
i 3 = g, e7koP cos(o-¢") (18b) .
y Al
i | 1
In Egns. (18a) and (18b), o' s the angle of incidence (angle between the x .

Z axis and the direction of propagation), and Ho(z) is the Hankel function of
¢ the second kind and zero order. Now, the far-field distribution 1{s obtained
directly from the induced cylinder currents, dz. by:

N camow v

E30) koMo e-J(ko-f%F) J 3, (x"s y7) gtik(xcosp +y7sing) ) (1q) 3
Vg'"EoP ¢ ' s

The scattering cross section is again given by Equation (17e).

2.2,6 Penetrating Near-Field Information via the Schelkunoff )
Aperture Electric Current Equivalence Principle [13] : ﬁ

PRSI R i ¥ BRI
P .

The analysis of the electromagnetic excitation of an aperture on an arb-
itrarily shaped object 1s a complex problem [23), This problem has been given .
special attention in the broad area of EMP penetration and simulation studies if
241 with great efforts being applied to assess coupling to objects present i

behind apertures on finite, metallic, hollow scattering bodies.

M
1
The problem of the penetration and coupling of electromagnetic energy g;
through an aperture has been studied extensively by many investigatars using [
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analytical and method ol -moments (MOM) numerical approaches |21} to charac-
terize the behavior of simple aperture shapes in a conducting screen [25] -
[29] or in a finite, scattering body [30, 317, However, the analysis becomes
very complex if there are other scattering objects in the vicinity which are
coupled to the aperture [23], [32, 33] wherein the mutual interaction must be
fully taken into account.

One powerful alternate approach is the pure FD-TD method previously dis-
cussed in Re’ vences [12] and (13] which allows computation of the penetrated
internal electromagnetic fields by direct modeling of the complete object of
interest, including apertures and internal contents. However, the pure FD-TD
method is best suited for modeling localized regions. When such a region is
part of a larger structure that significantly affects the electromagnetic ex-
citation, it becomes difficult to account for the physics of the entire coup-
1ing problem using a single FD-TD model having a constant space lattice cell
size. In fact, electromagnetic coupling problems involving the need to account
simultaneousiy for the effects of both large and small spatial details (the
"global<local problem") have been difficult to structure with any single ana-
Tytical or numerical technique.

In order to treat such coupling problems more effectively, a new hybrid
MOM/FD-TD technique was developed based on a novel use of a field equivalence
theorem due to Schelkunoff {13], [20], (34, 35]. This hybrid technique, des-
cribed in this section, is basically an equivalent aperiure excitation method.
This allows analysis of the coupling problem in two distinct steps:

Step 1- Analysis of the relatively simple exterior problem using

MOM to compute the equivalent excitation currents in the
apertures leading to the interior region, This can be

done independent of any knowledge of the contents of the
interfor region.

Step 2- Use of the FD-TD method to analyze the relatively complex
interior region, assuming as an excitation the equivalent
currents found in Step 1,
In this way, each analysis mathod is applied in the range of structure size
and complexity that it is best suited for, allowing an overall solution that
is accurate for ldarge, simple structures that are penetrated by apertures
leading to complex, interior cavities.
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Figure 7a illustrates the classical problem of a perfectly conducting
scatterer, SC, with an aperture, SA' External to the scatterer in Region 1,
an incident field (§1, ﬁi) {1luminates the aperture, and part of the energy
penetrates into the cavity (Region 2) through the aperture. To compute the
total field (éz, ﬁz) in Region 2, many analytical and MOM numerical approache
e$ studied in the literature have employed inteqral-equation formulations
treating Regfons 1 and 2 simuitaneously. These approaches characterize efther
SA or SC in terms of tangential fields or equivalent surface currents [20],
211.

An alternative is to employ a field equivalence theorem due to Schelkun-
off (Theorem no. 3 1n [20]) to permit sequential treatment of Region 1 and
Region 2. This theorem 1s based upon an equivalent aperture electric current
formulation which connects the exterior and interior regions, This formula-
tion expresses fields in a region as the superpositicn of the so-called
short-circuit fields (E sc* sc) with the aperture not present (shorted) plus
the aperture field contribution, (EA ﬁA , maintaining the required continui-
ty of the fields across the aperture. The first partia) field, (Esc, Sc) i3
simply equal to zero in the Region 2, The second partial field, designated
(éA, ﬁA), is generated by the non-physical current distribution, 3A. flowing
through the empty space of the open-circuit aperture locus, where JA = -Jﬁ.
the short-circuit aperture current distribution.

In Figures 7b and 7c, the MOM/FD-TD hybrid method is 11lustrated sche-
matically, and 1s summarized below as a fourestep computation.

Region 1: MOM Technique

(a) The aperture region, SA. is short-circuited, and the straight-
forward exterior problem is solved via MOM to obtain the in-
duced electric current distribution, 32, in the short-circuited
aperture region (Figure 7b).

(b) Jg is now placed in the open aperture region with a sign change
(Figure 7c) to account for the continuity of the fields in the
aperture region. The electric current, -Jﬁ. non-physically

placed 1n the open aperture region acts as an equivalent source

for the fields in Regions 1 and 2,
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(c)

We note that the MOM technique gives the equivalent current
source distribution, -5?. in the frequency domain as a spatial
distribution of phasor quantities having both magnitude
(relative to the incident fields) and phase (relative to some
phase reference, normally at the origin of the coordinate
system), With the FD-TD method being a time-domain technique,
the phase distribution of JJC. is interpreted as a time-delay
distribution with respect to the original phase reference lo-
cation. The magnitude distribution is taken intact without
interpretation or modification. In this manner, the FD-TD
aperture equivalent current source distribution assumes sinu-
soidal steady-state quantities starting at the very beginning
cf time-stepping, with the proper time delay to account for
phase shift,

Using the FD-TD approach, the interior fields (Ez, are com- !
puted directly by using -JA as a source term distribution in
the v X H difference equations. For example, 1f -J is &

source term, Eqn. (8d) is re-written for the apertﬁre points i
as: 7%
m = MEDIA (i%}4, §,k) 3

E0 T (14,,k) = €, (MEN(1+45,4,Kk) + € (m)[H 54, 8,0

n+y N+

..Hg"'l!(i'i"u)j'-l«é,k) + Hy (1+!ﬁ9J,k'!Q) . H (.“'fhj k+l§)
N+l

-d (145,4,k) ] (20)
X

Here, specifying J in the aperture is equivalent to speci- -
fying the addition Xof a discontinuity in the z-directed

tangential magnetic field, Hz. across the aperture source plane,
Mamely, we have added

Jy = W - Hy (21)
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* the electrical conductivity, O assigned to the £ components tangential to

whare H; and H; are tgnganti;l, magnetic [ields located an
infinitesimal distance to either side of the eguivalent

aperture source plane. This procedure is consistent with
the partial-field approach discussed by Schelkunoff (20].

Note that, unlike pdﬁsible hybrid MOM/MOM methods, the hybrid MOM/
FO-TD method does not require computation of an equivalent aperture electric
field excitation, £'.. This is because the interior-region FD-TD solution
easily accepts the non-physical aperture électric current distribution,

-32, as the excitation. Thus, there is no need to set up and solve for

the mutual interactions of the cavity contents and the apertures, and no
need to compute the cavity Green's function. The hybrid MOM/FD-TD method
easily permits the wodeling of the cavity interior to as fine an extent as
desired without any additional numerical complication. For realistic,
general cavities having Green's functions that are difficult or impossible 4
to compute, the hybrid MOM/FD-TD approach may be the only way to calculate

the penetrated interior fields.

¢.2.7 Thin-Wire Coupling Model
2.2.7.1 Simplified Model for Total-Field FD-TD Formulation

A very simple way of approximating electromagnetic coupling to a
round, thin wire having a diameter, 2rw. 1gss than the FD-TD 1attﬁce-cej1
size, §, is indicated in Reference [13]. This methud can be easily used
when the wire of interest is embedded in a toial-field modeling region of
the FD-TD lattice. It is based upon modeling the thin wire as a thicker,
square-cross section wire occupying exactly one cell of the lattice. Simply,

the model-wire space cells is adjusted so that the high-frequency internal
impedance of the model wire equals that of the actual thin wire of interest.
For example, the nigh-frequency internal impedance of a thin wire is given

by [36]
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hiwire W
where f is the frequency of the wave excitation, My is the permeability
of the wire material, o, 1s the conductivity of the wire material, and »
is the radius of the wire, The high-frequency internal impedance of a
model wire having a square cross section occupying one lattice cell {s

well approximated by

YV
Z = [Yi&ﬂ]“ (J+4)  ohms/meter (22b)
node] S, 45
wire

where v {s the vacuum permeability, S is the conductivity of the model
wire naterial, and § is the width of the model wire (one lattice cell size).
Equating (22a) and (22b), the desired conductivity of the model wire is

yiven by
2

u
o = 2 (wn /28)
LU

w  Mhos/m (22c)

It should be pointed out that this procedure achieves extreme sim-
plicity at the expense of neglecting the exact geometrical relation of the
thin wire and 1ts surroundings. The internal impedance of the thin wire is
adequately modeled here, but the precise capacitance and inductance linking
the thin wire to adjacent structures is somewhat in error due the larger
effective radius used for the model wire. The following discussion sum-
marizes a procedure for taking into account the radius of the thin wire
with regard to these external impedances. This procedure 15 considerably
more complicated than the above, and i1s usable mainly for a scattered-
field version of the FD-TD method. The relative accuracy of the two
approaches remains to be determined.
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w0, 2.7.2 Holland-Simpson Model [8] for Scattered %1eld
‘ ‘FD-TD Formylation .

T

Holland and Simpson [8] have recently described a scattered-field-
only FD-TD code {which they name "THREDE") thac permits. the modeling of
electromagnetiu coupling to thin wires having a diameter of less than one
space ce]l of the FD-TD lattice. This sub-section summarizes the theoreti-
cil background and the thin-wire counling algorithm published by these

authors, . :

Figure -8 shows a cross section of a FD-TD cell with a wire running
perpendicularly to the plane of the figure. Holland and Simpson separate
the electromagnetic field into an incident and a scattered part

5oy ¢ (23a)
PLE ‘ - | (23b)

™
iy

=+

They then write Maxwell's equations in polar coordinates about the wire
center, The U component of the curl-E equation 1s given by

; . i e 5 e 5 i
3& s M‘,‘ t\h._ t)L JH \)H
SR ATR TR U S S *‘or R (24)
AF W ur ar \ Bt at
At r = a, there {s the boundary condition A
§ j '
E, +E, =0 (25)

oAt i, i s s

v & .

L on Bad
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r=B=AY°/2

5 R(8)

AY ' r‘=A=AX°/2
re=a

aX

Figure 8. GEOMETRY FOR COMPUTING THE IN=-CELL INDUCTANCE
OF A WIRE IN A CELL OF RECTANGULAR CROSS SECTION [8]

J:(I.J+1.K) o2(1+1.d+1.x)

AYAI
AY 13

0 i |
axs | axe

s S

BULUKY = (AKX /aK (AY /oY ) 157(AX AY,)
JR(TH1L00K) = (AX/aX J(AY “*/aY ) T3/(aX AY,)
Ji(x.d+1.x) = (X */AX ) (AY/aY, ) 15/(Ax°Av°)
J3(T+L,0+1,K) = (AX/8X J(AY/AY ) IS/(AK AY,)

Figure 9. PARTITIONING 1° INTO CURRENT DENSITIES J5 AT THE
FOUR CLOSEST Ej MESH POINTS [8]
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By hypothesis, the cell sizes, and thus all r's of interest, are
small compared to the shortest wavelength present. Then, in an average
sense around 9, Holland and Simpson write

. : 5, 11
HH*+ “91 RSN (27)
e
s
S e 1, Q0 . .
B R 2ire (28)

where T 1s the current on tne wire and Q is the charge per unit length on
the wire. If the wire is driven by current injection, I1 Tocally represents
the relevant injected current (Normally, a scatterer would not be excited
by an incident rield and current injection inthe same event. Thus, Holland
and Simpson usually have either Ej'zo or I1 1 0). The 15 and Qs represent
the scattered current and charge per unit length on the wire. Holland and
Simpson use tquations (27) and (28) to re-express Equation (26) as

; : i
Seopar ooy o (13411
e A L

J_.rlgl.a_)._

nAd
A gl (29)

0

They provide similar treatment of the r component of the curl 1 equation,
resulting in

S S i
QL L
A PR PR (30)

(Integrating over v from 0 to 2r to obtain the average around 0 causes the
(l/r)(aHZ/nu) Lern in the curl-H equation to go to zero. Equation (30)
alternatively can be interpreted as merely a statement of conservation of
charge on the wire.)
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_ 'H011§ﬁd and Simpson point out that the incident quantities el
o H‘, and IT are known, externally-defined variables and are input quantities
] ’ to their THREDE FD-TD system. However, they note that the scattered :
quantities ES,AHS. Qs, and I® are unknowns which are solved for by means

of their FD-TD program,
They next re-write Equation (29) as

1
BN (r)+E " ()

oSl 1 ag®y (e r>a
"o STt e Tz ” ’
¢ 0 2n (31)

0, r<a

|

They state that most of the uncertainty in their modeling of the coupling to
a thin wire depends on the next operation performed on Equation (31). Their
comion manipulation is to average Equation (31) over the area bounded by

r = R where sz = the cel) araa, AXO'AYO. Averaging removes the r dependence

of the equation and yields

L ]
; a(1%+1)) Tooagd s i é
! L {”‘ et AT az} PR (32) !
: |
E where L has the dinmensions of inductance per unit length and is given by ‘ ;
: a
k " J In{r/a)r dr [ n ey ~ 1@ ?
£ O A DU n a) — ¥ ap |
; L = 5 R - 7R (33) i
J r dr j

0 ,
\‘\
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Holland ard Simpson found cuapirically [8] ihat the Tower Himit ot

~r=0 on the denominator integral of Equation (33) results in a better fit

of their computed results to known analytic solutions of simple problems
than does a choice of r=a. Thus, the 1imit chuice used in Equation (33)
is more pragmatic than rigorous. The numerator integral of this equation
must begin at r=& because EZS + Ez’ vanishes for r < a as Equation (31)

indicates.

Holland and Simpson implement their thin-ywire coupling model by
applying a finite-difference analog of Equations (30) and (32) as well as
Maxwell's equations. Thus, a cell with a wire running through it requires
elght quantities (six field combor.c.ts and Q° and 1%) to be advanced each
program time step. For a wire segment bara11e1 to the z axis, they found
that it is easiest computationally to place 15 mesh points in the planes

. of EZs mesh points, ant 0° mesh points in the nicnes of st mesh points.

The Holland-Simpson th* - -wire coupliry algorithm ther~fore proceeds
as follaows [8]:

1) Eva]uate<~Eﬁ »iind Dli/ut a1l at the 1° mesh ‘points.

2) Evaluate: [ +at lie 15 mesh points., For a wire along z, it

is desirable to run the wirc through the EzS mesin pnints,  Then

< Ezs> is Just EZs at that point. If the wire cannot conveniently
ba run through the E_S mesh point, <Ezs> should be interpolated

from the four closest mesh noints, as shown in Figure & or 9,

3) Advance I° according to the following finite-difference analog of
Equation (32):
0" = 13"t et "

+ MLE St g T

L 2’ 2z
L ik DRt (34)
uoquZO
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4) Advance B in the usual way from the curl-E equation,

5) Advance time by at/2.

6) Partition 15 + 1! among the four closest E, 5 mesh points according
to Figure 9. If the wire runs through the E 5 mesh point, as pre-
ferred a11 15+ Li are associated with that mesh point, J, $(1,9 K)=

-~ 13(k) + 1 (K))/{ax .aY,).
7) Advance E us1ng the curl-H equation with 3% as determined from
part10t1ng the 15 + I1 according to step 6. :
f 8) Advance 0° according to the following finite-difference analog of
Equatiun (30): '

Q* (K™% = (k)" - =

15 (k)™ k) "18 (k)M (k) ] (35 3
AL ‘ |

9) Advance time by At/2 and go back to step 1. 3
e

Holland and Simpson [8] also describe their treatment of wire junctions;
evaluation of the in-cell inductance for non-cubic cells; boundary conditions
for wires ending either in free space or at a conducting surface; resistive
wires; and applications to a linear antenna and a circular loop antenna. The
reader is referred to their paper for the details.

TR eER sy e e+

3.0 EXAMPLES OF COMPUTED RESULTS OF THE FD-TD METHOD
3.1 Pure FD-TD Method, Three-Dimensional Penetration Problems

3.1.1 Empty Cylindrical Metal Cavity, Broadside Incidence,
Transverse Electric (TE) Polarization Case [13].

This problem involved the computation of the fields within a 19.0-cm
diameter, 68,5-cm long, circular aluminum cylinder with one open end. The
incident plane wave was assumed to have a frequency of 300 MH., have the

;E:
|
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field components L and H , and propdgaiu perpendicular to the

- e *inc .
cylinder axis with a transverse electric (TE) polarization. Since the
cutoff frequency of the cylinder (as a waveguide) is above 900 MHz, the

Interior fields are expected to decay with diﬁtance from the aperture,

The geometry of the cylinder model relative to the 160 x 63 x 24-cell
(1,450,000 unknown field components) FD-TD problem 1att1ce 15 depicted in

- Figure 10 at Tattice synmetry plane k = 24 and in Figure 11 at a typical

1 = constant plane cutting through the cylinder transversely. Like the
axial-~ 1nu1dence case discussed n [11], § = 0.6 cm = A /200 was used;
8t = 8,33 pseu, and aluminum ¢ = 3.7 * 10° mho/m F1rst order correct
radiation conditions were available at the time; thus, an air conductivity,
g = 0,01 mho/w, was used to attenuate scatteréd waves and accelerate con-
vergehce ¢f the interior fields. 2.5 ° 106 words of memory and 9.4 minutes
of centril processor time were required on the Control Data Star 100 for
a complete run of 800 time steps (2.0 periods of the incident wave at
300 Mz).!

Figure 12 compares the FD-TD computed ]H /M, | along the cylinder

*4ne
axis with computed results by D, Wilton and A. Glisson using a frequency-

domain, MOM, body-of-revolution computer program [37). The FD-TD results,
shown as a solid curve, are after 800 time steps; the MOM results are
graphed as a dashed curve., Excellent agreement (within 0.5 dB) of the
results of the two approaches 1s seen over the first 15 c¢m of field péne-
tration into the ¢ylinuer. Over this span, the total Hx field decay is

of the order of 50-55 dB. The rate of decay of Hx computed by either
technique equals 3.3 dR/cm, which compares favorably with the 3.46 dB/cm
rate predicted by simple waveguicde mode theory fur this beyond-cutoff case.

Figure 13 graphs contour maps of the FD-TD computed field components
at the horizontal symmetry plane of the cylinder in an attempt to indicate
the Tevel of detail achieved.

-

11he computer memory and running time remains unchanged 1f the cavity is
loaded by arbitrary metal and dielectric contents, for a fixed number of
time steps.
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0 ﬁ} wm—— FD-TD results after
800 time steps

s==== Wilton-Glisson
-10 4 MOM BOR results [37]

-20 -l

' ({decibels)

=30 4

0 10 15

Distance from aperture (am)

Figure 12. COMPARISON OF RESULTS FOR THE LONGITUDINAL
’ MAGNETIC FIELD ALONG THE CYLINDER AXIS OF
FIGURES 10 AND 11
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3.1.2 loaded Missile Guidance Section, Axial Incidence Case [13].

This problem involved the computation of the fields within a detailed
model of a metal-coated missile guidance section, as shown in cross-section
in Figures 14 and 15, 11luminated at axial incidence by the 300 MHz plane

wave, (E , Hx ).
ine inc

z

Two apertures were modeled: a circular one in the nose (behind the
magnesium fluoride infrared dome); and a c¢ircumferential sleeve fitting
23 cm aft. The missile body beyond the sleeve fitting was assumed to
continue to infinity with a constant cross-section shape. The following
metal and dielectric interior components were modeled:

1) Head coil assembly (assumed solid metal);

2) Cooled detector unit - COU (assumed solid metal);

3) Phenolic ring around the COU;

4) Preamp can (metal):

5) Wire connecting the CDU to the preamp can;

6) w1re] connecting the preamp can to the metal backplane; and

7) Longitudinal metal support rods.

The following electrical parameters were assumed for the media compris-
ing the model:

Relative Conductivity
Med1um Perm1tt1v1ty.e‘r o {inhos/m)
Aluminum 1.0 3.7'167
Fiberglas 5.5 2.4'10"3
Phenolic 4.5 8.0°10™
Magnesium fluoride 5.3 0.0

P

1The two wires were really idealizations of a more complex situation in
which two multiconductor wire bundles extended between the structures
mentioned. By using a simple, single-wire model for each bundle, only
the bulk current of each bundle (net metal-to-metal current) was modeled
using the FD-TD method. The wire model was that of Section 2.2.7.1 of

this report.
48
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Since on1y first-order correct radiation conditions were available at the

{ime, an air conductivity, ¢ = C.025 mho/m, was used to attenuate scattered

waves. To accelerate convergence of the interior ‘1e1ds an air conductivity,

o = 0.025 mho/m, was applied to the total fields within the guidance section,

The model was implemented on a 24 x 100 x 48-ce11 (690 000 unknown field
components) FD-TD problem lattice. A lattice re,o1ut1on g=1/3 ¢cm= A /300
was used, with a time step ot = &/2c = 5,56 ps, 1.6 ° 10 words of memory and
7.0 min of Control Data Star-100 central processor time were required to com-

plete an 1800 time-step run (3.0 cycles of the incident wave).

Figure 16 graphs contour maps of the FD-TD computed fikld components at
the vertical symmetry plane of. the guidance section. An important obser-
vation 15 that the wires connecting the cooled detector unit, preamp can,
and metal backplane are paralleled by high-level magnetic field contours
(Figure 16b). This 1s indicative. of substantial, uniform current flow along
each wire. Such current flow would generate locally a magnetic field looping
around the wire which, when "cut" by the vertical symmetry plane, shows up
as parallel field contours spaced equally on each side of the wire. Using

simple Ampere's law argument, Iwire can be computed as being equal to
H an , where H is the mugnitude of the parallel magnetic tield contour and
1s its separation from the wire center. In this manner, Table 1 lists
the predicted values of I] (current in the wire from the cooled detector
unit to the pre-amp can) and 12 (current in the wire from the pre~amp can
to the Lackplane). For the case of 11, 1t is assumed that H = H1nc and
o ® |.5 * &= 0.008 m. For the case of I,, {t is assumed that H = 3,16H, .

and o ® 1.5'8 = 0,005 m,
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TABLE i
PREDICTED GROUND WIRE CURRENTS

b a2 e F e i mmna

P BN T R SR A TS 6

Eype (V/ ) H, AAm) P. e ui/en?) £ (A) RANY
e e e
1.0 2,66'10"° 0.265 83 263
10,0 2.65'10"2 26.5 830 2630

The mist¢ile guidance section model demonstrates the capability of the
pure TD=TD method to map fields penatrating into a complex structure that
has multiple apertures and interior dielectric and metallic materials., De-
termination of the accuracy bound for this method, as applied to such com-
plex structures, awaits the results of future experimental prog-ams since
slternative numerical approaches cannot deal with this level of complexity.

3.2 Hybrid MOM/FD-TD Methud. Three-Dimensional Penetration Problem--
Loaded Missile Guidance Section, Axfal Incidence Case [13], [3¥4],

[35] ...
The MOM/FD~TD hybrid mode! for the axial-incidence case of the loaded

-—b— e b H e e s v 2

missile guidance sectiun (as shown in Figures 17 and 14, 15) was run for

1800 tima steps (3.0 cycles of the incident wave at f = 300 MHz). The ex-
citation consisted of data for the magnitude and phase of the electric
current distribution over the loct of the short-circuited nose aperture and
sleeve-Titting aperture (as required by Schelkunoff's third theorem) con-
puted using & MOM body-of-revolution code [37]. The results were compared
to pure FD-TD resulcs presented above in an attempt to establish the con-
sistency of the MOM/FD-TD model for this case,

Figure 18 plots the comparison of the hybrid MOM/FD=TD results for the

Hx field contours in the vertical symmetlry plane with the pure FD-TD results
aiready presented in Figure 16b, It is seen that, for both methods stepped

to 1800 tiwe steps, there is an excellent agreement for the 0 dB contours

52

bt bt i

MR LAl M e i 1 v s L M s 2t




B
P

TR RIS

TRTAISE

Axial incidence: Hx ®—»rE £ = 300 MHz

inc ine
1 E =1 v/n

zinc

source plane) 23.4

|
< .-IN'.\ 1(%39 aperture
' ‘ ] Bquivalent
FD-TD lattice plane ,/"'. ' \

]

|
i = 24,5 : 1.3
]

{
N

,{ . Sleeve aperture l

\ ] ”‘L‘ﬁﬁ" (Equivalent

Jul00 = - {~ - o4 source ring)

l.lm

Missile main body /

DLAGRAM TO BCALE

-—ubl Ft-- 12.8 on

Figure 17. HYBRID MOM/FD-TC MODEL OF LOADED MISSILE GUIDANCE
SECTION FOR AXIAL INCIDENCE CASE

53




g s o s g s es o b ey s s —
e RO SRS WY SR RAA A DO R L ORI T L
i LIRS S R T SRR L s+ P e

+1? 10

-20
g
<\‘.ﬂf
e «20 @9 tivhedd,
"o K00
we Pyre FU=TD,
n v 1800

| 2. )

14 o . it W rsraes
A s

A 7 .
/

o

LR RLTAARLN

2

s

20 4

o

ARAR AR

Disrance from Froant Apertave {cm}
)

|

-0

Distance from Axis (cm)

Figure 18, COMPARISON OF FD-TD AND HYBRIN MOM/FD-TD DATA
FOR H, CONTOURS IN VERTICAL SYMMETRY PLANE

54

i i S

oG

[y



*
T
&
[ 2
3
£
%

near the wire connecting the cooled detector unit to the pre-amp can,

For this contour, the maximum spatial shift is only about 0.16 cm (0.58)

in a direction further out from the wire. Further, there is observed to

be excellent agreement of the +10 dB contour near the wire connecting the
pre-amp can t¢ the metal backplane. For this contour, the maximum spatial
shift 1s only about 0.1 cm (v0,38) in a direction further out from the wire,
This implies that the currents in these two major wires are predictad to

be almost the same by both the pure FD-TU method and the hybrid MOM/FD-TD

method.

Figure 19 plots the comparison of the hybrid results for the Hy and
Ez fields along with a vertical cut through the center of the guidance
section at a point 21 cm in back of the nose aperture (about 2 ¢m in front
of the sleeve fitting, at the point where the circumferential siot opens
into the interior of the nose cone). The hybrid run results are after 1500
time steps, while the pure FD-TD results are after B00 time steps. For
this case, a very high leve] of agreement 1s observed between the two sets
of data at all pnints of romparison. The worst-case difference beiween tha
results 1s only 1 dB, with most results consistent within only fractions of

a dec1be1.1

This case study shows that the hybrid MOM/FD-TD approach yields results
for the missile guidance section wire current and electromagnetic fields
which are consistent with the pure FD-TD data. The study implies that a
wire passing very close to an aperture, and stronily coupled to that aper-
ture {(as for the case of the pre-amp can-to-backplane wire near the sleeve-
fitting apercure), can be consistently modeled using the pure FD-TD approach

1CompaMson of the data sets for the 1800 time-step vasa for each set results
in slightly jessened a?reement. such that the worst-case difference {s about
1.7 dB. This may result from the hybrid program progressing to the sinusoi-
dal steady state at a slightly fdaster rate than the pure FD-TD program,
since a sinusoidal steady-state equivalent aperture currant excitation is
empioyed from the verK baginning of the hyhrid progran, rather than an
aperture excitation which must build to the steady stdte.
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and the hybrid MCM/FD-TD approach. In the latter, it must be remembered
that the MOM-derived aquivalent aperture excitaticn takes into account
none of the interior details of the structure. Finally, the study implies

" that complex sub-sections of large, simply-shaped structures are prime

candidates for detailed modeling of the interior penetrating fields via
the hybrid MOM/FD-TD method.

In order to validate the feasibility of the new formulation of the
FD-TD lattice regions (Section 2.2.2), the new variable-angle plane wave
source condition {Section 2.2.2), the new second-order correct lattice
truncation conditions (Section 2.2.3), the new sinusoidal steady-state
magnitude and nhase computation (Section 2.2.4), and the new far-field
scattering computation via the near-to-far field transformation (Section
2.2.5), several canonical, two-dimensional, conducting and dielectric
structures were studied during the present research program, The numerical
results] of the FD-TD computed surface electric current distribution and
near electric and magnetic fields are presented for the case of a two-
dimensional, square metal cylinder subject to TM-polarized 11lumination
at normal and oblique incidence. These electric curments and near fields
are compared to the MOM-computed results [21, 22]. The scattered-field
pattern and the corresponding radar cross section (RCS) are derived from
the near-to-far field transformation of the FD-TD data. These are then
compared to the results obtained by using the MOM, Additional RCS results
for the case of circular metal and dielectric cylinders are also presented.
It 1s shown that a very high degree of correspondence is obtained using

this method.

**3.3,1 Square Metal Cylinder, Normal (Broadside) Incidence,
TM Polarization of Incident Wave

We first consider the example of the scattering of a plane wave by
a square conducting cylinder. The cylinder has the electrical size ko s = 2,
where s is the width of the side of the cylinder. The plane-wave excitation

]The numerical results were obtained using the FD-TD computer program
listed in Appendix A. Standard Fortran is used for this program.

Eti i ot e




Il s it L A

RAELER ok =t L AU

is TM polarized, with field components E; and Hl, and propagates in the

+y direction so that it is at normal incidence to one side of the cylinder
(¢1 = 0°). An 84-point MOM solution of Equation (18a) is used as the bench-
mark for comparison with all FD-TD results, with pulse current expansion and
point matching [21, 22].

For the FD-TD analysis, the square cylinder is embedded in a tﬁo-dinnn-
sional lattice as shown in Figure 4. Each side of the cylinder spans 20
lattice-cell divisions., The connecting virtual surface between the FD-TD
total-field and scattered-field regions is located at a uniform distance of
5 cells from the cylinder surface. Figure 20 shows the geometry of the
square cylinder, the incident plane wave, and the loci abcd (cylinder surface)
and EEEE-(off-surface. near-scattered field) along which comparative FD-TD
and MOM results will be graphed.

Figures 21a and 21b graph the comparative results for ihe FD-TD and
MOM analyses of the magnitude and phase of the cylinder surface electric
current distribution for this case. Here, the FD-TQ computed surface current
is taken ai n x qtan’ where fh 1s the unit normal vector at the cylinder sur-
face, and Htan is the FD-TD value of the magnetic ficld parallel to the
cylinder surface, but at a distance of 0.5 space cell from the surface. (The
displacement of the H component from the cylinder surface is a consequence
of the spatially-interleaved nature of the E and H components of the FD-TD
lattice, indicated in Figure 2)., In Figure 2la, the magnitude of the FD-TD
compdted surface current agrees vith the 84-point MOM solution to better
than +1% (0.09 dB) at all comparison points more than 2 cells from the
cylinder edges (current singularities). In Figure 21b, the phase of the
FD-TD solution agrees with the MOM solution to within +3° at all comparison
points, including the shadow region. The uncertainty bars shown in this
figure indicate the present level of imprecision in using the FD-TN method
to locate the constant-phase points of the computed time-domain ﬁtan wave-
form (equivalent to +1 time step). This imprecision can be reduced in future
FD-TD programs by incorporating a simple interpolation algorithm to achieve
fractional time-step resolution of points of constant phase.

Figures 22a, 22b, 23a and 23b show the comparison of the magnitude and
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phaée of the near scattered electric and magnetic fields computed by the
FD~TD method and MOM. The electric field is tangential to & virtual

- surface, Sa. located at a uniform distance of h = 7 space cells from the

cylinder surface; and the magnetic field is tangential to a virtual surface,
S‘a. located at 6.5 cells from the cylinder surface. Both virtual surfaces

-are embedded 1n the scatterad-field region of the FD-TD lattice. The level

of correspondence between the FD-TD and MOM results 1s +2.5% (+0.2 dB) and

+3°,

In order to obtain the far-field pattern and the scattering cross-
section, the near-field to far-field transformation discussed in Section
2.2.5 {s followed for two-dimensional structures. The neur scattered
fields shown in Figures 22a, 22b, 23a and 23b are converted into the corre-
sporiding equivalent electric and magnetic current distributions along Sa
according to Equations (14a) and (14b), The far field is then computed
by applying Equations (17a) - (17e),

Figure 24 plots the normal!zed radar cross section (RCS) versus
scattering ungle, ¢, for the square, conducting cylinder. Two cases are
plotted, First, the solid curve represents the RCS computed directly from
the induced surface electric currents of the cviinder, These surface
currents were derived via a MOM solution of Equation (18), and the far field
derived by performing the integration of Equatio: (19). Second, the dots
rapresent RCS values computed by converting the FD- 7D derived near electric

- and magnetic fields of Figures 22a, 22b, 23a, 23b to the far field by

applying Equations (14a), (14b), and (17a) - (17e). A very high degree of
correspondence {s indicated between the two sets of results. T[his corre-

spondence indicates the validity of the hybrid FO-TD method for computing

the far fie'd and radar cross section, as well as the accuracy of the new

FD-TD algorithm provisions.
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**3,.3,2 Square Metal Cylinder, Oblique (45°) Incidence, TM
Polarization of Incident Wave ,

We next consider the oblique 11lumination of the square metal cylinder
of the previous example, Figurc 25 shows the geometry of the square cylinder,
the incident plane wave, and the loci abc (cylinder surface) and ABC (off-
surface, near-scattered field) along which comparative FD-TD and MOM results
will be graphed. The only change made from the previous scattering example
is that the incident wave is assumed to propagate at an angle of 45° rela-
tive to one side of the cylinder (q)i 4+ 45°), This change is made simply by
altering one data statement of the Fortran computer progran.

Figures 26a and 26b graph the comparative results for the FD-TD and
MOM analyses of the magnitude and phase of the cylinder surface electric
current distribution for this case. Again, the FD-TD computed surface
current 1s taken as n x Htan‘ where n is the unit normal vector at the

cylinder surface, and Htan is the FD-TD value of the magnetic field parallel

to the cylinder surface, but at a distance of 0.5 space cell from the surface.

In Figure 26a, the magnitude of the FD-TD computed surface current agrees
again with the 84-point MOM solution to better than +1% (+0.09 dB) at all
comparison points more than 2 cells from the cylinder edges (current singu-
larities). In Figure 26b, the phase of the FD-TD solution again agrees with
the MOM solution to within +3° at virtually each comparison point, including
the shadow region,

Figure 27a, 27b, 28a, and 28b show the comparison of the magnitude
and phase of the near-scattered electric and magnetic fields cor uted by the
FD-TD method and MOM. Again, the electric field is tangential to a virtual
surface, Sa. locataed at a uniform distance of h = 7 space cells from the
cylinder surface; and the magnetic field is tangential to a virtual surface,
S‘a. located at 6.5 cells from the cylinder surface. The level of corre-
pondence between the FD-TD and MOM results is again #2.5% (+0.2 dB) and +3°.
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The high level of agreement between the FD-TD and MOM results for
both the ¢1= 0° and ¢ = 45° angles of incidence verifies that the key, new
FD-TD features (variable-incidence plane wave, second-order-correct lattice
truncations, sinusoidal steady-state magnitude and phase computations) work,
and work very well, In fact, the observed level of accuracy for these
Tatest results is as much as 5 to 10 times as good as the previously-observed
[12], [13] FD-TD accuracy level of +10% (+1 dB). It is expected that the
new, enhanced accuracy levels will be observed when the present two-dimcn-
sional FD-TD computer programs are modified to the three-dimensional case.

**3.3.3 Verification of Near-to-Far Field Transformation for
Circular Metal and Dielectric Cylinders

To provide further verification of the application of the near-to-far
field transformation of Section 2.2.5, pure MOM studies have been performed
during this research program on a metal and a dielectric circular cylinder.
These studies concern the computation of scattering from such cylinders for
the two-dimensional case of plane wave 11lumination (TM polarization).

Figure 29 shows the normalized radar cross section (RCS) computed for
a metal cylinder of size kya = 1. The solid 1ine shows the RCS computed
directly from the surface electric current, J,, on the cylinder. The dots
show the RCS computed using the near-to-far field transformation executed
along a square virtual surface located at an electrical distance koh = 0,38
from the surface of the cylinder. The agreement of the two solutions for
the RCS 1s extremely high (to better than 4 decimal places at each point of
comparison),

Figure 30 shows the normalized RCS computed for a dielectric cylinder
of size koa = ,63, The solid line shows the RCS computed directly from
the equivalent electric and magnetic currents on the surface of the cylinder,
which had been previously derived using a MOM solution of a surface integral
equation. The dots show the RCS computed using the near-to-far field trans-
formation executed along a square virtual surface located at an electrical
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distance koh = 0,24 from the surface of the cylinder. Again, the agreement
of the two solutions for the RCS is extremely high (to better than 4 decimal

places at each pnint of comparison).

It 1s therefore concluded that the application of the near-to-far
field transformation along a rectangular locus surrounding a scatterer is,
for all practical purposes, an exact procedure for deriving the far fields.
The validity of this near-to-far field transformation is the heart of the
proposed hybrid FD-TD method for computing the far scattered fields and RCS
from arbitrary, extremely-compiex structures in three dimensions. It should
be noted that this procedure should also be equally valid and useful in
computing the far-field radiation patterns of extremely-complex source
regions and antennas.
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4.0 SUMMARY AND CONCLUSIONS

Electromagnetic penetration and scatteriné'prob1ems are difficult to
treat with many analytical or numerical methods because of the inability of
these methods to simply deal with the effects of structure materials, aper-
tures, curvatures, corners, and internal contents. In two earlier RADC
contracts, 1ITRI investigated the application of a new approach for the
direct modeling of very compiex electromaynetic interaction problems: the
finite-difference, time-domain (FD-TD) solution of Maxwell's equations.

The FD-TD method has key advantages relative to 5va11ab1e,mode1ing approaches,

These advantages permit 1t to accurately treat complex problems that are
beyond the scope of solution by any other method., The ultimate aim of
research in this area 15 to develop an accurate, easily-used, general com-
puter program solving for either electromagnetic field penetration, scatter-
ing, or radiation for arbitrary metal/dielectric structures spanning up to
10 or mnre wavelengths in three dimensions with a spatial resolution better
than 0.1 wavelength,

In order to more fully determine the usefulness of the FD-TD method,
RADC thought that it is desirable to distribute this technique to as wide
a range of users as possible so that it can be tested by actual implementa-
tion. The overall objectives of algorithm development in this case are to
allow RADC to write a user-oriented computer program for the FD-TD technique.

The goals of the present 1ITRI research effort for RADC include the
development of specific algorithms of high importance to help provide a
flexible, simple-to-use, and highly accurate user-oriented FD-TD computer
program. To meet these goals, IITRI has tested five key improvements in
the FD-TD algorithm during this effort, including the following:

1. Total-field/scattered-field lattice division.

This permits a very high computational dynamic range to ac-
curately model flelds within shadow zones or cavities. This
further permits programming of variable angle of incidence
and the second-order correct radiation condition, summarized
below.
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2. Variable angle of incidence.

For two-dimensional problems, this permits a §ingle data card or
Fortran statement to specify in a very accurate manner the angle

of incidence of a plane wave illuminating a structure. For thrae-
dimensional problems, both the angle of incidence and polarization -
could be specified. There is no requirement to rotate the geometry

; of the interacting structure in the FD-TD lattice.

3. Second-order accurate radiation condition.

! This reduces the uncertainty of the final computed results by as
much as ten-to-one. FD-TD computations using this radiation con-
dition now have estimated field-magnitude uncertainties of better
than +2.5% (40.2 dB) versus previous uncertainties of +10%-+15%
(+1 dB),

4. Magnitude and phase computation condition for the sinusoidal steady
state.

%- This permits accurate determination of the magnitude and phase of
; FD-TD computed fields at any desired points for later use in com-
putations involving scattering, radiation or coupling to wires,
This approach aveids any ambiguity due to either a possible OC
offset of the fields or the repetitive nature of the sinusoidal
waveform,

5. Near-to-far field transformation.

This perinits the far scattered fields and radar cross section of
arbitrary structures modeled by the FO-TD method to be easily and
accurately determined. Observed accuracy of the radar cross sectian
using this feature 1s in the order of +1% (+0.09 dB).

In addition to the five algorithm improvements tested by IITRI, this report
also summarized a FD-TD feature which has recently appeared in the literature
that permits computation of the coupling of currents to thin wires and struts.
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The conclusions of this veport are as follows:

1. The accuracy of the pure FD-TD method for electromagnetic interaction
. problems can reach the high levels previously attained only by method-
- of-moments (MOM) approaches when the second-order accurate radiation
- condition is used in the FD-TD algorithm. The FD-TD method retains its
key advantzges over MOM in terms of the much larger electrical size
and greater complexity of the structures that can be modeled.

2. The specification of var{fable angle of incidence and polarization of
an 11luminating wave can he achieved with the FD-TD method using only
a single data card or Fortran statement.1

3. The total-field/scattered~fie'd reqgional division of the FD-TD lattice
can be successfully implemented and offers the significant advantage

: of a high computational dynamic range. In addition, this lattice divi- 3
@- sion provides a framework for programming variable wave incidence and 3
E* polarization, improved radiation conditions, and the near-field to : ?

far-field transformation for scattering problems. p

4. The near~to-far field transformation along a‘'rectangular virtual sur-
face surrounding a scatterer makes 1t possible to use the FD-TD method
to compute the far scattered fields and radar cross section of complex,
arbitrary structures with great precision,

It is the opinfon of the authors of this report that the FD-TD method deserves
additional investigation to probe just what are the limits of application of
this extramely presi- ‘ng approach to accurately model elactromagnetic penetra-
tion, scattering, and radiation problems,

R IR T

1Th1s incident wave specification is now as simple for the FD-TD method as it
has been with MOM. However, the FD-TD approach requires re-running the entire
problem for each new incident wave angle., With MOM, only a single inversion
of the system matrix s required. Subsequently, arbitrary wave excitation is
treated as a simple matrix multiplication of the equivalent excitation
vector, MOM therefore permits a conceptually simpler treatment of the vari-
abie wave incidence problenm.
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APPENDIX_A

Listing of Fortran Computer Program

This appendix contains the listing of the Fortran computer program used
to obtain the FD-TD results for the square-cylinder scattering problems of
Section 3.3 of this report. This computer program contains all of the new
FD-TD algorithms that have been examined during the present research effort,
except the thin-wire coupling algorithm of Section 2.2.7.2. This program
provides a general treatment of two-dimensional penetration and scattering
problems for the transverse magnetic (TM) polarization case, and utilizes a
50 x 49-cell Yee grid. The following is a succinct description of the user

inputs to this program,

Program Line Symbol or Data Input

004 FREQ

005 DX

006 NCYCS

007 MEDIA

008 DATA EPS

009 DATA SIG

010 PHI

011 ISA

88

Function

ITlumination frequency (Hz)
Lattice cell size (meters)

Number of complete cycles of
the sinusoidal incident wave
that the program is time-stepped

Equal to 2 + number of distinct
dielectric or conducting mater-
ials modeled in the FD-TD grid

Relative permittivity of mater-
ials modeled. User specification
begins with data item #4 in
11st. External alr is ftem #1.

Electric conductivity (mhos/m)
of materials modeled. User spec-
ification begins with data item
#4 in list. Air is item #1.

Angle of incidence {degrees)
relative to y axis of grid. Lim.
ited to range 0" = 90" in pres-
ent program,

FD-TD "i" coordinate of left
field matching plane {between
total-field and scattered-field
regions).
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g' Program Line Symbol or Data Input Function
012 158 FO-TD “{" coordinate of right

field-matching plane (between
total-field and scattered-field

; regions).

013 JSA FD-TD "j" coordinate of front
field-matching plane (between
total-field and scattered-field

regfons) .

014 Js8 FD-TD "j" coordinate of back
field-matching plane (betwcen
total-field and scattered-field

regfons),

103 - 10/ MEZ(1,Jd) Assigns a material-medium type
number to the Ez field compo-

nents of the grid that comprise
the structure to be modeled.
The type number corresponds to .
the EPS and SIG specifications E
of program lines 008 and 009, :
Arbitrary specification is pos-
sible simply by using any number
of Fortran statements here to
make the assignment. In the ex-
ample shown, a single DO loop
suffices to specify that the
object is square and has a sur-
face composed of material-medium
type #4 (Er =1,0, ov=13,72 »

107 mhos/meter)., The side of the
square object 1s specified to be
20 grid cells across with cor-
ners at (16,16), (36,16),
(16,36), and (36,36).
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PROGNAY FDRTE [ IRPUT o CER TR T TAREROSTAPUT o TARP RS T AP P)

PROJELCY FaS02s HUN &

TwheNIMERSTIONAL PRDPAGATYINNG TF POLARIZATINA

TEST NF NEw BRaSE COMPUTATTION CONNYTION

TEST UF NEW CHLIOUE WAVF SNUKCE CUNETTVAIN

TEST OF Npw LATTICF YRUNCATTON CONPITTION

%0 X 49 CFil YFE GRTID 18 LSEN

INDUCED FLFETIRTIC CURKENTR NN SRUARFE METAL CYLIMEER

NEAL MUY

DIMENSION FZ(81 080 o FN2IS 119N o HX (BT ¢BN) gRY (K2 e} eMFZER1 0500
EDLEA oS0 e2) e b DRIP eSO 12Y ok TE (ST aled) b KIS 0 20d)y
IPRES2IVEPR (L) o STHLEU) s CACUY O HIUY
TRMHALHY y &Ny g PACUY o DRIUIoFARX (BT ou0) ob NHY (52480
IPHHY (61 ¢SO 2 TPRHRY (G oRNY o NEZIST RN} s DHX (ST 450) ¢

NHY LS2 ¢SO WFZ71CROY oREZPIEN) G REZB(NUYIRFZACEN)

REXLLSE0) oRHYPLROY o NRY BLRAY (HHXATIHNYF 2T LN e xT(90)

cones PRNIALEM PARAMETELS g9y 0e
FHEN B 3,0k ¢k
NX 8 1,89145F=2
NCYES =2 6
MEDIA = 4
NAYA EPS /t,00 1,04 1,0 1,0/
NATA SIG /0,06 N4Ns 0,0 3,72F47/
Pt 3 48,0

io;t-“‘sl“, ANR NERTVEN (’N\SYANTS...,,
184 & 1
1SH s uj
JS4 = (|
J8H =& 01

NHEX =& FLOAT(182) &« 0,8

NRY = FLNAT(JSA) = N5

SINFX & FLNAT(ISReaTSAY ¢ 0,9
SINFY ® FLOAT(JSHe J8A) » 0,5
18544 & 18A ¢ ¢

T8HH 1 18R |

JSAR 8 JS5A ¢

JSAH & JSKH w |

1SAAA 3 1S54 = |

JSAAL = JSA e

TSAKHKB & Y8R + |

JSAAH ¥ JI8H &

Pl & 3,1U159264

NMEGA B P,0 9 P} » FREN

SPHY = SIM(HT & PNT 7 YRN,D)
CPHI = CO8CPT » PHY / 1HD,0)
MUZ = 4,0 ¢ BT & | O0Fu?

EPSZ & B, RSUF=]?

Nt 8 DX /7 A, 0FeB

NMIN & t .0 / FREQ /7 DY

NMID & NMIN

NMAX & NCYZR & AMIN

NMINA 3 BLDATONRINY /7 2,0
NMIDA 2 NMINA

NMAXA 2 NCYCS & 2 & NMING
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409

qup

G0y

aK2

LR

LD

.LWMW_LﬂE

W BNt /7 2.0 7/ EPS)

WA nrsep 4 Pxexd 4 My 7 kP87

RH Nt 7 Nx 72 wup

e toeo,n 7/ R

®0D NMEnA o NY

RE etp N & FHEN » Y

RE 1,0 /2 Rl

RG 140 72 37867%40,0

CL RH 7 10000,0

PO Y I3temEntA

FAF 8 H & S16(1) ¢ EPS(T)

CALYY % (1,0mFAF) 7 [1.04EAF)
CRETY & RA 7 EPSETY / [1,04FAF)
MAR w SIGITYISMUZ/ERST ¢ NY/P.0/MIL
PACTY 8 {1 NeMaF) / () NeKHaF)
PHETY & 1,0 /7 (1 0¢HAF)

N 90t TETSACTISP

TERM = (PLOAT(!)eNkXY * SHH]Y
REZ1(TY & TERM & Q0 ,50CPHT = 0,8
HEZ24(1) & TERM ¢ SINFYECPHT » 0,8
RHXY (1) 8 TERH™

RHY4(TI) B TENM & (SINEYen §)2CPNH]
N 902 Jm.ISAeJRH

TENM & (FINAT(J)enRYY & [PHT
REZ2(JY 8 TEWM ¢ 0, R0S5KHT = 0,5
REZL(JY 8 TFRW » SINEXsSPM] = 0,6
HHYP(.)) 8 TFR™

HHYS(J) 8 THHM ¢ {SINEXeN,H)8EPH]

..".tﬂﬂﬂ THP MATWHICESsaons
no any Jsye9n
PLTCYY 8 0,0
HX1CJ) = 0,0
DU 2 Jsleh0
nO 2 frye6y
FZ{Ted) 8 0,0
HX(1e) & 0,0
HY(leJY 8 0,0
ENZ(Tat) 2 N,
DE2{tedY B 0,
FAHX(Te)) &8 0
nh!(!.d’ ] ﬂ-
FNHY(Ted) u 0
PHY(1sJ) = 0,
MEZ(TJY =
F§P2 = 0,0
ES11 = 0,0
EN2e & 0,0

FUIY = 0,0 E

DO 9A2 TeTSA¢I8H
MEZCTeJd8KY 8 2 !
DO YRY ImJSA¢JSH ay
MEZ(184+J) 8 2 |
MEZ(T1SHy )Y &8 2

nNO 803y NEis2

ne A0y tefe 2 i
Bo ANY Jeyeso ,
$UL(ToJoN) & 0,0

EDH(TsJenN) ® 0,0
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DU AL NaY e
DO HOU Jute
MY AOG TE{e51
FOF{TodoNY 8 0,0
FOR(TodeN) 3 0,0

seves SPECIFY THF SCAYTHERFN S unes
NC 44 Imtoeie
MEZC(Tst o) 2
MEZ(Te3h) & 4
MEZ(1hel) = U
MEZCShel) B U

aessu TIMFOSTFRUING LONP, o4y,
N A4 NaYyNMAYX
ENMOD % | NATINY / FLDATI(NMINY
MA 8 N w TEJY(FAMAPYSAMTN
JSTNP 8 W89

evenef? TTERATIONN (40,0,

DY 4 Jx2eJST0NP

nY 4 1E2+48%0

ME o MEZ(Te))

THIMFLEQ,2Y €0 TR 904

STOKE 8 F2(]e0)

FZ(Tsd) = CACMBIOEZET e o (R(MFISRIRWY(ToJat)ori(Tel])e
i FY(Tete))uryY(Ted))
NEINLL 3 F2{Ts]) = STORE

TFCORZNUSDFZ I T o) oG 40,01 G 10 QRy

ENZC(Tod) 8 FZ2(1e 0

JFCDFZMIE L T, 0,0) TPHA[TJYENA

NE2(Ye+J) = NFINL

CONT INLIF

CUNTINIIF

N 9ns 12,40

FZ1CJ) = F2184) » RA® (HYT(Jet) = WXT(J))

vens e THLTNLE WAVE SNUKECE CONDYTION fE/)uewes
EZ1(3) B #21(3) ¢« RHSSINCIRDSFIrATINY)
DO 930 IxT8AAy]SHR
L o= Rexi(1)
G o=
HXING 8 { (RRXIITIwGIORYTCL #6) ¢ (el 0mimx|(T)ispaleiss) ) ¢ (Pr]
HXT 38 HY({YTeJ8AAAY ¢ KHXYINE
F2000J8A8) 2 FICT08AY + HA® [HYTewu(ToJSademy(letoJ8AYaby (T NAlY

| ® RHXU4(1)

6 & L

HXINE 2 ( (RMXUCT)eBISMYT (] oh) & (Aot DeRhxulIIIsnYT(Le8) ) ¢ £PM]
MXT 2 MY(ToJ8R) ¢ HYIND

FZCT1sJGRY 8 F7CTod8RY ¢ WAS (wx (1o JEHR)muXTory([olodSuleby (LoJdbry)

ne 9tk JaJSAde JEHRA

L= Rev¥2(

3 L

HYIND # «l(REY2UIInGIWRRTIL4A) ¢ (o), NuBERYICJIVORET(LESY ) & 5w
HYT 8 HY{15A¢J) ¢ MYTIRC

EZC0ISAJY # F2(18Aed) & Ras IHY (TRAeJe i YoM {T8As I +Y(184Ae ))unyt)

L 2 RRYZ(D
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"o R 1eiMeIl

tPR{TY = 1

PRINT 19y (IPR(I)e18THsIM)
FORMAY (/4dYeP8T80//0aTXe1R])

vesasMY FNVEINPF (MACHTYNE) yoaes
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MISSION .A ;
of ‘ '?
- Rome Air Development Center .

RADC plans and executes reseanch, development, test and
delected acquisition programs Ln A%ppolbt of Command, Control
Communications and Intebligence (0%7) activities. Technical
and engineening support within areas of technical competence
48 provided to ESD Program Offices (PO&) and other ESD
elements. The prinedpal technical mission areas are
communications, electromagnetic guddance and control, sur-
veillance of ground and aerospace objects, intelligence data

- collection and handling, 4information system Ltechnology,

. Aonospheric propagation, solid state sciences, microuave _
physies. and eloctronic neblabllity, maintalnability and = g : 4

compatibiiity. -
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