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TECHNICAL DISCUSSION

1. INTRODUCTION

SAI has continued to achieve notable gains in under-
standing the interactive dyvnamics of radiative emission,
arsorption, and exchange, and plasma hvdrodvnamic motion,
During the performance period of the contract addressed
by this report (27 August 1980 to 3i December 1981) the
r-dependent collapsing z-pinch code WHYRAD was vastly
improved in numerical efficiency and flexibilityv and bench- '{
marked to establish its accuracy. The code was applied to
various experimental conditions and elements in a predictive
and analvtical effort which yielded much insight into the

general physics as well as specifically valuable design

guidelines. Important advances were made in the modeling

of the radiation itself (apart from the hvdrodvyvnamics),

such as extension of escape probability techniques to
cvlindrical and spherical geometry. OQur efforts in detailed
radiation modeling are covered in Section 2 and Appendices A
through C; the z-pinch radiation-hvdrodvnamics calculations

are described in Section 3 with a discussion of the WHYRAD

code subroutines included in Appendix D.




2. DETAILED RADIATION MODELING

As we have demonstrated in a previous NRL contract
and in pv‘lblications,(lfJ
concepts to line transport can be very fruitful in reducing
computational labor while maintaining an adequate degree of
accuracy, Until this year such applications have been
limited to plane parallel geometry due to the difficulties
of solid-angle integrations in spherical and cyvlindrical
ceometry. lowever, we have discovered a method to byvpass
the integrations by use of a single angle for inner-to-
outer c¢ell couplings and a reciprocity relationship for
coupling constants for outer-to-inner cell couplings.
This allows the cextension of probabilistic techniques to
¢vlindrical and spherical geometry. The mathematics 1is
detailed in Appendix A, "Direct Solution of the Equation
of Transfer Using Frequency- and Angle-Averaged Photon-
LEscape Probabilities for Spherical and Cylindrical
Geometries."

Our extensive spherical plasma spectrum simulation
capability utilized for NRL i1s aimed at employment in
pellet experiments where the actual emitted spectrum 1is
measured. Before such an approach is emploved with

confidence, the usefulness of the simulated spectra must
be benchmarked. lLast vear's report(:’ presented a success-
ful onc-on-one comparison of a calculated neon spectrum

with a published spectrum obtained from a pellet implosion

the application of escape probability

i
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experiment at the University of Rocnester. This demonstrated
that an exact replication of an experimental spectrum frem

an optically thick plasma was feasible and could lead to
accurate temperature and Jdensity diagnostics.

Since then a great many more pellet spectrum calcula-
tions have been performed for predictive and analytical
purposes. The goal of this latterset of calculations is
to understand how the spectrum changes with pellet tempera-
ture and densityv. The calculations are detailed in
Appendix B, "Collisional-radiative-equilibrium spectroscopic
diagnosis of a compressed, optically thick neon plasma.™
In addition to elaborating in detail the expected spectral
changes withdegroc of heating or compression, an approximate
analvtic model of the approach to LTE of a multistate,
multistage plasma is developed in this appendix.

Prediction and analysis of plasma mixture experiments
and the effects of overlapping absorption and emission have
been of continuing interest to SA] and NRL. We have
recently considered photopumping in opacity resonances for
Silicon/Aluminum and Sodium/Neon mixtures. Our detailed
results are given in Appendix C, "Flasma Conditions Reguired
tfor Attainment of Maximum Gain in Resonantly Photo-Pumped
Al XIT and NelIX."

Until this past vear, our analvses of wire plasma

spectra have concentrated on inferring average




temperatures and densities for these plasmas. 7o this end,

spectra from assumed iscthermal, isodense plasmas have

been computed and compared with the measurements in an

iterative process untll agreement was obtained. This was

satisfactory as an initial procedure in obtaining approxi- {
mate characteristic plasma temperatures and densities.

Moreover, an understanding of more realistic situations

where gradients are present mav only be obtained if the

simpler homogencous plasmas and the evolution cof their

spectra are fully comprehended. This vear we have extended

our previous first order analvses of homogencous plasmas

to investigate the effects of gradients.

(31

Some of the ambiguities which mayv result from

u

g

1ing line ratios only for spectroscopic diagnostics mav
he at lcast partially resolved by use of high-dispersion,

high resolution spectroscopy in analyzing line profiles

along with their measured intensitv. Temperature g¢radients,

in particular, are susceptible to diagnosis using line

profiles, since the degree of self-reversal in an optically ¥

thick line depends on the radial temperature profiles.(-'l;I
A tull physical cxplanation for this effect appears in

Reference 4. As detailed in our final report for last

-

{ . . . . -
vear, plasma implosion and its accompanving frequency
Doppler shifts may transtform a symmetric line profile sc¢lf-
reversal into an asymmetric one, with the blue wing

dominant. In principle, therefore, both implosien velocity




and temperature proiiles may be interred by analvzing an

optically thick profile. We present the following analvsces

of exploded-wire spectra as successful applications ¢! the

usefulness ot these etffects.

A first-order analvsis of the spectrum of P! shet 329 |
(

i

(71

has been presented elsewhere. In the present analyvsis

we utilize the approximate intormation obtained previously

to infer additional plasma properties from the Si XI1I
il

Z 1 . - . .
1s7-1s 2p "P resonance line profile. As pointed out in

reterence 5>, this line secemed to exhibit opacity broadening,

'

with a peculiar "shoulder” present on the red wing of the

line. A high dispersion spectrum of the appropriate wave-

length region appears in fig. 1. If the average conditions

. . - . . 20 .
diagnosed in ref. 5 (T = 650 cV\, n, = 2 x 10 oy are applied

Inmodeling the resonance line profile with an implosion

-1

. X { .
velocity of 4 X 107 cm sec at the outer plasma surtface,

one obtains f{rom a multifrequency calculation the resonance

line profile plotted in fig. 2. This protfile was computed

assuming an isodense, isothermal plasma and a pinhole- .
measured radius of 250 um (P. Burkhalter, private communica-

tion:. Note the striking resemblance to the measurcd

spectrum of fig. 1. However, once the resonance line pro-

file 1s convolved with the estimated 3 ma of experimental

broadening (fig. 3) the shoulder feature washes out and

the rescemblance disappears. The isodense, isothcermal

model therefore does not work when the finite resolution

of the spectrograph is properly accounted for.

5




the resuits o g vastly improved protfile zimulaticon
tor this shot are presented in vigs, 4 and 5. Figure <
rresents the computed line profile rwithcut experimental
brcadening added 1n for u plasma identical to that of
figs. 2 and 5 except that the temperature prefile Jdecrcases
sharply as radius increasces., “he inner 20% of the plasma
is assumed to huve 4 temperature ot 1170 eV, from 204 90
1005 of the total radius e 1s presumed to ramp lincarly
downward from 506G te 170 eV. This cold plasma cxterior
serves tc lmprove the prorfile agreement by producing a

! Even atfter convolution

pan
.

deep seclf-reversal (sce Yig.
with @ 3 ms instrumental g¢aussian, the profile is in
excellent agreement (fig. 5' with experiment. This
inference of a temperature gradient is fully in accord
with our new analysis of another shot which we now discuss.

Based on an investigation of the effects of gradients
on the emitted spectra of plasmas by some of the X\RL staffts‘
we have broadened and expanded our analvsis of Maxwell
lLaboratories shot 139. This analvsis f{further supports the
inference of temperature gradients of the tyvpe described
above in Pl shot 329.

Shot 159 resulted from the implosion of Al wires and
the mecasurcd time-integrated spectrum exhibits an asvmmetric
self-reversed profile for the Al XI1 1s:~ls 2p ]P resonance

line (fi1g. 6). Syvmmetric self-reversed profiles are a

4]




well-understeod, classical efiect of larce line opacity.

fo produce asvometry with a suppressed red wing, however,
the boppler shift of plasma implosion combined with largc
line opacity is reguired, as Jdetailed in last vear's report.
We previously obtained an excellent fit to this profile
assuming a homogeneous plasma of radius 230 ., temperature

- . . . . 18 - A . . :
of 500 eV, jon density 8 x 10°Y ¢cm 7, and implosion velocity

1 x 10% ¢m sect. However, this {it required an experimental
spectral resclution 2% < 1.0 m . in order that the profile
not wash into a gaussian duc to experimental broadening.

This resolution is a factor of 2-3 bhetter than the estimates
(which are themselves somewhat uncertaini. The washout to

a gaussian could be prevented if the intrinsic profile (the
one which would be measured with infinite resolution) were
wider with a deeper core selfi-reversal. Such a profile

can be preduced by an inhomogencous plasma with a hot core

and colder outer region. We have found that bv emploving
such a gradient in our simulation that the measured profile
can be reconciled with larger experimental broadening and
thus be completely consistent with all available information.

-1_
18 also

A slightly smaller veleocity of 2 X 10° em sec
required. This velocity is interpreted as the mean velocity
of implosion during the K-shell emission pulse. We have

also simulated the time-integration of the spectrum by

summing the linc profiles produced by a range of implosion




L . L -1 . .
velocities trom U to 4 x U ¢cm sec , assuming the velocity

changes linecarly with time. The result is that the resultant
"integrated"” theoretical protfile 1s virtually identical to
that produced by snapshot emission from g plasma imploding

. o - . . .
at 2 x 100 ¢m sec l. Therefore, the velocity reflected by the

shape of theemitted line profile is consistert with the phyvsical
mean velocity ot implosion. This is to be expected, as a
cero velocity plasma will produce a syvmmetric profile and
one of say 4 X 0% em sec ™ will produce a prefile more
shewed than at 2 x 107 ¢m sec_l. The sum of the emitted
protiles will thus be characteristic of an intermediate
veiocity which 18 also consistent with a physical mean.
Or course, to producce this protfile there 1s no escaping
the conclusion that the bulk of the K-shell emission must
occur during implosion rather than expansion after the
peak compression.

The precise conditions we have interred {rom line
ratios as well as the resonance line profile are as follows:
the inner 200 (radially) 1s at 900 ¢V; the outer 804 is
at J00 eV just outside the 900 eV core and ramps lincarly
to 130 ¢V at the outer boundary of the emitting plasma.

As is shown in the z-pinch seolutions given in Sec. 3 the
region of appreciable radiative vield is strongly depend-

ent on the plasma density.,  In low emission regions with

the high ionization level obtained, corona temperature




can rise to 10 kel or more, but direct confirmation is

lacking. The total ilon Jdensity remains unchanged from ouv

18 -3 g )
cm . The plasma diameter

previous analvsis at 8§ x ¢
of 1 mm 1s roughly consistent with the somewhat irregular
configuration revealed by the pinhole picture. The prorfile
produced by such a plasma is presented in figs. 7 through 9,
for assumed 1nstrumental linewidths of 0, 2, and 3 mi,
respectively. Note that the experimental smearing ot the
intrinsic profile of tig. 7 gradually makes the self-
reversal shallower, to the point where fig. 9's protfile
nicely matches experiment. The assumed resolution of 5 m.

18 1n excellent agreement with estimates basced on the coxperi-
mental configuration. Figure 10 presents the protile of

the resonance lince which would be produced by an identical
static plasma (no implosion). This linc profile bears ne
resemblance to the cxperimental one--which fact, combined
with the good resemblance of tig. 9--is clear cvidence for
implosion cffects on the line emission in the laboratory
trame. The character of the inferred temperature gradient
closcly resembles that of the silicon shot 329, Taken
together, these two analycoed spectra demonstrate the power

of spectroscopic analysis in inferring most, 1f not all,

of the plasma propertics ot interest.
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Fig,

Fig.

Fig.

Fig.

Fig.

FIGURE CAPTIONS

i 1
High dispersion spectrum of the SI XIII 1s7-1s 2p*P
and intercombination lines obtained from Pl shot 329.
Theoretical resonance and intercombination line
profile obtained from a 250 um Si plasma of
-1
-« .

implosion velocity 4 X 106 cm se Assumed

20 -3

temperature 1s 650 e\; electron density, 2 x 107 cm
Same as Fig. 2, except that the spectrum has been
convolved with a 3 m , gaussian to simulate f{inite
experimental resolution.

Silicon plasma spectrum calculated to arise {rom
the same plasma modeled in Fig. 2, except that a
temperature decrement (described in the texti has
been applied.

Same as Fig. 34, except that the spectrum has been
convolved with a 3 m 4 gaussian to simulate finite
cxperimental resolution.

High dispersion spectrum of the Al XII principal
resonance and intercombination lines obtained

from Maxwell Laboratories' shot 159.

Computed spectrum which would be emitted by a 1 mm

diameter Al plasma of ion density 8 x 1088 em?,

The temperature profile is as described in the




Fig,

Fig.

Fig.

8

0O

10

text. The implosion velocity 1s assumed to be
- 6 -1 . . . ;

2 X 107 cm sec . No experimental gaussian
convolution was performed.

Same as Fig. T, except 2 m / experimental
broadening is assumed.

experimental

B

Same as Fig. 7, except 3 m
broadening is assumed.
Same as Fig. 9, except a zero implosion velocity

for the plasma is assumed.
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3. RADIATION HYDRRODYNAMICS-COMPARATIVE TRANSTENT
CALCULATIONS OF IMPLODING LOADS

Section 1

INTRODUCTION

It is generally accepted that <ylindrical geometry
is the most realistic simple geometry for modeling col-
lapsing z-pinches. Substantial efiort has been expended
on the establishment of & 1-D radial collapsing z-pinch
hvdrodvnamics code WHYRAD, which can model experiments
initialized by wires, gas puffs or annular Zoils, emploving

a variety of ioniczation physics and racdiation broutines.

w0
c

This code is a significant improvement of an earlier model,
KHYRAC.(I) A variety of initial radial distributions of
particle number density and temperature, tempcral variation
of machine discharge voltage, and anomalous resistivity
functions may be emploved. Operational flexibility due to
general re-start and improvement of computational vectori:za-
tion was also incorporated. This report summarices the
analvtical and numerical assumptions contained in the code
development, illustrates subset benchmarks made to prove
modeling adequacy, and applies the model to various aluminum
and argon experimental conditions. Radiation vields and
power are given innormalized magnitudes so as to maintaln an

unclassified status,; direct vield values are given in a

companion DNA final report which does not include some of

[




the benchmark and test case development. Appencix D is
also included-in this unclassified version which documents
the code structure by describing the function of the various

subroutines.
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Section 11

PLASMA DYNAMIC MODEL

Analvsis of the dynamics of a radiation coupled

mploding :=-pinch plasma depends on sciutions of the time-

&

[

depencent equatlons ¢f mass, momentum, electron tempera-

ture and/or total internal energy, magnetic flux and the

equations of state, as well as the specification of appropri-

ate transport processes. The sclution of the equations

are linked, at every step and radial cell, to a radiative

flux model in which both line and continuum emission and

opacity are controlled by a probability of photon escape :

representation of cylindrical radiation transport solutions.

Solution of these eguations is also dependent on the coupling

with the driving discharge circuit which in turn is altered

by the changing plasma induction. The energy density of

the plasma involves an adiabatic exponent containing the ;

potential ioni:zation energy; charge neutrality is also assumed. ;
The WHYRAD System solves the following fluid

conservation equations:

Mass: 20 +

> = (tov) = 0 (1)

R




Momentum:

S A T T L -
ot T zr \'° or C -

“ctal Irternal Energyv:

?E . 1 & } .
_— e+ e (E+pYy = = - 3
it 0t oar |TUETPIY T Tagq = de v Prap =
Electron Temperature:
ne &l . e v Te L1, sy
v - 1 3t y - 1 er T e eT
\ (43
o(qu)
= +
T TTET Ce * Prap
lon Temperature for Total Internal Energv Balance
(optional):
n_ kT
.2 1 2 e e -
KTy ?H?iE 7 \-1l (5]

The dependent variables in the above conservation equa-
tions are p, plasma mixture density (= ion densityv); v,
radial plasma velocity; p, plasma pressure: i, axial cur-
rent (:z-direction); B, a:cimuthal (eé-direction} magnetic
field; E, total plasma internal energy; ¢, axial electric

field: pRAD’ total radiative power; n electron

e* Per Te’
number density, pressure, and temperature, respectively.

L




Qe and q, are non-radiztive thermal flux terms, given
below. The adiabatic exponent, -, which is a function c¢f
electron temperature, number density and ionization number
-see Eq. (371}, is assumed uniform cver an individual
spatial cell or time step such that its gradients are
neglected. It is conceivably possible that a stable
iterative solution, including the Te’ Nas and :I gradients
in the vy expression, within each cell and time step, may
be constructed; however, D. Cclombant (private communica-
tion) found in work with the WHYRAC code that numerical
instabilities seemed to be quickly generated with this
modeling. In addition, computational run times would
rapidly increase so that practical considerations forced

the abandonment of this refinement.

The Qe term in Eq. (4) is given by

dm_ n N
. Vbl (S e T 6)
Qe * 335 - T{ 7o 4T Tek (

where Te] is the electron-ion equilibration time. For the
general non-temperature equilibrated situation incorpora-
tion of the second term in Eq. (6) is performed by a
subsequent Te evaluation at the end of each time-step

cvcle, i.e., a solution of

aTe o(y-l)me

Bt = Te] mI (TI-TE" . ()




This relationship, Eg. (7), represents & common scheme
emploved in explicit convective hydrodynamic codes; cer-
vain flux terms have to be treated in a time-split manner
and solved after the convective solution for Te, so that
one updating of Te within a time step invelves the
separate solution of Eq. (7). A solution of Egq. (7) for
T in terms of the explicitly-obtained Te and the ion
temperature TI is given in Ref. 1: however, TI values
computed from Eq. (3) seem to be excessively high indicat-
irg that future calculations should employ a full twe-
temperature pair of energy equations including the
equilibration term, Egq. (6). Almost all the solutions

illustrated in this report assume equal electron and ion

temperatures so that
. vB (8\
Qe = gs C } :

The Ge electron thermal flux term is (ion thermzl fluxes

are neglected) given by: .

where K, and & are given by(“)
EY




7 is given by Eq. (40a), which is emploved equivalently

T T l’\-& T )- e .\”
. _ Ne ‘e Tp VitveTe ‘¢ Gan
N = o] Fay
€. Te (w J Salw 7)1 + ¢
e‘e- 1 e’e o]
“ 2 “ i
w T 38 (w T )7 + £ }
e e{ l1*'7e’e o) At
& =n_T (9b]
€ ¢ (w_ = )4 . (w 7. )" + ¢
e'e l1'7e’e o]

e
to T.1 in Ref. 2. The &, v7, &8 coefficients are func-
tions of :I’ the average plasma ion number, Braginskii(?)
g¢ives their magnitudes at five :I values between 1 and - «:
quadratic fits have been constructed which are within a

few percent accuracy for Z; > 5. The results are:

-1
§, = 0.31652 - 0.01441 I, - 2.2032 x 10'4 :§
§, 5 9.110 - 0.1360 I, - 2.800 x 107° =7
8¢ = 1.282 - 0.0242 I, - 3.600 x 107% =3
8% = 1.5

Vg = 3.350 - 0.17833 I + 3.667 x 1077 Ij
Y] = 3.622 - 0.0222 I, + 3.600 «x 1074 -1

The axial current velocitvy (drift spveed) 1is

given by

u. = -j/ene . (1o

ro
0




Thermally perfect state expressions for electron pressure
and total pressure and the charge neutral plasma electiren

density are given by

?e = ng k Te (11a)
P = (nekTe + nlkTI} (11b)
n, = ny Ip. (11c}
Also, n, = ¢/m,. (11d)

Equations (1) through (4., not including the
r-la(rKeLETe/Er;/ar thermzl diffusion and the temperature
equilibraticn terms, are solved by the explicit Flux-
Corrected-Transport algerithm ETBFCT.(S) The plasma is
allowed tc flow between the individual cells, but the
outer boundary of the grid conforms to the displacement
specified by a mean veloci:ty over the high density cells,
cver that time step. The details of the outer boundary
displacement and other aspects of the rezoning algorithm

are given at the end of this section. The F(CT method

solves a general continuity relation of the form

Bu!- = -l i. iy ) - 1 a 3 - -
TR -G I - GOV M £

where the last three terms on the right hand side would

model a variety of source function representations. The




T

algerithm 1¢ basically an improvement of the Lax-Wendref?

echnique whereby sirong shocks or high fluid gradients

ct

are preserved and appropriately convected through the
fluid. It adds & diffusion term during convective trans-
rort, and subtracts it out over most of the flow field in
the antidiffusive phase (second half) of each time step.
Any residual diffusion is sufficient to prevent dispersive
ripples, and ensure pesitivity eof the fluid density func-
tion v. The ETBFCT algorithm is not restricted to a sirict
fixed grid Eulerian setup or uniform cell widths, so nc
basic coding difficulty is present, although too large a
change of the mesh over a time step will destroy the
accuracy of the algorithm. Equeations (1) through {4) have
convective densities of ¢, v, E, and Te while the source
terms describing pressure gradient, Lorent:z force, Joule
heating, radiation transport, and magnetic field dependent
thermal fluxes fit into the above forms.

Incorporation of the Ke*aTe/er part of the thermal
conductivity is also by a time-split evaluation at the end
of each time-step cvcle, i.e., after successive calcula-
tions of Te emploving convective FCT and electron-ion
equilibration (when desired), then the thermal diffusion

influenced Te is.obtained by fully implicit solution of

e . a(6Te)
ar e or




r

using a tridiagonal methcd. Heve 2T_ 1s the acddition t¢

(93]

the FCT and equilib

3

ztlon results. (Compariscn of Egs. ¢
and (4) show that the related internal energy change is

given as

iE = {ne/(}-l)} &(k Te)

(R3]

i e . . o, 3 i e s . )
(witn T, in e\’ and in erg/cm™). As 1ndicated previously,

the adiabatic exponent 1is assumed unifeorm over a cell and

time step such that gracdients c¢f its functional dependency
cn Te, neand Z, are neglected., This assumption facilitates
Py

fd o
(al

the above proportionality between ¢E and &T_ although
1s an approximation.
Before considering the boundary conditions on

these conservation equations it is necessary to specify

ar

the magnetic flux induction eguation. The §/3t = -cV x €
Faraday equation is combined with a generalized Ohm's law
relating the electric field to electric current, Lorent:
force, pressure and temperature gradient contributions,

It is assumed that the induced field is represented by

O S I L N6 v:)
¢t cr ' 4= ar T ar
(1:‘:1
L2 s e
€ or ne or

to

“t
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» where the last two terms incorperate magnetic flux

83
e
}

thermel diffusion contribution. The functicn r 1s

h]

1})

o]

[$)]
[
m

assumed resistivity. Soluticn of this relaticn is

' oy & fully implicit tridiagonal elgorithm cue to B-field

.

propagation swiftness with non-zerc values cof r. he

Te distribution used in Eg. (13) is the result from the
. previcus time step as the B field heas to be computed

pricry to the hvdrodynamic censervation equations: as no

back and rforth iteration sclution between B zand Te wWas

s atiem

w3

ted 1t was deemed necessary to incorporate a more

ct

stringent time step criteria employing a restrictive

change to the total internal energy, Eg. {(23d). Iterative

J

Clcse coupling between Te and B, to ensure that they ]

[£}}

Ho]

ropagate exactly together ig desirable pbut the computa-
tional time penalty for large cell number hvdrodynamics

was not considered warranted for either WHYRAC or WHYRAD.

The boundary conditions on the svstem of equations

are (R is the outer boundary of the implosion):
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to
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$
[0

Establishment cof the rad integrated tctal discharge
current 1(t) vields the outer boundary ccnditiorn on the

B field, leading to its socluticn and the specification cf
the lcrent: force andé Jeoule heating scurce functiions.
rigte ccuprling intc the externzl cériving

Therefore, aprro

'

crucial; denoting the externa. circuit impe-

"

circuit i

dance by I _. inductance by LE, driving veltage tv Yttt;

o =

and effective voltage acrcss the plasma oy V_{1) we have that

p
ax :g . LS t. - \p;t' 5,
—_— - — ] = - . =
at 1_g LE
Yth; is obtzined by integration cf
X g = -(1/¢c (eB/et’ (1€)
:g_i = 1 éé 162
or :T . C ot (162

across a loop along a perfectly conducting outer shell
{at a radius T, > R(t)}} andé cathode end plate., through
the plasma at a general radius v, and across the Yp veltage

drop at one end of the discharge {see Figure 1:.. The axial

— ba—— e e -



integral ©f the elelTric fleld ls deterrmincd Trom othe
s gral o7 = lectric I s de cé Tromothe
fsenerelized (Ohm's law
e molq N
TR, = TP - 2T T
'] e 2 I e
v x B 1
€ = - = e -
b c n_e
e
B i x b
) + fe— x 7T - Z =
\ hol € C y,
Tre axial integrali of Eg. (17 1s
L]
L
e Le °7T
gecdz = Yir br., e riT il
tlho. = 7 - - Tl Yl .
c n.e I
c

(18>

(9]
+hy

nseriion

b—d

£G.

over - between o0 and L gives

2 -{r) 1] -~ e
-,-_‘lr— - \(T'f(r = nl’Ee TT. - r{riaqrit
¢

pl“f,t‘} = - C n e

0=

Im

n

into the axiel integration of Eg.

tr

ct

v-j 11—
1¢7
- .

(lée

. (1€



vhere V,,” the vlasma voliztage, Iis
r=r
i
. . . L o B .
T - 1{onl v 2 — dr z
\er,L, Q20 = =T (20b;
o
Here T i1s the outer radial location cof the perfectly
conducting return current. The function Vp(r,t} can
equivalently be written as
T
W
. s L oB :
V_oir,ty) = g(riL - = — ar” 20c¢;
p N ¢ ,J ( ,,' \: a t b ( C ,'
where the local electric field is
1 zB . N
e(ryr = n(o)i(e) = = £ dr (20
- C el

This expression for ¢ is consistent with a radial integra-
tion of the Faraday law, Eg. (16a), together with use of

Eq. (17) at r = 0 and the Bir=0 = 0 boundary condition.
Equation (20c) is & representation of the plasma voltage
around the loop in Fig. 1. The major electrodyanmic
assumption in the WHYRAC(I) model, and retained with some
misgivings in the WHYRAD code, 1s that a single value of r,
at the cell locafion where the current stops flowing for
the previous time step (r = R), 1s emploved to calculate

Yp‘ Then Eq. (20c¢c), can be solved to give




0 oL 1 (‘\\\ ro-
-~ = & 1 - == el ) Th
Vp(Ros = cQRL - 3 (m)~ Ly (21
-
with employment of B', = 2I/Rc so that

8B _ 2 dl
°tip rc dt

€ (R) 1s Eq. (17 evaluated at r = R and at the previous

- .ol
0 r- VIR BiR- £ e o
e (R} = - — - ; (22
: < n_ € =T N
e von
.= n
with the current cutcff at v = R. It was originally

censidered in kef. 1 to divectly employ Eg. {(17) in the
calculation of ¢fr for all r 'nct iust at v = K). How-

-

ever, the resulting field was very choppy cue to the

influence of large variztions of velocity, number density,
and temperature. The test way to calculate e(r) is from

direct radial integration of the Faradayv law, Eq. {(16a},

after specification c¢f the B-field (Eq. 20dj. Insertion

of Eq. (21) into Eq. (15 gives
. 1 - ' ot O
dl -l w 1 N - £ R -
= (1 - R N — = T 7 oD
at R - \ K L . .
HIRY g N £
S\ L)




which s rnumerically integrated 1n time to specify the

total current and the outer boundary condition on the

E field.
The local current is cbtained from the

in the MHD approximation

: 1 1 ¢
' T v S

which is sclved by a central finite difference
ticn of the gradient: as indicated abeve the ¢

distribution is then obtained by emplovment ¢f

Maxwell law

representa-

field

Eq. (204).

The electromagnetic field dependent source terms in the

kvdrodvnamic equations are therefore determined.

Time step criteria is evaluated from the cell-

c¢ependent minimum ¢f the following relaticns.

Joule Heating Energy Transfer:

-
'll
tn

L}

0.4 x max'n_kT_, (.
- J . “e e -
t" = min —

(‘5'1

[ B8]

W
D



Radizative Eneregv Transier:

thR = min 0.+ x max:nekTe, 0.03E°

(-1 Prap T
Previous Time Step Internal Energv Change:
- 0.4 x max_n kT 0.03E"
. Kk+1 . e e’ -
¢t = min 254
3 . — ; (254:
LE '(EkoEk 1\’€tk!
Direct incorporation of the Alfien speed, CA =‘\B‘/47;,

25a) i1s unwise as

into a time step criterion such as Eq. ¢
the presence of a large B field together with a low density
in the outer regions cf the implosion yields excessively
small time steps. In this situation the time stéps are
chosen at a location which is far removed from the high
censity, high radiative regions of interest. The WHYRAC
scheme of Ref. 1 is retained, whereby a term B:/47(C3}:

is added tc the inertia in the low density region. C; is
an effective Alfven speed of reduced magnitude determined

from the assumptions that

A

it = min 94%—51

A

(25e}

together with, if étA < &t from the other time step c¢riteria,

= 2.5 ér(r=0;/¢1

3]
O




This C§ ensures that the Alfven time scale is no faster
than the hvdrodynamic time scale. Even though this effect

of the Alfven speed is included in the formalism it was

éecided in the construction of WHYRAD to include the
internal energy change criteria, Eq. (25d), in addition
to the first three criteria, thus practically vielding a
significantly finer time step resolution. This last

a was not included in WHYRAC. The absolute minimum

[

criter
over all the cells of the four functions, Eqs. (25a)
through (25¢; is selected, with time steps of 20% to 30% ‘
of the minimum Courant value normally computed.

For no rezoning the spatial increment widths are
an assigned fraction of the total beam radius R, defined

by (R = RADR)

1/2

RADR = RADRO + VGM x ¢t (26)

where RADR(O is the old, previous time step value of the

tezzl radius, €t2/° is the half time step (ETBFCT is

applied twice successively over a full time step) and VGM

is a velocity given by




» where 1 is the cell number, KN is the number of cells in
the summation, and v, 1s the individual cell velocity. The
summation 1s not carried out over all cells, but cnly cver

0 those cells with a density at least 10% ¢of the maximum
density, which gives a weighting to the cells with maximum
mass flux in the evaluvation cof the beam contraction.

A

Q.

ensitv-dependent rezoning opiion is alsc present
in the code which assigns the minimum cell width at the

maximum density and vica versa, thus increasing the cell

density at regions of maximum radiation vield. With no

rezoning

ir, = RADR/XNR

"

R/NR (26b]

!

where NR 1s the total number of cells. Although more
detailed consideration of the required cell number is given
Alater in this report it shouid be noted that around 4C should
be the minimum number to represent the j current and B field
radial distributions. The reconing option uses Eq. (26b)

to define a representative uniform cell,

4r° = RADR/AR (27a)

together with an average number density given by

R
o N ’
n- = z (try x n.0 /RADR . (2 h.
1 1 .
1=1

41
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Thern the rezoning is dictated by
0, 0 M -
tr¥ = 2r (n /ni)' , (ce’

where the power M, to be careful, should be << 1. Now.

NR
Z Lr* = RADNEW

i=1

[w]

which is not necessarily the same as RADR, previously

obtained. Therefore, the fr.'s are rescaled by

i
ﬁri = Lr; x (RADR/RADNEW; (274>
which is the chcsen Trezoned cell width. In either cell

distribution algerithm the cell-center locations are

determineéd from

and r. = 1. + (.5(r. + Lr.
bt 1-1 =ty 1-1) ’

§
It is necessarv to constrain the M power in

Eq. (27¢) to prevent rezoning-induced numerical instabil-

ities. The {unction employved is

M =M 11 - exp [-DJ} (29) f

b c . 1
where D = min {’6 k_no; 'l o- RE} (z9a) I




the b anc ¢ coefficients have been determined, by numeri-

. . - . 0
cal experimentation, to be of order 10 -, % ;z n"|

refers
to the absolute value of the change, over a time step, of
the 1lc¢garithm of the average number density given by

Eq. (27b), and RE is a function of the local energy
balance ratio. Although more will be said later, an MO
value of (.03-0.05 was emploved in test cases. The energy
balance ratio is the plasma internal energy at t = 0 plus !
the electromagnetic energy added up to the time in ques-

tion minus magnetic field, emitted radiation and boundary

flux energies, all divided by the piasma internal energy

at that time. For complete energy balance this ratio
should be unitv. For the ratio > 1, RE = 1/ratio, for

the ratio < 1, RE = ratio, while for complete energy
balance the contribution of the second term in Eq. (29a)
is neglected. The two damping contributions found in

Eq. (2%a) control the effects of the sudden number density

and energy balance changes on the rezoning algorithm.




Section 111

RADIATION, IONIZATION AND TRANSPORT PROCESSES

Three separate radiation-ionication packages have

s

[N

beern emploved in the implosion solutions; the fir

n

t one
ATFHYS, a relatively simple ground plus one excited state
icn balance with approximate radiation transport, TERRYS,
a curve fit representation of the icnization-radiation

ackage MCELL sclutions with radiation transport assumed

iL&]

to be a double path probability of escape function out of
‘~he plasma volume from each individual radiating cell, and
real time application of MCELL. MCELL is an ionization
collisional-radiative equilibrium package which solves fer
the ground and excited state population densities; line,
racieation recombination and Bremsstrzhlung raciation trans-
rort are modeled with emission and absorption balanced out
cver the multi-cell radiation increment :zones.

The ATPHYS modeling of argon was useful to estab-
lish the scheme of running the code, remove the numerous
bugs and hardwired quantities present in the original
WHYRAC source deck, and incorpcrate a number of the fea-
tures of tihe WHYRAD development. No numerical results

from ATPIYS calculations will be presented in this report,

however, Real time emplovment of MCELL was the original
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cf the computations: however, calculations with

Y]

manv-line spectrez aluminum model showed that in some cases

"
o
~cs

of the run time per time step was taken up by the

-

adiaticn-ionization package and only 2% by the remaining
hydre-induced B field-driving circuit algorithm. Even
theugh this setup probably represents the ideal modeling
o: the nonequilibrium courled hyvdrodynamic-radiation
scheme, 1t was felt that running costs as well as

an excessive number of restart 1inputs over a tvpical
500 time step case prevents the present implementa-
tion of the full real time scheme. It is suggested that an
energetically optimum MCELL code, tailcered to run 10 times
raster, would facilitate this highly desirable direct

coupling. Nevertheless, post-processing at discrete time
& : &

2]

teps, using the full MCELL package, is useful and results
are illusirated in section V.

The TERRYS radiaticon-ionization package utili:ces

curve *fits to D. Duston's MCELL computed

ortically thin veclume emission rates for aluminum or
5,0 e . s : .
argon,( >} The radiation is divided into the categories

of line L-shell with h. < 1 Kke\', line K-shell with hy >~ 1 ke\l,

free bound continuum and {ree-{ree Bremsstrahlung continuur i

radiation. The optically thin line and {ree-bound emissions

[y

are fitted to the fellowing functional relation:

45
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where {(for Agd N = (0,3, M = 16 for

M = 16 fer K-shell line, and N = (.

. . o .
radiation. Here nI is a reference

Tit ¢cf Ec¢. (30 to the multicell AL is made at this density,
The bk coefficients are g tabulated data input within the code.
For other densities the scaling laws (AL
o7 aal6.1.03 ie -3
PL cheil ™ (nI/lO K for r, > 10 cm .
~OT L al6 : 16 -3
Pl chell ™ (n,, 107" fer n; < 10 cm ,
0T U I 18 -3
P> . tn, 10°% *°° fer n, > 10°° ¢cm ~
K-shell 0l : 1 ’
) i p 182 18 -3
Fot . ~ (n.f107 70 for n, < 1¢C cm .
K-shell A : 1 ;
T o -~
Fgé ~ gnlflﬂl“f' for all Iy

are emploved.

'\;k' éjﬁ
CIm séec

L-shell line, N = 0.7,
5, M = 16 for bound-free

density of 1019 cm °; the

Free-free Bremsstrahlung emission, with opacity,

is evaluated by a ten frequency sum:

do

+
o
=

.
~———

—

(¥}

—




where T and T &ve chert and lcng peth corticel depths,
~
described belcow. The optically zhin 1 frequency emission
coerficient 1is
R L M R )
Ej = 0.00 X ] ‘e -1he (31la’
1
. , 1 -1
ERENN -3 '?{ -' i-1 J"l v } i >1b
- 14 1@
. ané ... are entered as & table ror il < e 10 H:.
The i-frecuency optical Jepth, for either path
. - o . zh
length, is g¢iven by, for emissicn &t the 1 cell,
Surface
T, = k., d& (31c
1 1
- |
leell
-hv, /KT
: ; - 6 -3 +-1/2.2 , - 1. :
where k.. = 2.343 X P 1 - e (214"
vhere k.. x 10 ; e 5] nen];l 1 {Z1d
. !
is the abscrption coefficient. In performing the <.
- .
integration the variatility of Te, Mgy Nps and :1 is
accounted fcr along the path lengths by empleyment of the
previous time step's sclution parameters.
The shert and long optical depth path iIntegrations
are carried out from the individual cell in twe opposing "\

directions to the boundary of the c¢ylindrical plasma. The

same idea in estimating opacity is also used for line and

bound-free continuum transport:

47




K, L BF - Te, n, ; ¢i ., Cpa
1 cell
for either path length The Icppler breadened cress
section is used for line transport
N, - 13 :T'TC- T
=T = 1,76 X 10 7T }f {3la:
e

ror k-shell racdiatior it is zssumed that the wavelength

is evaluated a2t a single value of 2.0 keV photens

wavelength emission Is apprerriate bcunc-£free cpacity
is usually smell for the conditions ¢i interest: the cross

co- = 2 x 1077 e (32t

where f£(Z is a polvnomial function cof the ion number:

ct

it has been cetermined by g fit tc multi-cell input data.
The cpacity of a cylindrical rlasma affects the
resulting net radiant emission by removal of photons prior
to their escape through the plasma boundary. Frobability of
escape functions of optical depthare fits to sclutions of
(7,8

L)

the radiation transport equation and are of good
accuracy feor cyvlindrical transport over a wide range ¢f -,

The total loss frem all radiant modes at cach cell is then

48

|
1]
i

T

PR




pT— .

e s et MY

STy ATy
N

e N e BT
_ -~ - 3] s

()
o

4
7]
-
vy
to
.,
A}
>
]
]
)
o
]
o
——

th

o]
3
W
Tl
A
~3
t=
N
0
+
-
—
X}
>
.

where F{7"  are the prebability of escape functions defined for bounc-

iree raciatio

For line radi

{Appencix A

~
" ot
-

.

- 1.0:{1.0‘;@1.05; . 1.0;} (

n by the fellowing "from R, Terry, privete communicetion’

= 0 Q" - -T2 <A ~5— ~ = =z
o.e02 e ¢ e} = .0, Y
. - -3 - .
= 1.0 - §.208 x 2 Te o1 0 004820 7
Sy
(33
BF -
for =27 < 3.0 .

aticn the Doppler profile results of Ref.

o

are utilized by R. Terry in the {form

7
[
(o]

with & = n,.in, + 1077 and
4 Ps
o= Tz - r o~ > 5.18
g 0.337 ' AV <! fo <5 g,
£o= 1.0 (1.0 - < Q.26 - A




~ion mocel utilices the near-ceoronal

w

The ioni:z

model Shearer-Earnes' - expressicn ‘T, in el’)
172
Te;looo.e T
2, = 26.0 (347

1~ (ZG.O/ZA)'(Te/lOO0.0)

“cr the ionization numbter, where ZA is the element atomic

, while the internal electron energy, gciven by

34 w1 -
E, = =0 k Te * Erop - (35

izes 2 hydrogenic assumption fcr the tetal chemical

b1

uti

potential ETCP’ i.e.,

tm
anl
n
o}

IZ IF () = n}f Ry Ip7 €l

[
"
[

O

T Oyt

el

where Rv = 15.6 eV. The ilonizaticn level, given by Eg. {(33:

i accurate up to n; = 10: cm-S but shcould be close enough
for densities perhaps a factor of 3 higher than this,
covering the range of ccllapse conditicens found in Black-
jack IIT or V shots. The y adiabatic exponent is defined

in terms of the electron thermal plus ionization energy by

50
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As stated in section II the adiabatic exponent is evaluated
from the temperature and ionication number locally at each
spatial cell and timestep for utilization in the conserva-
tion of electron temperature and total internal energy
equations; the pcssible influence of spatial and temporal
gracdients of vy evaluated from the respective Te and :I
cradients is not taken into account.

Most of the computations illustrated in this
report assume microscopic classical transport processes

although some consideration is given to anomalous transport,

especially resistivity., The classical resistivity is(lo)
: - - -3/2 N
RO s s x0Tt DT (secs (38}
. {25
where '~
o= 23,4 - 5 log Yo 45 < T )
n 3 1.15 1oblo(ne, 5.45 10~10(1e' .

for Te > 50 eV
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Initial implementation c¢f{ anomelous resistivity in the

WETRAC code assumed that non-classical effects coulé be
cL (11,

*

represented by a radially uniferm multiplier of r

it would seem to be better to introduce a multiplier that
attains its maximum value in the outer low density coronal
regicn of the implosion and approaches unity near the
relatively high density pinch center. The aprrecach is

neverthiless highly empirical and gualitative. The function

a X < 2 -0~
n n _ ‘r‘c"{l_() + g{ti(r/R} } (3¢
with a g{t) growth factor of
. . , . B -
glty = A(t/ . =9
git] W(t/tpulsel (3%a)

A and b are empirical coefficients and t is the total

pulse

. - .. . an .
rulse time. The core limit of r = n a4 0 i

. . \ . . c L a 5.
maintained as well as the initizl condition - L 2% ac
A. Mondelli has incorporated a plasma instability

model due to Sagdeev for the calculation of anomalous

"3
—
Q
0
(]
on
"mn
]
"n

within the WIYRAD code; it represents resistivity,

. . .. . an
-7, ard he in terms of an anomalous ¢ollision time Tel

In this formulation

an , 2 an. .
r = - ) ), !
r me/(e Ne el {4¢




. n . . 120
where T?T is the classical value *-
cl - 5 .3/2 - . .
< = 3.44 x G ST .sec (402
o1 10 Te /{nasg b . J !

= I T
C, = ¢ 1°e (40b

is greater than the absolute value of the drift speed U

given by Eq. (1(), and Te < TI. However, if the opposizte
cenditions prevail at a local radial cell the Te] is

calculated from

T C U=
_an _ 1 . -2 e fv-. .
el * % + min |10 wp’l (T?) (Tt?‘) :

el
(40c¢c:
-1
w
P,I
where Lp s the ion plasma frequency, is
1
I
i- n o 172
v = — . (304>
Py m

Although this formulation is superior to the previous

resisitiviy multiplier scheme the inability of the code




Tc vield very realistic icn temperatures independent of
the electrcen values has prevented its use for more thzn a

few test cases (Section IV).
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Section IV

BENCHMARK CALCULATIONS

Included in this section are ideal gas cvlindrical
diaphragm implosion as well as magnetic field diffusion
benchmark results. In addition, some comparative implo-
sion results, with and without rediative coupling or
rezoning, are illustrated. It was decided to perform
these calculations using interesting subsets of the complete

mocdel so as tc strengthen the level of confidence in the

X8

vll code. The first illustrated benchmark is the hydro-
d¢vnamic-only subset where the voltage discharge and induced
magnetic field contributions are removed. The driver of
the fluid dynamics is t=0 radial distributions of density
and pressure. Implosion is generated by the so-called

cvlindrical diaphragm problem with an assumed step density

and pressure rise of a facter of four outcside of a half-maximum

radial point.

Criteria to observe within the implosion are whether
temperature, pressure, and density jumps across the inwardly
propagating shock and contact discontinuities are correctly
transported by the FCT algorithm; these jumps can be
calculated from steady planar one-dimensional theorvy

cocrdinate propagating with respect to the discontinuity)
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before the advancing shock gets reasonahly close to the

cvlindricel centerline. Beyond that comparison has to be

made with established numerical solutions in the literature, i

(12)

such as'Lapidus. The solved equation subset comprises

Eq. (1), Egq. (2) without the iB/c term, Ec. (3) without

the je and pRAD terms, the single specie internal energy

balance |
1 2 D .
T = e *
E= 5 ov7 &+ —&— 417
3 vy - 1 (
and p = zRT, for the {five unknown 7z, v, E, p and T.
Illustrated in Figures 2 through 5 are normalizecd radial

pressure and density distributions evaluated at four dif-
ferent normalized times. Normalication, for density and
pressure, (c*,p*! 1s to the respective t=0, r=0 magnitudes,
while for time (t*) it is to the unit diaphragm radius
divided by the sound speed at t=r=0. Included in Figures 3

and 5 are the artifical viscosity, v = 1.4 Lax-Wendroff

finite difference solutions obtained, with a Cartesian x-yv

2
mesh, by Lapidus.(l’)

Correlation is reasonably good within
the inner range of the implosion; as the FCT code employs

an outer boundary condition of s/er{:v}) = 0 while the

Ref. 12 solution considers ov = 0 here, considerable discrep-

ancy 1in the outer region is understandable. The zero gradient

boundary condition is more correct for :z-pinch implosions.
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What is of most interest is the shape and
inwgrd progression ¢f the pressure and densitv shock and
contact discontinuity fronts; the FCT calculated results
are slightly more spread out than the Ref. 12 sclutions.

The diffe

i

ence 1s largely due to the factor of five decrease
in Ar increment size; the relatively coarse mesh is still
adequate to illustrate the disturbance propagation. The
FCT implosion is also slightly slower in running into the
centerline than the lapidus mcdel results: the ocuter :zero
gradient boundary condition on ¢v, leading to some mass
blowoff, would retard the inward progression. It seems
as though the Ref. 12 pressure and density results do not
line up as well as they could and that the Lapidus density
calculations are running a bit ahead of the corresponding
pressure profiles. The FCT density profiles mav therefcre
be more accurate even with the reduced number of computation
points.

For planar flow initiated by the bursting of a
c¢iaphragm, where subscript 1 denotes the region ahead of
the propagation shock, subscript 2 the region immediately
behind the shock, subscript 3 the region behind a contact
discontinuity and subscript 4 the ambient region behind an

isentropic expansion fan, the pJ/pl ratio 1is given by(1°”
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p4/p1r the initial pressure ratio across the diaphragm,

is given a value of 4.0; assuming vy = 1.4 vields, upon an

iterative solution of Eq. (42), p,,/p1 1.93. Successive

emplovment 1s then made of

-1

l-vl—-—‘.

T: y+1 Py

T ) (4Za

jl 1-‘»\-13.1. ( .
y+1 p,

obtained from the Rankine-Hugoniot relations, the perfect

gas expression
£a/0q = ple/plT: s (42b)

as well as

10T, = (57 , (42¢)

which is obtained from the facts that pressure is uniform

acrcss the contact surface (p- = p.), there is an isentropic
- ~

change between regions 3 and 4, and T4 = T1 from the initial

conditions. Finally, for the perfect gas

58




= (Po/P ) (T{/T5) . (424) ,

Included in the bottom row of Table 1 are the numerical

magnitudes obtained from Egs. (42) through (42d). The other
rows of Table 1 collect results at four t* normalized times,
given by the numerical solution to the conservation equations.
Any discrepancies with the above results are due to

cvlindrical coordinate geometric focusing and

Table 1
tr  (pa/pq) (T,/Ty) (057590 (T5/Tq) (es/2q)
0.197 2.20 1.33 1.65 0.849 2.37 i
0.326 2.29 1.32 1.74 0.873 2.46
| 0.393 2.13 1.37 1.36 0.84§ 2.62
0.493 2.25 1.32 1.69 0.864 2.72
Planar Flow 1.93 1.21° 1.586  0.812 2.38

the likelihood that a mesh with only 39 points is slightly

coarse. The numerical results are, as would be expected,
higher than the planar solution but are close enough to
indicate a suitable numerical hvdro-only algorithm.

The next subset of the program to benchmark is the
diffusion of azimuthal B-field, described by Eq. (13).

Hvdrodyvnamic plus B-field solutions will first explore the

[Fa]
o




diffusionless limit ¢f r = & = (0, i.e., becth infinite
conductivity and WeTer- The resulting magnetic flux

equation,

&8 _ ¢ rom- .=
= = - — {vb 3
el erT ¢ / (4

is of similar form tc the planar mass conservation expressicn

(s}
n
IQ)

(‘:\"? . (4-‘3:’

o

ct

o
-
.

Numerical solution comparisons will cnly be made with
analvtical estimates across a plane-propageting wavefront.

The sheck relation corresponding to Eq. (43) 1is

B,v, = B-v, (433

while mass conservation through the shock surface is given by
(46)

Ccmbination of the abeove two relations gives

E, = By(c,/cq)

Likewise, letting B = az, where a is to be determined, we

find that Eq. (43) becomes, with employment of Eq. (33}

.




‘nervefcre, a2 = 37z should he cornstant in 1the diffusionless
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limit with

shock. The wave propagation sclutions will be the same as

ibeth withirn and outside the diaphragm location). It is
Tirst of interest tc see whether ; and the I field tangen-
tial to the wave surface are numerically rropegated in a
similar manner, 1n perticular behind the initizl shock

A4 - R

front. Due to the rapidity of B field propagation induced

by the electirical resistivity and temperature gradient
contributions Eq. (13) 1s solved implicitly while the

cvlindricel version of Eq. (44} is sclved by explicit FCT.

E v, 1s also sclved implicitly

- (430,

(¥ ]

The diffusionless limit

L0

so some discrepancy ma) enter here.

Pletted in Fig. © 1s a = B’z which, from Eq. (38},
should be constant in the diffusionless limit with respect
tc a2 coordinate system fixed at the shock. Asg is seen the
variability of a over much ¢f the time scale is not too
large so that implicit B-propagation is adequate. The
similarity breaks down at longer times, as the front nears
the axis; numerically the cylindrical form of mass conserva-

tion is emplcved rather than Eq. (434°. From Eq. (47)

-
<
~

B~/2~ = 3.15 x 10" Gauss cm™/gm for all times so that the

c¢vlindrical numerical sclution averages about §7 beneath

this value up to 2.5 » 10 sec.

e b
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Ticantly Zifferent temperal ross-shock
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ield distribution occurs when classica
resistivity and thermal flux influence are incorpcratec.
As shdwn in Table 2, the B magnitude raridly dreps, with
some degree of oscillation, due to the small time scale ¢

the diffusion process.

Tatle 2
oL . Gauss crn”l .ot & Gauss cn:)
Ti BLza < sec ) : -
) €c S cm / * sec 2l om /
0.38" 1,356 x 10© 1,950 1.183 x 107 '
4 3
0.7¢s -2.448 x 10 2.140 -4.47°8 x i0-
- 5 2
0.00g -1.5823 x 1¢C 2,320 -2.5304 x 10T
1.200 €.130 x 1C- 2.50¢ -1.208 x 1¢-
1.39¢0 -3.%61 x 107 2.680 -60.4
1.380 2.47¢e xoi0”v 2.860 -23.2
1.77¢ -2.310 x 107 2.030 -9.26
— . - 2o - 6 2. 2.
The magnetic ciffusivity c¢™=/4r 1s of order 10 (sec cm~/sec”,
- . -6 >
so that appreciable B-field chances occur in 2t ~ 1¢C (LT sec
time sceales This rapid field change is appropriately

represented in the numerical sclution.

Plotted 1n Fig. 7 &are the radial pressure distribu-

&

-

ticns at three of the Figs. 2 and - times, both with and

without the initially imposed 10 Gauss R-field. The field

included solutions are fcr r = (. The differences between




excert ghead of the pulse leading edge. here therve is a

Drecursor pressure perturbatlicn that grows slightly with time.
The next set of benchmark computztions involves the

combinetion c¢f the full EB-zield equation, Eg. (13}, and the

mass, momentum, internal energy and electron temrerature

ecuations, Egs. 1 . 2. (3 and (4 . A ccnstant
~ = 1.6 adliabatic expronent 1s accumed with neo raciation

transpert; however, there ic an incduced © field resulting
fyom a discharge-generated hydrodyramic cellapse. Ty and

. ave calculated from Eqs. 1l¢ and (34 , respectively.

(oW
(=]
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The ideziized voltage—time shape illustrate

.

emploved, similar to the one used¢ in the Ref. 11 .simula-

\-

vity models—classical,

[N

tions, and the the three resist
corona multiplier {Egs. (39 and (3%a) with A = 48 and
E = 10'5}, and the Sagdeev instability form {Egs. (40},
(40c}? are utiliced.

The initial conditlons ave radially uniform electrcn
and ion temperatures cf 1 e\, anc an initial annular Gaussian

distribution cf ion number density

-~ ~
n., = X {- - ""'} 40
1 nI’ _ exp (r-r. /R (4
max
.. -3
where the assumed conditions are nj max - 1018 cm and
y
. ' -3 - - . . .
> X 101° cm T, T o= 0.85 ¢m and R = 0.25 ¢cm. The discharge
053




“Egngth 18 3.0 Irmoand tne (lusmz oie agssumed to be Ar owithon
remaining at lI.t” e resistance and :nductance of the
external civiultl ave zsiumel ¢ te .S ohm oand 1.5 X 10~S henries,
YESPETTIvely, VElIUQS INaTaJte..sill ¢ the Pilthen machine
2t Phvsics International

Figure & 1llusTrates the rmaximum radiellv-dependent

slasma density cut 10 oz miMsitur time ¢©Ff 20C nsec for the

Three TEeSISTIVIIV molels and two maXimur I values. With
1¢ L3 A . L
n- . .. = 2 x 1f cm The IniTiel mass per unit length is
stiaX * ~
QE v AT e - R e 8 -3
0.08& x 10 g, I wWhllie with ns o= 10 cm the mass
] < 4 ymax
; N .. L -2 . .
rer unit length Is 1.3¢ x i¢ <m, cm, which 1s comparatle

te the Ref. 11 value &nc of an arprorriate magrnitude for

a maximum "tallered” implcsion for these machine -parameters.
The smaller mass vields an implcsicn within the time span of
the veltage pulse while a tendency towzrds collapse for the
iarger mass only occurs aIter pulse cessation. The ien
temperature, calculatec from Eqy. (53, is, ior the most part
rear or somewhat larger than Te’ sc that the Sagdeev model
vields = values ususlly of the classical magnitude; however, .
the density peak 1s close to the 50 times classical corona
multiplier model. This anomelous resistivity multiplier
model vields an implosion as dynamic as the classical r

an

soluticn: indeed, for the smaller mass case the r implo-

cion 1s 17 nsec more rapid although the peak density is ,

scmevhat reduced. This result is, however, 1n contrast to




the softer implcsions produced with resistivity multiplier

colutions when radiation transport is included (Ref. 11
and Section V).

Illustrated in Fig. 10 are the radial distributions
of T, for the lower mass distribution at the times of
maximum compression (depending on.r). The temperature
peaks in this radiationless calculation are immediately
outside the region of rapid density fall-off, as seen by
comparison of Figs. 10 and 11. Maximum attained densities
are not as high or the width of the collapsed -one not as
narrow as would be found in a coupled radiation emission
solution, however. In contrast, the higher mass level
(Fig. 12) weakly implodes the discharge resulting in a
relatively ineffective collapse. It 1is of interest to note
that the lack of significant collapse enables the 202 nsec
time span to be covered with 500 minimum Courant condition
time steps while a maximum of 160 nsec 1g spanned with
950 Courant condition steps when a collapse 1s achieved.
1t is noted that the inclusion of radiation and the
generally more restrictive internal energy change timestep,
Eq. (25d), results in roughly a tripling of the timestep
number (Section V).

Referring again to Fig. 9 we see that the implosion

time for the f{ive times heavier mass is about 40% greater

than the implosion time for the lighter mass (measured from




coilapse;. It 1s of interest 1o see
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whether a simple dynamic pinch model, suggested by A. Mondelli,
vields anvthing like this value. If we assume that the
discharge acts through a cylindrical plasma annulus of

thickness %, length L, and radius r, such that g = (M/L})/(2rré,

J = I/2-vf and B = 2I/cr, then

(50°

vields, upon collapse from 1 = rytor = 0 over a timespan ¢,
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]
jad
0
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The implosion time ratic is then propecrtional to the
square roct of the mass ratic, within this simple model.
As the actual correlation is cleser to the 0.25 power of
the mass ratio, simple medeling of these implosions is
of more qualitative rather than quantitative value.

Test calculaticns evaluating the suitability of
dynamic rezoning are performed using the Phyvsics Interna- ‘
tional Pithon Shot #1400 Argon gas puff. The TERRYS twe-
path radiation package is emploved, contrary to the empley-
ment of the ATPHYS routine on the same data last vear.

The argon fits to the optically thin radiation parameters

are as follows, from R. Terry iprivate communicationi. ,

In Eq. (50!




N o= 0.60, M= 13 for L-shell line radiation,

Noo= 2.50, M = 12 for K-shell line radiation,
N = 0.80, M = 14 for bound-free radiation,
n? = 101' cm.3

0T 18.1.4722 -3
Pl che1l ~ (nl/lo ! for n, > 1018 cm”?
CT o ,ai8.2.0 : 18 -3
Pl che1l ~ (Py/307 70 for n; < 10 cm
0T : yn18,2.0 .

pK-shell,BF ~ (ny/10°%) for all ny.

Unfortunately, the complex spectra L-shell radiation for
argon is, at present, incompletely modeled. Therefore, the
Ar calculations should be considered as useful comparisons
between Eulerian uniform mesh and dynamic rezoned mesh
information, not as absolute results. It is assumed that
all the transport coefficients, especially resistivity,
are of microscopic classical magnitude.

The temporal voltage distribution, of a maximum
magnitude of 3.89 x 106 \" and pulse time of 300 nsec, is

(Table 3)
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Table 3
* t/tnulse Yg (volts) t/toulse \ﬁL(VOltS)
10.0000  100.0 0.4600  2.90 x 10°
0.0500 1.0 x 10° | 0.4835  2.60 x 10°
0.0733 5.0 x 10° | 0.5267  2.45 x 109
0.1000 1.50 x 10%| o0.3900  1.70 x 108
0.1500 2.50 x 208 ] 0.e567  5.00 x 10°
0.2067 5.50 x 10%| 0.-133  -2.30 x 10°
0.266° 3.75 x 10°| 0.7400 -2.50 x 10°
0.3333  35.80 x 10° | 0.766"  1.00 x 10°
0.3533  3.83 x 10° | 0.8355  3.00 x 10°
0.4067 5.50 x 10°| 1.0000  6.00 x 10°

The t=0, 5cm long initial gas purf ion number density,

over the 39 cells of the computation, is illustrated in
Fig. 13. The dashed line near the outer edge is an extra-
pclation past the last measured data peint. Input is by
simple specification of ¢ = npom; at the 39 cell midpoints.

The radially uniform temperature at t=0, fcr hoth electrons ]

and ions, is 1.0 eV, i

The first presented calculations assume the spatially

uniform cell case. Plotted, at the two times of §1.- and

101.2 nsec, are np, ng, Te and normali:zed PRAD (total; as

a function of radius. Also plotted, as a function of time,




is the tetal normalized radiated energy per urnit discharge
length out to t = 125.7 nsec. Figure 14 illustrates the
number density distributions at both times. The peak of
the number density distributions has not moved appreciably
inward at 81.67 nsec but the magnitudes at and within the
peak radii have increased somewhat at the expense of the
outer zones. The first complete implosion, defined at the
poeint beyond which the net velocity begins to reverse itself
near the discharge centerline, occurs at near 101.2 nsec.
It is seen that steep centerline density peaks, extending
onlv a few cells in width, have formed a2t this point.
Actually these sudden centerline peaks have formed only
over the previous 3-4 nsec of implosion time. The densityvy
steps are largely due to the retention of perturbations
which is a feature of the FCT algorithm, as well as a
slightly insufficient cell number. The relétively flat
floors of density are essentially imposed at a magnitude
that is 3 x 10'3 of the average value over the total dis-
charge width. A comparatively high centerline density
{within an order of magnitude of the illustrated values)
is maintained for at least 25 nsec bevond the 101.2 nsec
pcint; however, the radial velocity distribution becomes
quite discontinuous with probable formation of hydrodvnamic

instabilities.
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Figure 135 shows the electron temperature distribu-

tions at the same times. It is seen that the outer :-ones

cf the implosion heat up to more than 10 keV coronal tempera-
tures; densities are, fcr the most part, correspondingly
low at these pesitions. Near the maximum compression the
high density centerline material heats up to over 1 keV |

temperatures, vielding the maximum radiative output.

Figure 16 illustrates the radial normalized total
radiative power distributions at the same times. The

' radiative peak, at 81.67 nsec, is at near the maximum ng

location, with & Te value of about 400 eV. The maximum
radiative location 1s the centerline at the 101.2 nsec
initial compression time. Figure 17 shows the total

normalized radiant energy per unit length for both the

uniform cell width case and a re:zoning results, discussed
later. It is seen that ERAD increases at a relatively slow
rate after the first collapse, although running out several
hundred more steps (it took 629 steps te reach 81.67 nsec,
1119 steps to get to 101.Z nsec, and 2000 steps to reackh
125.7 nsec) bevond the 125.7 nsec stop may attain a measur-
able ERAD increase. However, as indicated befcre, dis-
continuities in the radial velocity profile point to an
unstable compressed region, with a 1-D modeling being

guestionable.
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ted in Figs. 17 through 21 are the results
of a rezoned calculation with M° = 0.025, b = 0.03, ¢ = 0.053
{in Eq. (29)}. The sclution remains stable with a2 maximum
divergence from energy balance of 2% (after 900 time steps
the error is significantly smaller). Going first to

Fig. 18 we see the cell width distributions at t = 82.01

and 100.7 nsec. These times are comparable tc those chosen
in the uniferm increment solution, but it is interesting to
note the different number of time steps required to reach
these times (1124 and 1649 versus 629 and 1119 for the
uniform cells). Comparison of the AT distributions in

Fig. 1S with the associated ny distributions in Fig. 19

show that appropriate tracking (smallest cells with largest
density and vice versa) is produced. The average cell

width 1s calculated from Eq. (27a). At the same implosion
times the computed outer radius of the discharge is about
10% smaller in the rezoned solution compared with the
uniform cell model.

Comparison of the Figs. 14 and Fig. 19 number
density shape distributions show general similarity but
sufficient differences to indicate some cell width effects.
In particular, the reconed maximum centerline n; at the
collapse point is about 50% higher than the uniform cell
result. Curiously enough, as the re:zoned centerline

temperature is somewhat lower the radiated power at this




point is aboutr the same, irrespective of the model (Figs. i¢

and 21). The narrowness of the maximum density distri-
bution near the center is not really reduced with re:zoning,
although it should be noted that the extreme density
"spike'" 1s largely formed in the last 2 nsec before the
collpase; prior to this the density and radiation
distributions are somewhat less peaked near the center.
Returning to Fig. 17 we see that the radiated
energ)y output obtained with the rezoned mesh 1s comparatle
with the previous result:; however, 2zt times beyond the
collapse the reconed magnitudes can be up to 20% below that
obtained with the uniform mesh. In summary, comparison of
Figs. 14 and 19 for number density, Figs. 15 and. 20 for
electron temperature, 16 and 21 for radiative power and
the separate energy distributions on Fig. 17 illustrates
the influence of a moderate rezoning algorithm.

In conclusion, the varous subsets cof the
code-—cylindrical implosion dynamics, magnetic flux
generation, dynamic cell rezoning, nonequilibrium radia-
tion coupling, and resistivity transport modeling have
been checked out separately and in some combination; it
is felt that full modeling with realistic input data can

give suitable theoretical-experimental correlation.




Section V

SAMPLE CALCULATIONS

The coupled hydrodynamic-radiation calculatiens
are 1llustrated for two separate situations. The firsz
is a comparison with the SPLAT code implosion results

el

due tc R. Terrv' , Tollowing the original anzlvsis of !
idman* }; in this code the plasma produced in the dis-

charge through an Af wire cage is modeled by a rad
iscothermal analysis with radially integrated representa-
tions of mass, momentum, and energy across an assumed cOTe

and corona zoning. This is a sco-called cero-dimension

transient analyvsis in contrast to the one-dimensional
solutions illustrazed here. The second comparison set is
a numerical representation of a Maxwell Laboratory Black-
jack Vexperimental configuration; a variation of plasma mass,
for both Af and Ar, 1is employed so as to compare the space
and time integrated radiation vields. In addition, radial
distributions of temperature, radiative power, and density
are illustrated for near the optimum mass at the pinch
ccllapse time.

Figure 22 shows the voltage-time profile emploved
in the SPLAT calculations. The maximum voltage is
6

4.5x10°V, attained in 150 nsec. The quantities would be

experimentally maximum, and indicate an optimisticallvy
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rcetic profile. External circuit parameters ave a
Q

0.5 & generatcr impedance -_ and a 13.5 x 10 ~ h ciode

]

inductance. Althcugh a variety of original wire cage

L . . . . . .0
radii were investigated in Ref. 4, ranging from R~ = (.~

to 1.6 ¢cm, only R® = 1.0 cm will be explored here. It is

)

i
o

assumed in all the wire calculations that there is a
a-cimuthal Symmetry in the plasma prior to an
appreciable implosive collapse. The calculations assume
three different masses, made up of 6, 12, and 234 wires cf

1 mil diameter and 3 cm length. The mass/wire of AL wire

is 4.10 x 10°° gm sc¢ that the three separate masses
analvzed are 2.46 X 10’4, 4.92 x 10'4, and 9.85 x 1077 gm,
respectively. It is assumed that a 39 cell numerical
analysis 1s adequate and that most of the initial plasma
density 1s included into the two cells nearest r = 1 ¢m,
the total computation radial extent being near 2 cm at

t = 0. The initial six wire plasma density distribution

is then 1.0 x 10~ gm/cm” for .0256 < r_ < 0.8977 cm,

C
4 -

1.28 x 1077 gm/cm” for .646 < r. s 1.000 cm, anc

1.0 x 107~ gm/cm3 for 1.0516 < r_ < 1.975 cm, r_ denoting
the cell center location. Twelve and 24 wire cages are
cerresponding multiples of the .949 s r_ < 1.000 cm density
value. A small amount of mass is therefore assumed to have
diffused over the entire 0 s r < 2.0 cm computational

extent at the initialization of calculations.




) IT is assumec¢ that uniform cell width, nc den

m

ity-

[V}

deperndent rezoning, is adequate for these computations,
The initial radially uniform temperature is 10 eV.

¢ Illustréted 1in Fig. 23

I
"m

the temporal distribution of

normalized energy for th

n

three wire numbers; computations
were stopped when excessive velocity discontinuities occur

' and energy balance begins to break down. The same energy
magnitude normalization is used for this case as is emploved
in the subsequent Blackiack V representations.

Table 4 shows the time to collapse (pulse time)

for the three masses as calculated by the R. Terry SPLAT
code and the WHYRAD results; the WHYRAD computed time 1is
the location of the first peak of cross-sectionally inte-
grated radiative power, simultaneous to the maximum vield
located near the centerline. Also included in Table 4

are the ratios of total radiated energy at these times
divided by the six wire value for the WHYRAD calculations,
2s well as the ratios of the K-shell line radiation

magnitudes for both SPLAT and WHYRAD computations.

Table 4

SPLAT WHYRAD K-Shell K-Shell
Pulse Time Pulse Time WHYRAD WHYRAD SPLAT
Wire No. (nsec) at (nsec) 2t ERAD/EﬁAD ER&DfEEAD ERAD/ERAD

6 98.9 111.6 1.0 1.0 1.0
15.8 10.2

1- - o) 1% ~ -

12 114, 6 1 121.8 19.0 1.688 1.41: 2.02

24 123.1 140. 8 4.196 1.010 2.67
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€Ct comparison between the WHYRAD and SPLAT
results ceould be better: In particular, the incremental

Time change rtetween successively massive collapses is nezrer
t¢ 2 linear function of wire number with WHYRAD while izs
a sharply decreasing function of wire number with SPLAT.

‘he K-shell line WHYRAD vield ratios are somewhat lower

trhen the comparable SPLAT resitlts, although the total
I 3 -

11
w
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2
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of
b
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as obtained from WHYRAD steeply Increases
for 24 wires due to continuum and L-shell line contributions.
Nevertheless, tnere is & steady vield increazse with both
Codes as the wire number increases, and the wire cage is
net vet too massive sco as to be weakly cellapsible.

Figure Z4 shows radial electron ané ion number
density cdistributions at the 12 wire ccllapse point,
t = 125.8 nsec. This is a few nsec bevond the time
selected for the illustration of comparative yvieid. Fig-
ure 25 i1llustrates the raciel distributions of normalized

total

-

adiative power and electron temperature at the same
time. The temperature near the centerline is relatively
nigh at this time; the local yield of radiant energ) subse-
quently cools these cells to under 100 e\' with eventual
reheating due to thermal conduction.

The Blackjack \ representations illustrated here
have been presented at the 1981 APS Plasma Phvsics meeting.hlsv N

So as to show the comparative flexibility of the WHYRAD
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examples, using the same voltage-itime rrciile over a renge
discharge medium masses. The Maxwell Blackiack \ machine
concitions, as applied tc an Ar gas puff, were presentecd

in & memo by Richardscn, et al. i; while more general
machine infecrmaticen (external circuilt inductaence, impedance’

is contained in an R&D Assoc ztes vepert by Fisher and S:ze.

-

—

he initial racdizl temperature distribution is
assumec to be a unifeorm > eV, while the timewise diode

voltage distribution 1s given in Table 5:

[jis]

t (nsec Yg &106 Vi ti{nsec; YQ (106 V)

0.0 0.0 §5.0 1.50
42.0 1.5 95.¢C 1.50
50.0 2.0 112.0 0.60
60.0 2.75 122.0 0.40
64.0 2.80 125.0 0.00
68.0Q 2.75 140.0 -0.75
5.0 2.537 150.0 -1.00
°T.0 2.00 175.0 -0.50
§0.0 1.90 200.0 -0.10

lLinear interpolation between these points accurately models
the Blackiack V voltage pulse of the Richardson, et al.,

experiments. Figure 26 illustrates both the voltage and

77

(17




current distributions. The machine impedance and induc-

- -Q . . ..
tance are (.38 & and 2 x 10 - henries, respectively, while

. . . - -0 - -Q .
the diode inductance varies from 15 x 10 to 27 x 10 henries,

b3

depending on diode geometry. Wayne (Clark (private communica-

tion) at Maxwell has indicated that the appropriate diode
. . -9 . L

inductance is 21 x 10 ~ henries, so that with the open
circuit pricr to crowbarring being in series,

L. ==
£

(¥

X 107° henries.

The Ref. 16 initial Ar gas puff pressure (cr density)
clstributions are very qualitative, &0 it was decided to
assume a general Gaussian relation for the t = 0 density

égistribution:

AMAX 8
so= :“AR exp {~B(r-1.07'}

~
(¥4]
o

|

wvhere 1.0 cm 1s the annular radius of the gas puff maximum
density in the Richardson, et al. experiments. The density
1s not really syvmmetric about this pcint as more material
is initally present throughout the outer zones; however,
this distribution is suitable for comparative calculation
with an AL wire cage located at the same radius. This,

of course, also assumes that the wire plasma, upon forma-
tion, collects in an azlmuthal direction prier to any

arpreciable radial collapse. It is assumed that, fcr the

same mass, the AL plasma distribution is somewhat narrower \

around the Gaussian peak at t = 0 than the Ar gas puff so




that B%, = 5, BAr = 3. Four separate mascses zre emploved
SA .

for A{ and a subset of two separate masses for Ar; the

P

four masses are
M = 50, 10, 150 and 500 igm,

the lowest mass being a bit small for wires (= 2 Af wires’,
while the highest mass is representative cf a 12 wire cage

or a rather dense Ar puff. With the specification of the
MAX

total mass then ¢ , in Egq. (51), is determined by numerical
integration of
o
R ) -1
\ . - -1.0V" -
MAX L gy Lap [ et BOPCLLO0T g (523
o

r

where R® is assumed to be 2.0 cm. L = 3.0 cm is the
diode spacing.

The flow is divided into 45 cells out tc a total
initiel radius of 2 ¢m, six more than previously, so as
to hopefully vield a bit more accuracy near the maximum
collapse. In this regard the MO power in the density-cell
width rezoning algorithm is assumed to have the value
0.025 so as to obtain a 530-40% maximum cell width differential
(probably as much as can be cbtained with the present code;.

Clessical transport, including the resistivity, will be

assumed 1n the initial group of calculations.




Figure 27 shows aluminum ion and electron number

density radial distributions at t 0 and two subsequent

[92]

times for M/L = 5 x 10

egm/cm (M 150 .gmj). This mass
magnitude, as will be shown later, is about the optimum
implosion value. The 105.7 nsec time is prior to the
rapid pinch cecllapse, with resulting energetic radiation
vield, while 118.5 nsec is after the collapse. The
dyvnamic sweeping in of n, between these twe times is
evident. The collapsed high density region diameter of

about 1 mm is realistic as is the 10°0 cm™> ion density
and 10°% cm™> electron density. Illustrated in Figure 28
are the temperature and normalized radiative power radial
distributions at the same mass level and implosion times;
the arrows point to the crdinate associated with the
particular curve. The centerline temperatures heat up to
near 1 keV (from the initial 1 eV uniform temperature)
while low density corona temperatures are > 10 keV. The
radiative power yield after collapse is strongly peaked
near the axis, however, as the density is so low in the
corona.

Figures 29 and 30 show the time dependencies of
the cross-sectional integrated normali:zed radiative powers

for the four masses of interest (M/L = 1.667, 3.333, 5.0

and 10 x 10°° gm/cm}. These distributions show a multiple

peaking behavior; upon compression there is a heating up




F

0f the inner cells resulting in large radiation outputs

with subsequent cooling. The radiative output in this
high density region then falls; however, thermal diffusion
processes subsequently induce a reheating with an eventual
repétition of the radiative peaking. It is possible that
incorporation of viscous momentum transport and energy
dissipation would have scme damping effect on the radia-
tive peaking. It is seen that the initial collapse,
illustrated by the first power peak, progresses back from
90 nsec to 140 nsec as the mass is increased. If it is
assumed that an optimum tailored implosicen is at the maxi-
mum current point then, from Figure 26, the initial power

peak should be about 110-120 nsec. The M/L = 5.0 X 1077 gm/cm

case would seem to be the mcst optimum although, as is

illustrated in Figure 31, the normaii-ed radiant energy is
slightly maximized with the 3.33 X 10'5 gm/cm mass case.
As indicated in the previous computations the radial
velocity distribution becomes highly discontinuous in the 1
past-initial collapse prhase and the accuracy of the hyvdro-
dynamic solution rapidly decreases. They dvnamics of the
10'4 gm/cm collapse is rather weak; probably doubling

this value would prevent any collapse at all. 3

The maximum computed energy vields, as given in

the classified DNA final report, are somewhat smaller than g\

recent experimental results {private communication from
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J. Pearlman and W. Clark); however, the experimentally
optinum tailored mass seems to be about 150 .gm or a little
greater. A theoretical »ield increase could be cbtained by
further heating of the center two or three cells upcn
collapse; relatively modest temperature increases would
significantly raise the radiation level. It is possible

that incorporation of viscous dissipation in the energy equa-

tions would also help in this regard, and it is also possible

that evaluation of axielly dependent hot spots by two
¢imensional modeling would vield substantially higher
radiant energy magnitudes. These avenues of investigation
should be pursued in future work.

Figures 32, 33 and 34 illustrate area integrated
radiative powers and radiative energies (both normali:zed)
for AL and Ar, considering the lower two masses. As was

mentioned in Section IV the L-shell Ar radiation is, at

present, incomplete; therefore, comparison between the two
elements is 1llustrated by removing the L-shell contribu-
tion from Af. It 1s interesting to note that the temporal
dependencies of the integrated radiative powers are similar
for both elements; A%t has a higher peak at collapse, how-
ever, with neglect of the L-shell radiation. It is also
interesting to note the collapse times for the two AL
masses, ~90 nsec and 103 nsec, are the same as the pre-

viously 1llustrated Af collapse times, including the
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L-shell radiative contribution. Therefore, any reason-
ably modest alteration of the radiative modeling and the
resulting yvields would fortunately not have too much of an
effect on the relative mass tailoring illustrated here.
The multiple peaking behavior, illustrated in the previous
power-time distributions (Figs. 29 and 30), is also pre-
sent, in particular, for Af (Figs. 32 and 33). The actions
of thermal diffusion and radiative transport are an
explanation. Neglect of the Ar lL-shell radiation seems

to produce a less oscillatory radiative distribution with
a more rapid post-initial compression drop.

: - . — -5
Figure 35 compares, for an M/L = 3.333 x 10

gm/cm
A% implosion, the effects of anomalous resistivi;y in the

normalized radiant energy. Although the anomalous resis-

tivity multiplier model initially vields a higher radiant

energy the end result is a somewhat softer implosion with

a 50% reduction in total vield.

Figures 36 through 43 illustrate L and K-shell
zluminum spectra, line plus continuum, as obtained from
post-processing at the two separate time steps shown in
Figures 27 and 28, for the M/L = 5.0 x 10°° gm/cmmass value.
The individual temperature and density distributions,
ocver a sufficient number of inner cells, were inserted
into the full MCELL multicell coupled radiation and

ropulation density routine by D. Duston. The R, value is
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the racdiazl extent of the computaticnal cells inser:ted intc

ot

MCELL: radial extension bevond this value is unnecessary
due o the optical thinness and reduced emission of the
low densityv corcna.

The L-shell spectra, prior to tne initial ccllapse,
is shown in Figures 36 and 37 over the photon energy range
from 0.03 te (.42 kelV'. The same normalization intensity
V;lue, in (W/cm:/keY]o is used in all the spectral distri-
butions. Most of the energetic L-shell lines are A£XI

i-1ike; it is seen from Figure 37 that a normalized
intensity of 0.5 is reached with the 2s-3p Li-like line at
0.256 keV photon energies. The 2p-3d line 1s only a
little less energetic. Figure 38 illustrates the pre-
collapse less complex K-shell spectra made up of AEXIII

H-1ike and A&XII He-like lines as well as the continuum

intensity distributions. The most intense Lyman-o line

cets up to a nermalized intensity value of 0.6 at 1.728 keV
photon energy. Figure 39 is a integrated spectrum that
ideally should be seen by X-ray diodes; for example, a
diode opaque to all radiation below 1 keV would present
a spectrum having the illustrated shape for E > 1 kel

The post collapse spectra at t = 118.5 nsec 1is
illustrated in Figures 40 through 43; a number of individual
line intensities are markedly increased upon collapse.

As an example, the li-like 2p-3d line now emits a norma'ized
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intensity of about 15.0 at hv = 0.31986 keV. For K-shell

radiation the LQ line puts out a normalized intensityv of
about 120.0C, wnich 2s 200 times the La intensity prior to
the collapse. A similar intensity increase of about two
orders of magnitude would be presented by XRD's, as is
seen when comparing Figures 39 and 43.

Summarization of the Blackiack V - simulated numericeal
representations should include the following statements:

Centerline ion number densities implode to the
order of 10-0 em™® with near 1 keV temperatures at the
same location. The computed high density region is around
1 mm in diameter upon collapse.

Collapse times, as illustrated by temporal varia-
tions of the radially averaged radiative power as well as
the radiative energy may be directly compared against the
peak of the experimental total current distribution.

The 100 ugm and 150 wgm AL mass implosions present
ootimum tailoring for the Blackjack V simulations. The
500 ugm case is too massive, and while eventually imploding
at = 140 nsec, the vield is somewhat reduced.

The energy vields exhibit a rapid rise of 3-35 nsec
immediately prior to collapse, indicating a fast creation

of the centerline density peak. Although not specificallvy

illustrated, the computed centerline temperature values
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fluctuate in time, falling tc temperarily low values

o

(~530 eV} immediately after & high power yield pezk, with
subsequent reheating.

Continuation of the solution to times much bevond
the initial collapse is of reduced practicality due o0
calculated sharp discontinuities of the radial velocity
profile: beam instabilities woulcd predominate.

Compariscn of continuum plus K-snell Argen and
aluminum implosions indicate fairly close temporal power
and energy distributions with AL eventually attaining &
larger magnitude with a more sudden energy jump upon collapse.

Incorporation of a multiplicative anomalous resis-
tivity in the coronal region of the plasma vields a softer
implosion with & reduced total energy output,

Line radiation intensities exhibit a rapid increase
upon collapse with the hydrogen-like Lyman lines producing
at least two orders of magnitude jumps within a 10 nsec or
so time span. Post processing of the coupled hydrodynamic-
approximate radiation solutions with a detailed MCELL

computation furnishes an effective comparison diagnostic

with fast time scale experimental pulse spectral

measurements.




Section VI

CONCLUSION

This section has covered the basic modeling behind

VHYRAD with its application to a wide range of cylindrically
imploding benchmarks and two phveically plausible test
cases. The test cases were primarily treated to observe

the effects of a range of wire or gas puff masses. The

.

code realistically predicts imploded region diameters,
collapse times, comparative sclution magnitudes resulting
from a variation of the total pinch mass, maximum centerline
ion and electron densities, peazk centerline temperatures,
and the radial region of extent of radiation emission.

The total radiation yield is low, requiring a higher

average temperature near the centerline and/or the incor-
poration of axiallyv-dependent hot spots. XNevertheless,

the presented results show-quantitative realism of many

parameters, and a moderate amount of code alteration

should improve radiation representation.
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Lapidus density solution, same conditiens as rig. 3.
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6. WHYRAD magnetic field-density ratio sclution for

the imploding cylindrical shock with an initially

uniform 103 Gauss field parallel to the shock
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urface; other parameters same as Fig. 2. Infinite
plasma conductivity.

WHYRAD pressure solution for the cylindrical
imploding diaphragm problem, with and without
tangential B-field. Infinite plasma conductivity

and other parameters same as Fig. 2.

8. Simple bencnmark timewise voltage cistribution for

radiationless, v = 1.6 implosions. )
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{classical - and t = 13§ nsec (5C¢ x multiplier =,

Radial distributions of ny Tor the same conditions

Radial distributions of n, for vy = 1.67,

n?ax(t=0} =5 x 10°% n? Argon at t = 180 nsec
250 x multiplier r) and t = 182 nsec (Sagdeev 7).

Radial distritution ¢f ion number density, at

t = 0, measured from the Physics International
Fithon Shot XNo. 1440.

Radial distributions cof ng and n; at t = 8§1.67 anc
101.2 nsec, assuming a uniform width, 3¢ cell mesh
with Ar, T(t=0t = 1 e\, the n, distribution of
Fig. 13, and the voltage distribution of Table 3.
Radial distributions of Te for the conditions of
Fig. 14.

Radial distribution of radiant power for the

conditions of Fig. 14.
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Timewise distributicn ©of vadiant energy yer unit
length for the conditicns of Fig. 14, assuming

both uniform cellwidth and re-oned meshes.

M™ = 0.025 rezoned cell widths, at t = 82.01 and

100.7 nsec, for a 3% cell mesh with Ar, T(t=0., = 1 e\,

distribution of Fig. 13 and the voltage

Table 3.

Radiel distribution of n_ and n; et t = §2.01 and
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100 nsec, assuming a M~ = 0,025 rezoned 9 cell mes
Racial distributions of Te for the conditions of

Fig. 18.

Radial distripbution of normalized radiant power

fer the conditions of Fig. 18.

Voltage-time profile emploved in the SFLAT and
comparative WHYRAD calculations.

Timewise distribution of radiant energy for ¢, 1,
anc¢ 24 one mil AL wires of 3 ¢m length, emploving
the veoltage profile of Fig. 22 with T(t=0) = 10 eV.
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Radial ng and nq distributions at t = 1
nl(t=0) distribution for 12 wires.
Radial Te and normalized radiant power distribu-
tions at t = 125.8 nsec, Te(t=0_> distribution for

12 wires.

Timewise voltage and current distributions for a

Maxwell Laboratory Blackiack V pulse.
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cial AL ion andé electren number densities at
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T 105.7 and 118.5 nsec fcr M = 1530 .gm, with

the Fig. 26 Blackiack V veltage driver.

28, Radial AL T_ and normalited radiant power distribu-

<
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tions at the same conditions of Fig. I7.

29. Timewlse crcss sectiocnallv-averaged normalized

b4y

radlative power distributions fcr M = 50 and

4

10¢ vgm, with the Fig. 26 Blackiack V voltage driver.

30. Timewise cross sectionally-averaged normalized

i

radiative pewer distributions for M 150 and

s o e rm

300 vgm, with the Fig. 26 Blackjack V voltage

driver. i

S51. Timewise distribution of the total normali:ced
radiation energy for M = 50, 100, 150 and 300 ygm,
using the Fig. 26 voltage driver.

32 Timewise cross sectionally-averaged normalized
radiative power distributiens for M = 50 ugm AR
and Ar, no-L shell line contributions, with the
Fig. 6 voltage driver.

33 Timewise cross sectionally-average normali:ced
radiative power distributions for ¥ = 100 pgm Af
and Ar, no-L shell line contributions, with the
Fig. 26 voltage driver.

34, Timewise distributions of the total normali:zed

radiation energy for M = 100 vgm AL and Ar, no-L

shell line contributions, with the Fig. 26 voltage driver.
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L-shell emission intensity for M = 150 .gm AL at

t = 105.7 nsec, computational radial extent, Rs’

is 0.36 cm. 0.03 = hv g 0.21 keV.

L-shell emission intensity, same conditicns as

Fig. 36. 0.21 5 hv s 0.42 keV.

K-shell emission intensity, same conditions as

Fig. 26. 1.50 s hv s 2.50 keVl.

Y-ray diode intensity distribution, same conditions
as Fig. 36. 0.01 < hv < 10 keV.

L-shell emission intensity for M = 150 pgm At

at t = 118.5 nsec, computational radial extent,

Rey is 0.18 em. 0.03 < hv s 0.21 keV.

L-shell emission intensityv, same conditions as
Fig. 40. 0.21 s hv s 0.32 KkeV.

Kk-shell emission intensity, same conditions as

2

ig. 40. 1.50 £ hv = 2.50 KeVl.
X-ray diode intensity distribution, same conditions
as Fig. 40. 0.01 s hv s 10 keV.

WHYRAD program flow chart. t
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PHOTON-ESCAPE PROBABILITIES FOR
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(Received 2 September 1980}

Abstract—A previously developed technique for solving the transfer equation directiy by using frequency-
and angle-averaged escape probabilities in a planar. Doppler-broadened medium is generalized 10 encom-
pass spherical and cvlindrical geometries. as well as a Lorentz opacity profile. Two kev elements permit this
generalization 10 be made. The first is 3 reciprocity theorem relaling the coupiing constant from cell i 10 cell
j 10 that from cell j 1o cell i The second 1s the use of a umversal but accurate mean angle of diffusmity

1. INTRODUCTION

In a previous paper.' it has been shown that line pholon-escape probabilities can be utilized to
obtain exact solutions of the transfer equation in 2 Doppler-broadened. plane-parallel medium.
The central quantity needed to apply this technique. the coupling constant C,. is equal to the
probability that a photon emitted in a cell of finite size i traverses the distance between cells !
and j and is absorbed in cell j. This coupling constant is simply the probability that a photon
emitted in cell i reaches the ciosest surface of cell j minus the probability that it reaches the
rear surface of cell j. The simplicity of the plane-paraliel geometry allows the frequency-
averaged line escape probability P (7.} 10 be readily angle-averaged as

’,T.—(,'):L1 P(2)du a

In this paper. the plane-parallel formalism is extended to spherical and cvlindrical geometries.
where no such simple integral as Eq. (1) applies. In addition. the technique is extended to the
case of a Lorentz profile by means of simple. but highly accurate. analytic fits to P, The
technique developed here may also be extended to the case of a Voigt profile. provideC that
computationally efficrent evaluations of P, as a function of optical depth and damping constant
are available.

2 CALCULATION OF THE COUPLING CONSTANTS IN
SPHERICAL OR CYLINDRICAL GEOMETRY

The ease of determining photon coupling constants in planar geometry stems partially from
the fact that each celi occupies 2+ sieradians. as measured from each other cell. In spherical or
cvhndrical geometry. this relation clearly does not hold and the greatest calculational difficulties
are anticipated when computing the coupling constant from an outer 10 an inner cell, which
involves complicated integration over solid angle. Use of the following reciprocity relation for
coupling constants overcomes this potential difficulty:

C, = C;NIN, 1

where C, and C, are the coupling constants defined in the introduction and N, and N, are equal
to the total number of absorbers<atoms. ions. or molecules) in cells i and . respectivelyv. These
coupling constants are analagous 1o the collision probability matrix of neutron transport theory.
for which a similar reciprocity relation exists * To prove Eq. (2). we note that

R
M=

C, = Cimi N, (3
A=t

mu=]

. »
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where ¢, is the coupling constant between the Atk atom in cell j and the mth atom in cell i:
here. the “atom™ refers aiso 10 jons or moiecules. Equation (3) siates that the total coupling
constant frem cell j to cell i is the sum of the coupling constants between the individual atoms
of the cells. normaiized by dividing by the number of atoms in the cell originating the photon.
) Since the coupling constani between atom & and atom m equals that between atom m and atom

k (since the photon path is the same: it foliows that

7

NN

N
CiJ = E

A=)

™

majis

(MLJ'A!: = 2 C‘M/‘N,I:
i

4)

[ ] dividing Eq. (3) by Eq. (4) yields Eq. (2). Equation (2} allows computation of the coupling
constants connecting inner 1o outer cells only: the outer-to-inner cell coupling constants are

then obtained from the reciprocity relation.

In practice. it has proven possible to obtain quite accurate results by tracing the photon-

escape probability over a single mean angle of diffusivity from the inner to the outer cell. In

Fig. 1. this process is graphically illustrated for coupling cell 2 to cell 4. The ray along which the

? P, are calculated intersects the radius at the mean diffusivity angle é. the value of which is
discussed below. Since the escape probabilities must be averaged over the originating cell, the

coupling constant is given by

Cu= _lf: [PiAsy =)= P57 = 7)}d
‘a0

(5

where . 7. and r. are optical depths (see Fig. 1) and P, refers to the photon-escape
probability along the chosen mean rav and is no! angle-averaged. Simple but quite accurate
expressions for the single rav escape probability have been fitted as a function of line center

expressions are used:

_ 0.546847
avdi AN

Pr(l-) -

~a

3

A-3

P(=)=1/(1+0.65:+029:%). r=518;

[ & Fig. 1 The method used to obtain coupling constants connecting an inner cell (21 with an outer celi (4) 1
liustrated for spherical or cyhindrical geometries The quantities =,, .. and =, are the linc-center optical
depths along the indicated sepments Escape probabilities are calculated along the ray at 2 mean angle &

intersecting the radial at the center of the inner cell The determination of & is discussed in the 1ext

optical depth - for Doppler and Lorentz profiles. For a Doppler profile. the following

(6a)

(6b)
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Equution 162 deviates from the exact Doppler profile escape prebability in 1ts domain by &
mavmum of 4% and the maximum deviation of Eg (60 1s alse 4. Holsiein® obtained the
exact expression corresponding to Ea. (6b) for = —x_ viz,

)

Perr= =\ (= In=)

62y

which differs from Eq. (6b) by just over 3%. Equation (6b) is utilized rather than the
infinite-optical-depth himit of Eq. (6¢) because it is more accurate at lower optical depths where
more photon coupling occurs and it joins smoothly at = =518 1o the poivnomial expression
givenin Eq. (6a).

For & Lorentz profile. the analytic approximations to P, are also divided into two line-center
optical depth domains on each side of = =5.18. For - <5.18,

P(7)y= 1./(1.+0.585727) (7a)

is adopted whereas. for r > 5.18. the {ellowing expression is used (which is the exact limit as

T
P(ry= 1N (1), {7b)

Equations (Tz) and (7b) differ from the exact escape probability by a maximum of &%: in both
ceses, the maximum discrepancy occurs in the vicinity of == 518 For r < 3.4 and 7 > 13, the
accuracy is better than 3%. The two expressions join smoothly at = = 5.18.

A principal question related 10 the use of this technique involves the specific angle é along
which the rave should be traced to obtain the best coupling constants. These coupling constants
are directh calculated only from the inner cells to outer cells. as discussed above. Any pholon
emitied from cell i whose radius of curvature 1s much less than that of cell j will travel nearly
along the local radius when it reaches the vicinity of the outer cell j. Therefore. the value of C;
obtained is quite insensitive to the choice of & when cell / is located close to the origin relative
to cell j. If the angle @ is chosen t0 provide high accuracy when cells i and j have nearly the
same radius of curvature (i.e.. in the planar limitl. the scheme represented in Fig. 1 will
automatically scale the C,, correctly as cell i draws closer te 7 = 0. Therefore, f will be chosen
10 give accurate results for the pianar limit. viz,

p(—=) afl P(Z) du. (8)

\cos @

Since. according to Eqs. (6) and 17). P,i7) depends on the jine profile. the best value of § will
also be profile-dependent. In this paper. the analvsis will be confined to the cases of astrophy-
sical and low-1o-medium density laboratory plasmas whose line cores are dominated by Doppler
broadening and whose line wings are Lorentzian. Surprisingly. the € which are chosen
according 1o these.consideraxions also give excelient results for a pure Lorentz line (see below).

The value of 8 which gives exact results for large optical depth is readily obtainable from
Eqgs. (6c). (Th), and (8). For a Doppler profile. letting & = cos & where In 7> In u.

i _I' udu
{

N\ (mintma] Cm\ (7 intru)]
R R (O R
-f\lr.lnﬂ,[ud“_lf\(ﬂlnribu—l' i

For z Lorentz profile. we must have

VIE) = [ )z =

Ot

(10

F, i




4 b

5

The errors in the angie-sveraged oacupe probamiity ot ergs - eveozted with o choice of
- & i A

£ =cos #oare. therefore. for Doppler and Loreniz profiies

%(Doppler:lﬂ—} (e
and
2
%(Loremz):é\ (at-1. (J1y

respectively. Thus. choice of a g which is not exact at large + leads 1o @ constant error and not
a constantly increasing error in P,. Since the photoexcitation of line radiation is generaliy
dominated by absorption of photons in the high-opacity Doppler core which are generally
emitted within a few optical depths. the condition of high accuracy at large = cannot be the sole
criterion for the choice of 4. To guide this choice. errors in the Doppler P, associated with use
of various g have been calculated numerically for more modest opticai depths. It is found that.
for 1.5= - <=x. g somewhat Jarger than 0.5 is required for exact agreement: 2 maximum g of
0.54 1s required at = =3.4. For < 1.5, 1 smaller than 0.5 is required for enact agreement: as
r—0. ali 4 tend toward the correct P, = 1. In view of these results. the vaiue g = (.51 has been
adopted for the following calculations. This value is accurate 1o 2% at === and is slightly
better than x = 0.50 for the important coupling region 1.8 < 5 <25 Moreover. even for a pure
Lorentz profile. & = 0.51 is accurate 1o better than {07 for all - > 1 and. according to Eq. (11by,
is accurate to 76 as 7 —x. No claim is made here that g =0.51 is the best choice under &l
circumstances. It 1s. however, a reasonable choice for our applications and vields good
agreement with exact solutions of several diverse transfer problems. There is also a self-
compensating aspect of the coupling constant technigue for solving wransfer equations which
tends to reduce the sensitivity of the results to the choice of . The source function in each celi
is established by photon coupling from within the cell and from other cells. If, for example. the
chosen 4 is too large. the escape probabilities from other distant cells to the cell in question will
be overestimated. generally leading 1o an overestimate of the coupling. However. the overes-
timate of P, from the local cell pantialiv compensates for this effect by reducing the loca!
coupling which is proportional to (= P,). As is shown in Ref. 1. small errors in the coupiing
matrix do not result in large source-function errars.

As a precaution and to ensure consistency. the N coupling constants from cell i to other
cells j are renormalized. as will now be described. First. the probability of escape from the
entire plasma from cell 7 is calculated along the chosen é. This quantity. P, must be equal to

N
] = S (. }icanbe found to be slightls different because of numerical noise: therefore the G, are

multipiied by the factor needed to make this sum over j equal to (1~ P,).

3. COMPARISON OF RESULTS WITH EXACT SOLUTIONS
The most meaningful test of our formalism is the following: how closely are we able to
reproduce exact solutions of basic transfer problems in spherical or cvlindrical geometry? The
technique of using the coupling constants. once obtained. to solve for the steadv-state line
source function is described in Ref. 1. Briefly. the equation for the steady-staie upper level
population of a two-level atom in cell i is written as

AN, e S . .
0= AW - 'ZA\,,AM,C,, - N,t4,. - D). U

where N, and N, are the upper and lower level populations of cell i respectively. 4, is the
spontaneous transition probability tsec™'). C, is the coupling constant from cel! j to cell i as
previoushy defined. and W, and D, are the total collisional population and depopulation rates.
respectively. of the upper level in cell i. For the cases studied. the absorption coefficient and

A-5
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henor the O are ined 4 Sved absorpuion coefhicient also allow< the Jower leve! popuistions N,
e pe written an terms of the upper fevet populalion N, {or & two-jevel atom since

k> NB,-N.B,.
wnere the B ure the sumuluted absorption and emission probabilities. Solving Eq. 12y for the
two-fevel-alom. thus reduces 1o an inversior. of an N » N matrix. The requirements imposed on
the W. D and A, stem from the fact tha: the comparison cases specifs the Pianck function
spatially and zisc the quenching parameter P, which is the ratic of collisional to total decay of
the upper state. The W. D and 4, of Eg. (121 are chosen to be compatible with the specified
Planck function and quenching parameter. The C are calculable from the fixed absorption
coefficient.

The results of comparisons with previously published solutions to basic transfer problems
are presented in Figs. 2—4. In Fig. 2. comparison is made with the hollow-sphere calculations of
Kunasz and Hummer.! The cylindrical calculations of Avery er al® are repeated with the
present method and the results exhibited in Fig. 3. The comparisons of Fig. 3 are confined to
cases where the cvlinders are long compared to their widths. since the present techniques apply
10 infinite cyvlinders. Finally. since the mean diffusivity angle used in these calcufations is most
accurate for a Deppler profile. a comparison with pure Lorentz profile solutions obtained by
Avrett and Hummer® is presented in Fig. 4 to determine the applicability of g = 0.51 to Lorentz
and hence 10 Voigt profiles.

It is self-evident from the three figures thar the methed vields very good accuracy. The
maximum deviation of the calculated source function from that given by accurate solutions is
25¢% for the cviindrica! and spherical cases. with mest of the curves Iving within 15% of the
previousls obtained values. For the planar Lorentz profile. the maximum error is 10%. Although
exact solutions are clearly not obtazined by using this formalism. the accuracy is more than
acceplable considering that the technique obviates entirely the need for either frequency- or
angle-integration. As might be expected. the largest number of cells required to obtain this
accuracy (73) was needed for the stringeni test of the Kunasz-Hummer cases. where both
the absorption coefficient and the Planck function vary as »~*. The smallest number of cells was

1 1
-

T (LINE CENTER s 10° AFe 5642
Barl

JIET LN IENTER
Fig 2 Steady-state source funchione obtained by use of the present)y descrined method dotted hinet are
comnuree with evadt sahenica! solutiens obtnze it Ref 40y Kunas: wnd Hummer (<o hiney In obtaiming
the precers cprrevmate sorgtions we used “° celis loganthmicain spaced v = The radiuc of the nner
houndars of eack hoitow sphere 1s ) and each curve 1« labeled by the radive of the outer roundary The
Prarch fuminn ang arsorption coefficiens vary ac indicated A pure Doppier profiic 18 assumed with hne
center optizsl depth 100 = = 862 2
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Fig 3 Steadr-siate source funcuions obtained by the present method (dofted linest 2re compared with the
Monte Catic cyviindnical solutions obiamned in Ref & (zolid inest. The curves ate diferenuated by line
center optica. depth along the cviinder radws. In obtaiming the presen: approximzle solutions. 20 celis
logarithmiczlly spaced i + were used. with selected cells plotied. The imes connecting the pointe are

intended 1o gmide the eve rather than to sugpest interpoizted values.

106 $

i S

<5t

| | | ! N 1 J

-l -1 e i 2 3 4 H 3 h E

Lo T

Fig 4. Steady-state source functions obtained by the present method (circles: are compared with the exact
pisnar. Lorentz-profile solutions obtained in Ref. 6 (solid lines) The Planck function 18 assumed to be
spatially uniform and equal to 1. The number of cells (logarithmically spaced in =) presently used is 10. 1€,
25, and 40, 1r ascending order of optical depth. The vailve of the source function at the center of each cel!
1sindicated by the circles.exceptfor » = 1.892 x 107 for whichevery other celiplusthe innermost cellare plotted

used (10) in calculating: the low-optical-depth planar Lorentz cases for which the Planck
function was spatially uniform.

4 SUMMARY AND CONCLUSIONS
It has been shown that the use of escape probability techniques to obtain solutions to the
radiative transfer equation mav be extended from planar to cvlindrical and spherical
geometries. The formalism for line transfer requires that the line-profile-averaged photon
escape probability along a ray be known as a function of optical depth Convement anzvue fits
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i these quantities are given for the cases of pure Doppler and pure Lorentz line profiles. The
1echnique presenled is gquite advantageous numenically in that 1t ehminates frequency and angle
wiegrations at small cost in accuracy. I is also readily adaptable to different physical situations.
For instance. for high-density plasmas for which Stark broadening dominates the line profiie. the
escape probability formulae given by Weisheit could be readily emploved.

Perhaps the muin drawbach 10 our approach (and the principal area {or further work on this
iechnique? is that profile-averaged escape probabilities are most easily obtained and used for
spatially constant line profiles. When density and/or temperature gradients are present in such
degree as to affect P,t7) significantly. the accuracy of this approach will deteriorate. Obtaining
fits to P,u=) in the presence of such gradients is the only way to restore accuracy.

Acknowiedgment—This work was supporied by the Naval Research Laboratory.
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Collisional-radiative-equilibrium spectroscopic diagnosis of a compressed. optically thick neon
plasma

J. P. Apruzese,* P. C. Kepple. K. G. Whitnev.' J. Davis. and D. Duston
Piusma Physics Duisior. Naval Research Laboraiory. Washington, D.C. 20375
‘Received 9 May 1980: revised manuscript received © March 1981

By self-consistently calculating x-ray spectra from first pnnciples. we have dehineated the relauonships between the
spectrum and the state of compression and heaung of 2 neon plasma i detail. A callisionai-radiative mode!
including Stark hine profiles is used to determine the highly 10nmzed high-density states of neon One of our
calculated spectra reproduces remarkabiy well an experimentat spectrum obtained from laser implosion by Yaakoh:
et ai. and indicates compression conditions significantly different from those obtained assumming the validty of ficai
thermodynamic equilibnum. Imphications of our calculations for spectroscopic diagnoses of fusion plasmas ar

discussed.

L. INTRODUCTION

One of the most widely used techniques to diag-
nouse the properties of transient fusionlike plasmas
1S 10 analvze their x-ray emissions. In an example
of the use of such methods, Yaakobi ¢t a/.! have
measured the A -series emission spectrum from a
neon plasma produced by laser implosion of a
glass microballoon filied with neon at 8.6 atm
pressure. Using a methodology that assumed the
ionization conditions of the plasma and that ac-
counted for opacity and Stark broadening of the
Lyman-o and Stark broadening of the Lyman-j3
and Lvman-~y lines, they ascribed a density of
0.26 ¢ cm’® (ion densuy. 7.8 > 10" cm-%) 1o the
neon emission region. From the measured l:ne
intensity rauos I{Ly3) I{1s°~1s3p) and I{Lva}
I(Lvy). an electron temperature of 300 eV was
inferred in the context of an LTE plasma mode!
whose line radiation was assumed to be a Planck
function—saturated. In this paper., we show that a
theoretically selt-consistent. steady-state analysis
of all the main features of such spectra can be
carried out that 1s based on a {irst-principles cal-
culation in which the only free parameters are the
average plasma properties of temperature. densi-
ty. size, and velocity profile. This analysis ieads
to a set of general principles governing the rela-
ttonships of high density, optically thick plasma
properties to their emitted spectra. As a specific
example of the application of such principles, we
demonstrate that our calculations reproduce well
the neon experimental spectrum discussed above
and lead to a diagnosis of significantly lower den-
sitv and higher temperature. Furthermore. our
mvestigation allows an exposition of how and why
a self-consistent physical model reproduces an
experimental spectrum. while a simpler but in-
appropriate model such as LTE may lead to nus-
calculation and or misinterpretation of the spec-
trum.

Il PLASMA MODEL

For spectrum calculations we have emploved a
detailed multistate. multilevel mode: of wnized
neon in the context of cuilisional~radiative equilib-
rium and an assumed spherical ceomeltry. Since
virtually all of the neon at peak compression con-
sists of hithiumlike or more highlyv siripped 1ons.
the model includes only the ground states for
NeI-Ne VII. For lithiumlike Ne VIOI, the atomic
model includes the excited states 1s--2p, -3, -3p.
-3?. and -44. For heliumlike NeIX. we have the
excited-state manifold 1525 'S, 1:2p %P, 1s2pip,
and the n =3 and 1 = 1 singlet states, For Ne X.
n=2. 3, 4. and 5 as well as u=1 are included.

All of the lLines appearing in the Rochester
spectrum (Lye. 5. andy . NelX 1s2-1s3p 'p,
18°-164p ', as well as 1s°-1-2p'P) are calcu-
lated by self-consistently solving fully coupled
nonlinear radiation transport and rate equauuns.:
Most importantly. the calculation aiso 1ncludes
the self-consistently computed effects of Doppler.
Stark.* and mass-motional line broadening. Add:-
tionally, the calculated spectra are convolved with
1.5 eV of experimental (Gaussian} broadening.’
However, i most cases. as pointed out by Yaakobi
et al., the experimental broadening has little or no
effect due to the large Stark linewidths. The rate
equations and the radiative transport equation are
also used to solve in detail for the continsum radi-
ation arising from recombination from the bare
nucleus to the n=1 and 2 states of Ne X. and from
NeX n=110 NelX 1<*'S and 1< 2p %P}

With the exception of electron collisional excita-
tion rate coefficients and spontaneous decayv rates.
the methods ot calculating the various rate coetfi-
cients used in this study have been described n
detail 1n previous papers.®’ and only briet reter -
ence will be made to these. Everv state is cou-
pled to the next (enerveticaliv) hichest crovnd
state. by collisional 1womzation .. Ccollise 4l re-
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comuinalion. Additionally, photoionization and
radialve recomiination are computed in detail for
the siates mentioned above. The collisionai ion-
ization rates are calculated by Seaton's prescrip-
uon,® and the photolonization cross sections are
calculated in the hydrogenic approximation’ using
effective {ree-bound Gaunt factors.! Collisional-
and total-radiative recombination rates are then
caiculated as the detailed balance of these. How-
ever, the details of the frequency dependence of
the hydrogenic photoionization cross sections are
replaced by a simpler exponential profile for the
recombination px~c>cess.z In addition, adjacent
ground states are coupled by dielectronic recombi-
nation' found by summing capture rates over a
marifold of states above the ionization limit which
ther decay via cascade to the ground state.

Excited levels of a given ion are coupled to the
other excited states in the model and to the ground
state by electron collisional excitation and de-
excitation. and by spontaneous radiative decay.
Collisional couplings include forbidden and spin-
flip transitions 2s well as those which are dipole
allowed. For Ne X. the Coulomb-Born approxima-
tion' was used. while a distorted-wave calculation
with exchange'! was used to calculate the coeffi-
cients for NevIi and NelX., Comparisons of these
two methods have been made for several transi-
tions in hydrogenlike Al X11,'? and excellent agree-
ment was obtained.

As mentioned above, line photon reabsorption is
taken 1nto account by solving the radiation trans-
port equation for six seiected resonance lines,
five of which appear in the published Rochester
spectrum!® (taken by Yaakobi ef al.) and are gener-
ally used as diagnostics for neon- or argon-filled
pellet targets. The present model neglects the
effect of radiation reabsorption {or lines which
couple two excited states. even though such lines
are opticaliy thick 1n some of the cases discussed
beiow. This simplification. however, results in
no sigrificant error in these cases. where the
densiiy 1s so high that collisional rates coupling
excited states vastly exceed radiative rates and
thus dominate the cross coupling of these levels.
Unless these lines appear in the spectrum to be
analyzed. 1t is not necessary to perform the radi-
ation :ransport calculations for them. The same

‘principie does not apply for the resonance lines

aominaling mos: spectra. where the reduced col-
lision rates and higher radiative rates result in
comparable importance for collisions and radia-
110n, Or even radiation dominance in the couplings.
De:ails of the radiation transport and photocou-
gling calculations are given elsewhere®*!® and will
not be ziaborated here. However. an additional

feature—the caiculation of the effects of the dif-

feren: Doppler shills caused by Lne :nhomogeneous
velocity profile of 2 plasma 1n.plosion on tne
emitled line profiles —has beer included 1n the
radiation transport algorithm. Tnese efiects will
be fully discussed in an upcoming paper. but in
the particular results of this paper i1t served us
mainly to confirm what nad been suspected, that
even at implosion velocities of 2X10" cm sec-! !4
the effects are small due to the large Stark widihs
of the lines at high density. For lower density
plasmas the effects can be quite significan! but it
is of little concern here.

In the analysis detailed below, spectra calculated
for steady-state plasma conditions are used to in-
terpret an experimental, time-integrated spec-
trum. While this approach may a: first seem
questionabile, it was justified for the cases con-
sidered here—short-pulse Nd laser drivers—by
Yaakobi ef al.!® in their letter on argon-filled glass
microballoon experiments. They found from ex-
tensive hydrodynamical simulations of spherical
target compressions that the most energetic emis-
sion of hydrogenlike lines occurs during a 10-psec
time interval during which the plasma properties
change little, spatially or temporally. These theo-
retical resuits, coupled with the fact that our
analysis obtains striking agreement with experi-
ment, indicate that this assumption can be pro-
ductively employed under these conditions to inter-
pret the emission properties of plasma cores under
spherical compression.

II1. COMPRESSION DIAGNOSTICS
WITH CALCULATED SPECTRA

It is widely recognized that pellet compression
along a low adiabat is most desirable in achieving
maximum density prior to thermonuclear ignition.
Hence, a major goal of laser-driven pellet com-
pression experiments 1s to obtain the highest pos-
sible implosive drive while minimizing preheat.
Knowledge of the degree to which this goal 1s met
experimentally may be obtained from a variety of
techniques, and one of the prime tools available
1s spectroscopy. For this purpose, one must know
the sensitivity of the emitted spectrum to the
plasma’s density and temperature. Figure 1 pre-
sents three neon spectra calculated for a spherical
plasma in CRE. They illustrate the evolution of
the emitted spectrum as the same mass of neon 1s
progressively compressed to higher densities and
lower temperatures (i.€.. along lower adiabats;.
The lower the adiabat. the closer to the top of the
figure the spectrum appears. Increased density 1s
primarily reflected in the widening of the lines due
both to larger intrinsic Stark widins and possible
opacity broademing. This effect has i-een utilized

™
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f, (NEaR)

ENERGY wed:

FIG. 1. Three calculated spectra are shown which il-
lustrate. from bottom to top, the changes in spectral
signature which occur as a constant neon mass is com-
pressed to higher densities and colder temperatures.
The spectra are calculated assuming that the neon
plasma is in collisional~radiative equilibrium (CRE).
The exterior pellet temperatures decrease from those of
the core in accordance with the gradient described in
the text. Only the middle spectrum includes the tnegli-
gible) pumping effect of the Na \ impurity line at 1.13
keV,

for argon compression diagnostics in the case »f
optically thin nonopacity broadened Stark lines !
The line profiles ias opposed to line 1ntensities)
are relatively insensitive to lemperalure.“ How -
ever. effects of opacity broadening are specifically
illustrated below 1n the interpretation of the Roch-
ester neon experimental spectrum’ taken by Yaakobi
of al.

The pronounced temperature sensitivity of the
emitted spectra 1s also apparent tn Fig. 1. As the
temperature 1s decreased from 600 to 450 to 250
eV. the intensity of the helium-like 1s*-1s3p'p
line at 1.074 keV increases dramatically relative
to the hydrogen-like Ne X lines. In the Rochester
spectrum. the NeIX 1s*-1¢4p'P line (at 1.127 keV)
was obscured by the impurity Line Nax 1s-1s2p 'P,
which 1s equal 1n wavelength to 1 part 1n 10°, In
fact this sodium lLine will optically pump the NeIX
level populations to some degree due to this close
resonance. In the middle spectrum of Fig. 1 the
effect of this impurity line has been included—the
intensity having been derived from our computed
fit to the Rochester spectrum’ (taken by Yaakobi
cfalyin Fig. 2. We included the sodium pumping
iine by assuming that the flux directed inward
trom the microballoon toward the neon filler 1s
the same as the inferred flux directed outward.
However, by calculating the emitted neon spectrum
without the pumping influence of the impurity hine,
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FIG. 2. The top spectrum was obtained by Yaarobi o/
al. at the University of Rochester from a laser-imploded
microballoon filled with &.¢ atmospheres of neon. The
bottom two spectra were calculated assuming CRE. The
middle spectrum provides the Hest fit to the top one ind
arises trom a plasma of T,.= 3% eV, r=11.4 um at M,
*4.510% ¢m™. The bottom spectrur would be emitted
by a plasma of T, =300 eV, »=0.0 um, at Ny= s ales
em™,

we have determined that the effect is negligible for
these dense plasmas with high coilisional cross-
coupling rates between excited states. Therefore.
the line has been omitted 1n some of the calculated
spectra presented 1n Figs. 1-3. since its effect on
the level populations is negligible.

Equally apparent as the helium line intensity
change is the relative increase 1n the continuum
radiation arising from recombination to the ground
state of NeIX as the temperature decreases. In-
deed. at a temperature of 250 eV the Lys and Ly-
lines which sit on top of this continuum featurce
(whose edpe hes at 1,196 ke\') are more properlv
regarded as " line-continuum teatures’ rather than
pure lines. The appearance of this strong continu-
um edge can place strong cons:raints un the diag-
nosed temperature. Also. the continuum vpacity
mayv significantly aftect both the shape ana strencth
of the observed features arising trom bound level
transitions. Similariyv. ionizatian by hine pho-
tons —especially important when the lines are very
wide due to Stark effects—mayv siwmiticantiyv aftect
the 10n1zation balance ot the plasma.

Having noted the spectral difterences ansing
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FIG. 3. The three calculated spectra shown represent
the results of employing commonly used, but inaccurate,
approximations. The top spectrum would be emitted by
a neon plasma with pure Voigt line profiles whose condi~
tions are those of the “best {it” of Fig, 2. The middle
spectrum maintains the same physical conditions as the
top, but Stark line profiles and LTE are assumed. The
bottom spectrum arises from the same mass of plasma
assumed to be in LTE but with a temperature of 300 eV
and a radius of 10 um. The sodium impurity line at
1.13 reV is included in these spectra.

from changes in density and temperature, we in-
vestigated the possibility of obtaining a fit to the
Rochester experimental spectrum’® using our first-
principles ionization calculation, in which only
temperature, density, size, and velocity variations
in plasma conditions could be made.

The results of this effort are graphically sum-
marized in Fig. 2, where the Rochester experi-
mental spectrum (taken from Ref. 1) and two cal-
culated spectra are displaved. The middle spec-
trum of Fig. 2 represents an excellent fit to the
experimental spectrum displaved at the top of the
figure. This "best-fit" calculated spectrum would
arise {rom a spherical neon plasma of ion density
4.5x10° ¢m™* and radius 11.4 pm, having an elec-
tron temperature of 385 eV from r=0t0 »=8.8
um that then decreased smoothly to 296 eV at the
surface. This gradient was inferred in a previous
analysis of the degree of line self-reversals in
such imploded plasmas.'* and our present results
support this gradient inference. Also shown 1n
Fig. 2 1at the bottom) 1s the spectrum which would
be emitied by a neon plasma characterized by the
conditions originally inferred from the LTE analy-
s1s 1n Ref. 1. These conditions are T,=300 eV
(constanii. N, =7.8x10" cm-*. and»=9.5 um.

The need for a higher temperature and lower
density than previousiy diagnosed 1s most readily
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understood by comparing the predicted 300-eV
spectrum to the experimental one. The presence
of the prominent continuum feature—the Ne X
ground-state ionization edge—in the 300-e\ pre-
dicted spectrum is not matched by a similar fea-
ture in the experimental one. An explanation for
its absence is that the experimental plasma con-
tains less NeIX and is therefore at a higher tem-
perature, where more of the heliumlik: neon 1s
ionized. This degree of reduction of the continuum
feature as the temperature increases is clearly
evident in the theoretical spectra of Fig. 1, which
served as a guide in obtaining the Fig. 2 fit to the
Rochester experiment. A core temperature of 385
eV was needed to lower the calculated feature
which is weak or nonexistent in the experimental
spectrum. Moreover, temperatures higher than
385 eV were found to produce a NeIX 1s?-1s3p’p
line which was too weak to match the experimental
line. Even at 7=400 eV, the Fig. 2 comparison of
calculated and experimental spectra deteriorated
noticeably in this regard. Any temperature below
385 eV raises the helium continuum again produc-
ing a significant deterioration in the agreement
even at our diagnosed density of 4.5x10%!. Cur
ability to zero in on 385 eV as the likely tem-
perature in this manner strikingly illustrates both
the need and the value of ut1112mg all of the infor-
mation in the spectrum.

The Rochester analysis yielding 7, ~300 eV was
based upon Planckian line ratios generated by an
LTE plasma. By contrast we find that a neon plas-
ma of T,=300 eV, N,=7.8x10* cm™®, and »=9.5
um has not reached LTE. Of the ionic species,
only the NeX concentration is close to its LTE
value. NeXJ (bare nucleus) is about half of what
would be expected in LTE, while heliumlike Ne X
has twice its LTE concentration. Mc-eover, the
excited states of Ne X, whose radiative decay don:-
inates the spectrum, are present to a far smaller
degree than would be the case in LTE. The LTE
excited-to-ground-state ratios of Nex n=2, 3, 4.
and 5 are, respectively, 0.13, 0.16, 0.23, and
0.32. We find that the highest ratios occur in the
300-eV model plasma at =0, where they are
0.05, 0.06, 0.09, and 0.13, respectively. In effect,
the ionization-excitation state of the plasma lags
behind what 15 requred for LTE. At an 10n density
of 7.8 x10% cm™, collisional processes dominate
the coupling of the NeX excited states to each
other. Hence, these ratios of populations of the
states lving above » =2 to that of n=2 do corres-
pond to the required LTE ratios. The NeX excited

states are alsc in LTE with respect te the ground
state iying above (the bare nucieus) due (. the
strength of coilisional 10n1zation and recombination
processes.

However, collisionai excitation from
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and de-excitativn to the NeX ground state from the
excited states is generally at least two orders of
magnitude weaker than collisional crouss couplings
among the excited states. Collisional deexcita-
tion from the excited states to the ground state is
also only about one-third as likely as spontaneous
radiative decay to the ground state. Collisional
processes are therefore not strong enough to en-
force LTE between the ground and excited states
of the sai¢ species—~NeX. Moreover. due to the
large Stark widths, the optical depths of Lyp. 7,
etc., are 2.2 or lower, as described below. Since
these modest opacities do not permit multiple
photon scattering, the states » =3 and above are
weakly photoexcited and remain far from LTE
with respect ton=1. However, since the optical
depth of Lya is ~ 200, 1t might at first be sus-
pected that at least » =2 would be in LTE with re-
spect to the ground state. The fact that this is not
the case may be understood by applying the condi-
tions required for LTE to the rate equations af-
fecting the two states n=1 and 2. For simplicity
we first consider the two-level-atom case in an
optically thick plasma characterized by a line
photon escape probability P,. We let i, stand for
the collisional deexcitation rate coefficient and
A, stand for the spontaneous emission coefficient.
The steady-state condition requires

NAW, A, P =N (“h%f (,-hv/kT) . 1)

where photon reabsorption is accounted for by
diluting the spontaneous emission coefficient by a
factor equal to the mean photon escape probability.
From Eq. (1),
Npo ug VT (2)
N 1Ay P, WY

For N, N, to have the LTE population ratio of
these two levels, (2, 400" "/*T  we must have

Ay P~ Wy, (3)

Therefore, even a very optically thick plasma

can be far out of LTE if 4, W, tothe extent
necessary to offset a small P . That is, the mere
existence of a small P_due to large optical depth
does not ensure the validity of Eq. (3). Therefore,
the fact that Lyw 1s quite thick 1in this case does
not in itself justify an LTE assumption. For the
plasma conditions under consideration here.

Ay = 2.51,,. Therefore, LTE will not be valid
near the surface of the plasma., where P =0.5,
since A, P - W, nthis region. Of course, the
emitted spectrum of optically thick lines tends to
be duminated by surface emission. Nevertheless,
one still might expect LTE to prevail 1n the optical-
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ly thick interior based on the abuve twi-jevel-
atom analysis. However, there are three separate
effects which in this case preveni LTE conditions
from being established even in the thick plasma
interior. First, even though the optical depth of
Lya is ~200, the line wings are so prominent at
this high density that the mean escape probab:ility
is found numerically to be 0.0c. Thus. 4, P
=0.15 W, in the interior. According to Eq. 12
this alone will reduce the N, N, rauo tu 0.87
times that of LTE. The other twu effects which
bring the actual ratio to only 0.38 times the LTE
ratio are, first, a radiative leak in the Ly, line,
where 7=2, and, second, another photon escape
mechanism in the optically grey recombination
continuum from the bare nucleus to the ground
state of NeX. A multilevel analysis 1s necessary
to clarify the detailed contributions of the latter
two mechanisms,

An accurate analytic treatment is possible in this
case because the very large collisional rates coup-
ling the excited states (#=2, 3, 4. 5, and NeXIj
force the ratios of these states to each other to
equal those of LTE, as confirmed by the calcu-
lated population densities. Let L, dencte the LTE
ratio of state ;/ to state j. Then, the equation for
the steady-state coupling of NeX n =1 to the over-
lying states becomes

&

“\(Zz “'“>=1\'2 <("51P¢-21 + Wy

=

*’Z LAyl r i)
123

+ L ”'Rar\.._»p.m:) . 4)

In Eq. (4) W, is the collisional rate coupling
states i and j, P, is the escape probability for
the photon emitted during a radiative transition
from state j to i, A,, 1s the spuntaneous transition
probability, and W, 1s the radiative recombina-
tion rate from the bare nucleus to NeX »=1. Equa-
tion (4) contains all of the important processes
populating and depopulating Nex » =1 at this tem-
perature and density. The processes which are
omitted—collisional recombination trom Ne Xl and
its inverse, and ionization and recombination pro-
cesses from and to NeIN—are relatively unimpor-
tant compared to what s included. wnd thus thar
omission does not quantitatively aftect this analy-
s1s. Equation (4) 15 easily solved for N, N, When
the collisional rates and Emsten 4's are mserted,
the ratio N, ), 1s found to be a function of the es-
cape probabilities for a particuiar plasma tem-
perature, density, and si1ze. For Ly, , the numer-
ical results vield P, =0.7. and for the »=1 re-
combination continuum P, > 0.3. The Ly, radia-
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;en leak in concert with Lyva, 7, and S would re-

duce \; .\ to 0.65 timés the LTE ratio; inclusion
¢: the free-bound continuum leak brings the ratio

down to the actual 0.05, which 1s 0.38 that of LTE.
Photon escape in Ly; and Ly makes little differ-
ence since their spontaneous transition probabili-
ties are factors of 4.4 and 13.5, respectively, be-
low that of Lye.

In summary, escape of radiation in the optically
grey Ly,s and NeX!I continuum transitions adds to
the radiation escape in the line wings of Lya and
prevents LTE from being established even in the
plasma interior. While the strong collisional coup-
ling of the states above NeX n=1 forces n=3 and
above intc LTE with n=2, it in turr adds to the
escape of radiation emitted during decays of these
levels and {urther reduces all the excited-state
populations relative to 7=1. Fundamentally, the
lack of detailed balancing of all of the NeX radia-
tion—i.e., by reabsorption—prevents LTE condi-
tions from being established.

The need for a reduced density in order to ex-
plain the observed spectrum (from 7.8 x10* to
4.5%10% ¢m™?) is implied by two features of the
predicted spectrum at 7.8 x10* cm-?;, namely,
the Lya, LyZ, and Lyy lines are too wide, and
the Lya line exhibits a seli-reversal which is not
observed. We will first consider the question of
the LyS and » lines. As previously mentioned, the
total concentration of hydrogenlike NeX in our
300-eV model plasma is roughly equal to the LTE
value. However, since our excited-state densities
are much less than the LTE amounts, the ground
state has a greater than LTE density—varying
from 75%; greater at the center (+=0) to 2.2 times
greater at the plasma surface. The reason for this
spatial gradient is that the radiation field is less
inter.se at the surface, which therefore, with less
optical pumping. contains fewer bare nuclei and
more hydrogenlike neon. The optical depths of
Lyz: and Ly) 1n collisional-radiative equilibrium
are therefore about twice the previously assumecd
LTE values. We find a peak optical depth of 2.2
for Ly n contrast to the value of 1.2 that was
previously used! to calculate the first-order opa-
city-broadening correction. This results in a
50 " increase 1n linewidth because of the extra
opacity broademing. Also, we do not find that the
Ly line is optically thin; instead, it has a peak
optical depth of 1.1. ln summary, significantly
greater opacity broadening for both Ly3 and Ly»
occurs :n CRE than in LTE, which forces a reduc-
tion in densityv in order to reduce the Stark and
opacity widths to fit the experimental spectrum.

As noted above, the 300-eV model plasma pre-
dicts ar asymmetric self-reversal for Lya. This
asvminmetry 1s due to the effects of plasma motion.
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The self-reversal itself 1s a well-known effect of
large line opacity in a non-LTE plasma. Reducing
the linewidth by reducing the density from 7.6 x10%
to 4.5x10% cm"® turns the seli-reversal into a
‘’shoulder” which is more consistent with experi-
ment. The increased temperature of 385 eV re-
duces the fraction of ground state Ne X, and thus
the Lya opacity, contributing to this effect. The
width of the opacity-broadened Lya line is also in
very good agreement with experiment when this
lower density is assumed, as is apparent in Fig. 2.

IV. EFFECTS OF SIMPLIFYING ASSUMPTIONS
ON THE CALCULATED SPECTRA

We have seen above that neither Voigt profiles
nor LTE are valid assumptions for the physical
state of these high-density neon plasmas. How-
ever, it is of interest to invert the analysis and
examine spectra calculated using these erroneous
assumptions i~ order to estimate the magnitude
of error. Figure 3 displays three spectra which
represent the resuits of employing commoniy
used, but inaccurate approximations. The top
spectrum was computed using conditions 1dentical
to these of the “best {it” to the experimental spec-
trum at the top of Fig. 2, except that Voigt rather
than Stark line profiles were used. Conseguently,
the much narrower lines of this spectrum bear
little resemblance to the observed spectrum or to
the theoretical Stark-profile spectrum in the mid-
dle of Fig. 2. The bottom two spectra of Fig. 3
were computed with Stark profiles but with the
LTE assumption. Since the true excitation state of
the plasma lags behind LTE, when LTE is as-
sumed, the theoretical excitation state is in-
creased, resulting in more jonization and {ess
Ne IX. The reduced heliumlike neon is reflected
in the very weak NeIX 1s°-1s3p ‘P line, which for
T =300 or 385 eV is much less intense than that
which 1s measured. Also, the NeIX ground-state
recombination continuum s much reduced, espec-
ially in the case of the 300-eV spectrum. Neither
ILTE spectrum agrees with experiment. It is con-
ceivable that an LTE spectrum of neon at a2 much
lower temperature might show a relatively in-
creased NeD:i 1s?-1s3p!P line and thus agree more
closely with the experimental spectrum of Fig. 2.
However, the lower temperature would reduce the
collisional rates even further—meaning that LTE
would be an even more inappropriate model.

V. SUMMARY AND CONCLUSIONS

We have utilized a first-principles, multistate,
multilevel model of highly 10nized, hign-density
neon to predict the emitted spectrum as a function
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of the vompressed state of the plasma. The ap-
pearance of the spectrum has been found to sen-
sitively reflect this state, and the particular fea-
tures which change 1n accordance with the various
plasma properties have been noted and the under-
lying physics discussed. The model has been found
capable of generating an excellent detailed fit to
a previously published experimental spectrum,
and the fitting process has led to a considerable
refinement of the inferred plasma conditions, in-
cluding an estimate of the extreme sensitivity of
the predicted spectrum to these conditions.

One should note that the authors of Ref. 1 at-
tempted only to obtain an approximate temperature
to aid in inferring the density. On the other hand,

1t 15 our purpuse here to lllustrate the potential
ot non-LTE spectroscopic analvsis for obtaming
accurate temperatures as well as accurate dens:-
ties. We have shown that despite the complexny
of the dynamics of compression, detailed, realis-
tic, and accurate modeling of the radiative output
is buth possible and fruitful.
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PLASMA CONDITIONS REQUIRED FOR ATTAINMENT OF MAXIMUM GAIN IN
RESONANTLY PHOTO-PUMPED Al XII AND Ne IX

I. Introduction

It has been suggested®™*

that population inversions in plasmas may be
efficiently pumped by opacity broadened lines from different ionization
stages of the same element or from different elements in a two component
plasma., Experimental evidence>’® has been presented for inversions of the
n=1.4 and n= 3 levels in Mg XII and Mg XI, which were pumped by resonant Lya
and 1s2-1s2piP radiation in C Vg and C V. The abovementioned lasing trans-
itions in Mg lie at ~130 and 156 A for Mg XII and Mg XI, respectively. 1In
this paper we present a detailed analysis of the plasma conditions which
would be needed to optimally implement two promising lasing schemes utiliz-
ing resonant ghotoexcitation with considerably shorter lasing wavelengths

(&2 A and Lk ;). The radiation field--critical in a photoexcitation process-
is modeled in detajil. The pumped and pumping transitions--as well as other
key optically thick lines--are calculated on a frequency grid allowing for
accurate modeling of broadening processes and frequency-dependent absorptionm.
Previous efforts at modeling short-wavelength resonantly photo-excited lasing
processes have employed assumed linewidths®, line profiles arising from

uniform source functions® 3.5

escape approximations%. In another study’, the pumped plasma was modeled

, assumed power densities , or probability-of-
with a fine frequency grid but the pumping spectrum was assumed to be a
filtered Planckian. 1In section II our atomic model is described along
with the methodology for its employment for calculations for both the pumped
and pumping plasmas. 1In section III the equilibrium results are presented
for optimum plasma densities, temperatures, and relative velocities and the
relevant physical processes controlling these effects are analyzed.

Finally, we summarize the work and present our basic conclusions in section
Iv.

Manuscript submitted July 28, 1981.




II. Description of Model and Calculations

A. Basic Details of Models

The photon pumping schemes to be analyzed are the following.
Scheme 1 would employ the Si XIII lsz-lSZplP resonance line at 6.650 X to
pump the Al XTI 152-153plP resonance line at 6.635 X, creating an inversion
of the n = 3 and n = 2 levels of Al XII. Scheme 2 utilizes the Na X
15%-152p P line at 11.00 & to pump the Ne IX 1s°-1s4p P linme at 11.001 &,
creating an inversion primarily in the n = 3 and n = 2 levels of Ne IX.
Scheme 1 results in stimulated emission at 44 £ and scheme 2 at 82 §. Ionic
state and level densicies as well as the radiation field are computed for
Al using the model described in ref. 7. For Si, a precisely analogous model
to Al--the same level structure and transitions--is emploved. The Ne atomic
model is described in ref. 8. This model possesses an extra degree of
sophistication in that self-consistent Stark profiles9 are used for the line
opacity rather than the Voig: profiles employed for Al anc Si. For Na, no
atomic model is employed. Rather, the profile of the pumping line at 11.00 X
is utilized as it was experimentally measured from glass impurities in a
laser implosion experiment at the University of Rochesterlo. The multifre-
quency measured profile is modified within the pumped neon plasma by absorp-
tion and re-emission in the Ne line and this phenomenology is computed in
detail using the flux profile of the Na line as an input condition on the Ne
plasma. Further details are given below in subsection C. Results given

below are calculated for collisional-radiative equilibrium (CRE).
B. Pumped Plasma Calculation

As previously pointed oute, radiation trapping effects in the pumped
plasma can generally be minimized or eliminated by making the transverse
dimensions of the plasma small. We have followed this approach in modeling
the pumped plasma--the radiation field is calculated in a planar plasma of
infinite area with thickness small enough to insure an optically thin regime
over a broad angular range of specific intensities. Our objectives—given an
optically thin lasing medium--are to determine a range of temperatures, den-
sities, and, for scheme 1, streaming velocities that will optimize gain and

to determine some of the tradeoffs involved. We have previously discussed

-

trapping effects in the pumped plasma in refs. 4 and 7.




The pumped plasma is assumed to be bathed symmetrically in the pumping
radiation which is calculated (for Si) or measured (for Na). The penetration
of the pumping radiation into the pumped plasma is calculated in a straight-
forward manner. At the outer boundaries of the pumped plasma the inward
specific intensity along each ray at each frequency I; is taken to be that
emitted from the pumping plasma which is also assumed to be planar. The
radiative transfer equation is then solved in the pumped plasma with this
particular boundary condition for 1 applied at each of the chosen rays at the
outer boundaries of the pumped plas;a. The calculation in the pumped plasma
then proceeds by iteration until steady state conditions are obtained. Since
fully coupled radiative transport and rate equations are solved in this model,
the steady state obtained is a self-consistent collisional radiative equilib-
rium, The quantity of primary interest here--the gain coefficient of the
lasing transition--is obtained as a linear function of the computed densities
of the upper and lower states. Finally, the temperature, density and (for Al)
velocity of the pumped plasma was varied in order to obtain the functional
dependence of the gain coefficient on these quantities, We make no attempt to
calculate the depletion of excited states by lasing, and thus are computing

only the linear amplifier behavior,

C. Treatment of the Pumping Plasma

Our principal objective is to determine the effect of varying condi-
tions in the pumped plasmé on the achieved gain. Therefore, we selected only
one set of pumping conditions for each of the Si and Na plasmas. Since the
132-152p1P Si XIII and lsz-lsjplP Al XII lines are off resonance by 0.015 B,
the profile of the ész-lsZplP line must be wide enough to produce significant
intensity at 0.015 A (i.e. 13 Doppler widths at 4OCeV) from line center. Thus,
for a stationary plasma the line must be opacity broadened®, If the resonance
line is very thick at line center, the Lorentz wings will still exceed optical
depth unity many Doppler widths from line center, guaranteeing a wide profile.
Such conditions can be.,obtained in a moderate energy Si plasma of 1.5 mm width,
temperature 400eV, and ion density 8X10*®em 3, Plasmas similar to this have
been realized in the laboratory®®. Most importantly, the CRE calculation for
this plasma indicates that, depending on position, 52-82%: of the ions are in
the active (helium-like) stage. Furthermore, the optical depth of the pumping
resonance line 1s82-182p-P is ~50C, which produces a very wide profile, as

shown in Fig, .. In addition to the calculated emission profile the
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absorption coefficient of the Al line.
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intrinsic absorption profile for the 1s®-1s3p*P Al XII line is shown for
typical conditions ir the aluminum plasma. In this case, the Si resonance
line is sufficiently broadened by opacity to overcome the resonance defect.
Therefore, under the reasonable assumption that these equilibrium Si plasma
conditions be achieved the Si/Al lasing scheme will be viable at least in
this sense that the resonance defect can be overcome,

To obtain a radiation source to pump Ne, we have analyzed the spectrum
of a laser-imploded neon filled glass microballoon obtained at Rochester:C.
One of the strongest lines appearing in this spectrum is that of the Na X
1s3-1s2plP line--which arose from sodium impurities in the glass., Since we
have been able to reproduce the observed spectrum with a first-principles
non-LTE calculation of the line and continuum intensities®, the theoretical
calculation which matches the observed spectrum also yields the absolute

intensities of the lines-=-(flux in ergs/cmz-sec-Hz) at the outer surface of

the pellet. Knowing the absolute intensities of the Ne lines, one may infer
the Na line intensity profile from its measured intensity relative to the Ne
lines. 1Its value at the central peak is 5.6X10° ergs/em®-sec-Hz). It is this
intensity profile which we use as our pump source in the Na/Ne calculations
discussed in the next section,

The frequency profile is the one appearing in the published spectrum-C,

where experimental sources of broadening are relatively small. In any event

deconvoluting any experimental broadening would result in a sharper central
peak, which, since the lines are perfectly resonant, would give a better
pump source. In the next section it is shown that this experimentally
observed Na X 1s2-1s2p“P line intensity profile is sufficient to pump a
substantial inversion in the Ne X n = 2 and n = 3 levels. This finding {is
significant in light of the fact that this radiation was merely a consequence
of sodium impurities in the glass, i.e. no effort was made to increase its
intensity in the experiment. We note that only the radiation of the Na
resonance line was used to pump Ne, whereas the pumping effects of all the
calculated Si radiation-pumping plus other lines plus continuum, were
included in the Al calculationm,
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ITII. Results of Gain Calculations

A. Density Dependence

A principal question related to the time varying conditions in
the pumped plasma is: at what density is gain maximized? As has been often
pointed out3'4°®'12  there exists for each lasing scheme contemplated a
density above which no inversion is possible, due to the tendency of c¢olli-
sional processes to bring the state densities into LTE. At much lower
densities one also expects that the gain coefficient will be reduced purely
because there are fewer lasing ions in a given linear distance, It is
evident that some density must exist at which the gain in steady state
will be a maximum. This behavior is shown in Figs. 2 and 3, where the
results of detailed calculations for various pumped plasma densities are
presented for Si/Al and Na/Ne, respectively, 1In each case the gain for the
strongest of the 2-3 lines (the 2p-3d) is plotted against the pumped
plasma's density. For Ne, the assumption of statistical equilibrium for the
n = 2 singlet sublevels is enforced, whereas, for the Si/Al calculationm,
results are presented with this assumption both enforced and relaxed. The
chosen temperatures approximately correspond to maximum values for gain,
this point is discussed further in the next section. Nbote that substantial
peak gains ~ of 222 cm ? or more - are obtained for both schemes. For the
Si/Al calculatioms, zero relative velocity between the two components was
assumed, The assumption of statistical equilibrium leads to an overestimate
of gain at low demsities; however, for densities near the predicted peak
gain, around LX102° Cm-s, the overestimate is very slight, This effect is
due to the increasing validity of the statistical equilibrium assumption at
higher densities as collisional processes dominate the populating of the
sublevels,

For Al, peak gain occurs at an ion (electron) demsity of Lx102°
(:,2X102%) cm-s, for Ne the corresponding figures are 102C (£.:1X102°) ex"3,
ror hydrogenic lasing schemes, Bhagavatula®’€ has presented reduced variable
equations which demonstrate that the dependence cf electron density at peak
gzin on 2 is 27. We note with interest that the Z-dependence of electron
density at peak gain implied by the above numbers for our helium-like

schemes is fairly similar, z¢-3,
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Fig. 2 — Line center gain coefficient in the Al XII 2p1P-3d1D line is plotted
vs. Al plasma ion density, with an assumed pumped plasma temperature of ‘\‘
100 eV. Dual results for the assumption of collisional equilibrium (solid line)
between the 3p-3d states and for a general, rate-by-rate treatment of these states
are displayed. Characteristics of the pumping Si plasma are discussed in the text. A
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Fig. 3 — Line center gain coefficient in the Ne IX 2plP-3d1D line is plotted vs. Ne N
plasma ion density, for an assumed pumped plasma temperature of 65 eV. O
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B. Temperature Dependence

In Figs. 4 and 5 results for gain vs, temperature are plotted for

¥ the Si/Al and Na/Ne systems for fixed ion densities of 5X10-% em 2 and

H

1

ii 10%° em 3, respectively. The gain dependence on temperature is similar to
: that on density in that a maximum is exhibited with a sharp falloff on one
i side caused by the variation of the active ion species' populations with

%l \J temperature, Note however, that the temperature of maximum gain is much

3 lower than one would expect from coronal model calculations of the ionic

;. species abundances. Such calculations!® reveal that helium-like ion concentra-
) tions peak at 12CeV and 330eV for Ne and Al, respectively. The present
calculations predict corresponding peak gains at 5CeV and 10CeV. These
lower pumped plasma temperatures are necessitated by the radiative pumping
to the n = 4 and n = 3 bound levels in the two schemes which greatly facil-
itates collisional ionization. Hence peak lasing ion abundance is forced

to much lower temperatures where fewer electrons are capable of ionization
| from these bound states. At still lower temperatures a sharp gain and
abundance falloff occurs as the plasma assumes a more normal configuration
when the "extra" ionization becomes small. In these two lasing systems,

! the strength of the pumping decisively affects the temperature aﬁ which the
ﬁ pumped plasma must be prepared for maximum gain to occur. Such effects have

Sy7

been noted elsewhere in somewhat different contexts.

C. Velocity Dependence
For the Na/Ne system, the pumped and pumping lines are within
resonance to 1 part in 10°, and thus there is no question as to the adequacy
of the wavelength coincidence. For Si/Al, however, the wavelength differ-
ence of C.C15 X amounts tc 13 Doppler widths at 400eV. For a photon travel-
ling at normal incidence to the pumped plasma, this resonance defect could
be made up if the two plasmas stream toward each other at 6.8X10° cmsec -,

But given the wide opacity broadened pumping line profile (Fig. 1) the

functional dependence of gain on plasma streaming velocity must be calcula-
ted ; this result is presented in Fig. 5. 1In these calculations, the
frequencies of the radiation incident on the pumped plasma were shifted
angle-by-angle to reflect the streaming velocities indicated. Even though

there is a substantial self-reversal at the center of the pumping line,

peak gain does indeed occur for the matched streaming velocity of ) ool
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cm sec-l. This is due to the fact that most of the pumping radiation is not

normally incident on the pumped plasma and therefore a range of velocity

e shifts are sampled (due to the cos o effect) at any one physical streaming
velocity. At the perfectly matched streaming velocity of 6.8X107, gain is
~3 times that of zero streaming velocity because the very highest pumping
line intensities just outside the self reversed core are sampled to the

t greatest degree. Having the two components, Si and Al, approach each other

is therefore helpful, but not essential to the scheme's basic viability.

IV. Further Remarks and Conclusions

3 We have determined through a series of detailed calculations the condi-

3 tions under which significant gain at x-ray wavelengths, employing the Na/Ne

and Si/Al plasmas for resonant photon pumping, should be attainable in the

laboratory. Substantial gain at 82 ® and 44 & for Na/Ne and Si/Al, respective-

ly, is in principle achievable, as documented in Figs. 2-6. However, the task

of setting up the correct plasma conditions is not trivial for a number of

reasons. For optimum employment of both schemes, the temperature of the

pumped plasma should be maintained well below that of the pumping plasma to

: avoid excessive ionization in the lasing medium. This could perhaps be

g accomplished by keeping the two components as physically separate as possible

to reduce conductive temperature equilibration. Similarly, the pumping plasma

might be heated first, and then the pumped medium activated through use of a

delayed heating pulse or laser beam to assure that the pumped plasma passes

through the optimal temperature range while being exposed to the intense pump-

ing radiation. Also, in previously successful experimentslé, stepped targets

E using metal plates as heat sinks have allowed experimenters to tune the plasma

, ~ temperature downward at certain distances from the initial plasma formation

f surface. Perhaps similar techniques could be employed for the present schemes.
Even though a lower pumped plasma temperature is essential for optimum steady
state gain, substantial gain is still achievable for equal pumped and pumping i
plasma temperatures (Fig. 6).

; In the case of the Na/Ne system, pumping radiation was generated in an

: actual pellet implosion experiment at Rochester for which the ion density of . ﬁ

2 8
the pellet has been diagnosed as 4..5){10"l em=3", which is more than an order of

magnitude greater than the neon ion density required for maximum gain. In short,




a very dense sodium plasma is desirable to obtain high pumping power, but a
relatively tenuous neon medium is needed to prevent collisionzl processes
from neutralizing the pumped inversion. Therefore, a configuration which is
the reverse of a normal pellet suggests itself. One might compress a cvlin-
dricel glass rod (with a cylindrically focussed laser, perhaps) which has been
heavily doped with sodium impurities. This rod would initially be encased

in neon, which would form a more tenuous blowoff plasma. Or, alternmatively
two physically separate Na and Ne plasmas could be created with intensities
and pulse widths tailored to produce optimum gain characteristics. This
would certainly allow different densities to be produced in the separate
components, and would minimize or eliminate conductive temperature equili-
bration. Since ionization of the pumped plasma by pumping radiation other
than the resonance line did not present any serious difficulties in the

Si/Al1 calculation, it would not be expected to present a problem in the

Na/Ne case. However, this cannot be stated with complete confidence because,
as mentioned above, only the Na resonance line radiation is assumed incident

on the Ne in our calculations.
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Appendix D
DESCRIPTION OF WHYRAD CODE

This appendix is a brief documentation of the
main routine and subroutines emploved in the program. It
is expected that a user closely interested in the code
will have access to a listing; this documentation should
facilitate understanding of the code architecture. Most

of the quantities employed in the input data, in subroutine

INITAL or main program WHYRAD, are described in comment

blocks immediately adjacent to their input location.

Figure 44 shows a general f{low chart of the ccde.
Subroutine INITAL provides the initialization of

the dvnamic variables whether it's a complete job start

or restart. For a t = 0 start the radial distributions of

temperature, adiabatic exponent, number density, magnetic

field, etc. are imputted; a t > 0 restart is accommodated
by & call to tape #17. The number density initial condi-
tions may he specified by Gauszian distributions of nys
polvnomial representations of n;, or general cell-byv
cell readin of » (=n.m ).

Subroutinc READIN incorporates the atomic physics

data for inclusion into the ATPHYS ionization chemistry-

radiation package, Only argon data for READIN are

presently available.




Subroutine ATPHYS ieeds the g¢round plus tirst
excited state physics into the hydrodyvnamic cells at each
time step: within this routine estimates of icnizaticn
level, adiabatic exponent, and the magnitudes of various
radiution forms are made. The flag KRAD = 1 selects
this routine.

Subroutine VOLTG incorporates the voltage-time
profile into the model: linear interpolations between a

maximum of 30 normali:zed time points (t/ are

t .
pulse'J
emploved as the representations,

Subroutine CURG incorporates 4 current-time protile,

if desired insteuad of voltage, into the model. Linear

interpolations between a maximum of 30 normalized time

points are emploved. The flag ICUR 0 chooses the voltage
input, ICUR = 1 chooses the current input.
Program WHYRAD is the main routine in the code.
It accepts the namelist READIN of many of the control
variables, performs the main soiution operations, specitfically
the extenal circuit coupling and the calling of the ETBFCT
numerical integration algorithms, specifles the time step
loop, prints out the results and sets up, if desived, the
information to he stored on file for the next restart,
Subroutine RTPHYS scrves 4 similar function that
ATPHYS does; it translates the ionizativn-radiation cutput
from the multicell recal-time package or the TERRYS curve-fit

package to contorm as an input to WHYRAD. [{ the TERRY:




@ radiation package is emploved then ioni:zation number and
total chemical potential (used for the calculation of the ]
isentropic exponent)} are also determined within RTPHYS.

) In addition, a benchmark radiationless hvdrodyvnamic option
(IHYD > 0) may be called within this subroutine.

Subroutine TERRYS links together the curve fit

' radiation package and writes out the total (line
plus continuum) radiation power at each cell (erg/sec cms-,
as well as the cross sectional area integrated power

s lerg/sec cm) for the total amount, the line radiation « 1 keV
photons (L-shelly, > 1 ke\" (K-shell), and continuum.

Subroutine DUSTSR incorporates the curve {its of

the aluminum or argon MCELL optically thin radiation pack-
age, with polvnomial dependence of volume emission rate
{erg/sec cmsj on electron temperature at nI = 1019 Cm-S:
dependence at other densities is estimated by scaling
estimates of power law {orm.
Real function RADSSP computes the opacities {rom
the radiating cell out to the plasma boundary along the
photon path length; free-bound, K and L shell line and a
single average f{requency free-{ree radiation modes are
considered. If IBCHOC = 1 a more exact ten f{requency I'F
Bremsstrahlung representation is cemploved.
Subroutine FLBAR incorporstes the computation of '\T

the ten frequency TFF path length aleng two ravs emitting




from the cell of interest. Integration is carried through

the range of number densities, ionization levels and
temperatures along the path.

Real function RCS$SIG evaluates the recombination
continuum absorption cross section needed for evaluation

of the bound-free optical thickness in RADSSP.

Real function PESFBC computes the probability of
escape for bound-{free radiation, while real function
PESLKT computes the probability of escape for line
radiation.

Real function LBAR computes the path lengths for
line and bound-free radiation transport, with integration .1
carried through the range of number densities and

temperatures along the path.

Subroutine DTSET determines the integration time
step in terms of the collapse dvnamics of the discharge.
The minimum time step over the radial cells is evaluated
on the basis of the Courant-fredericks-Lewy sound specd
condition, the ratio of the thermal cnergy to the .Joule
hecating, the ratio of the thermal energy to the local
radiative transport, and the ratio of the thermal energy
to the previous time step internal energy change. The
minimum of these results is taken and cmploved. The last

criterion, hased on the internal energy change, is usually
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the most restrictive. The Alfven speed is also determined
here to establish minimum inertia and density in the ouzer
regions of the implosion.

Subroutine DRSET evaluates the dyvnamic rezoening
cell widths based on the local cell ion number density.
IDR < 1 selects uniform incrementation, IDR = 2 imposes
the rezoning. The cell center radii and the annular
incremental volume are also calculated here.

Subroutine BSOLVE incorporates the tridiagonal
algorithm for the solution of the self-induced magnetic !
field as a function of the external circuit-imposed
boundary condition and the assumed resistivity function.

Subroutine TRANS specifies the transport coefficients

of thermal conductivity, electron-lion temperature relaxa-

tion, thermoclectric effect and, in particular, the anomalous

resistivity. The choice of classical resistivity, core-

corona anomalous resistivity, or one based on the ion

sound speed is made with flag TTURB (0, 1, 2, respectively:.
Subroutine TDIFF involves the tridiagonal algorithm

for the fully implicit solution of the energy cquation

thermal diffusion source term. This calculates the {inal

temperature value within a time step to represent the

complete clectron temperature and total internal encrgy

conservation cquations,
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Subroutine EQUIL evaluates the c¢ifects of encrgyv
equilibration between the electrons and ions. Also, for
comparative purposes, black body heat {flux is evaluated lLere.

Subroutine ECHEK contains the evaluation of the
local energy balance between input electrical energy,
hydrodyvnamic internal energ), and radiated energy.

Subroutine ROSSL contains a double linear interpola-
tion (density and electron temperature), giving the Rosseland
coefficients for the black body radiation calculation.

The ETBFCT routines (ETBFCT, VELOCE, NGRIDE,

SOURCD, OGRIDE, CONSRE) are exactly as found in Ref. 5
except some of the comment statcments were not punched.

The MCELL multicell routines specifically called
in WHYRAD-MCRAT, UTILIT, and PRRAD connect the hyvdro
package to the full multicell chemistry plus radiation
transport package. The calling of these routines has to
be specified in JSL statements.

The NRLLIB qualitative plotting code is emploved
through the calling of ASXASY and IPLOT.

The input cards are first a NAMELIST group for
a WHYRAD input, then another group of standard input for
INITAL. Then (for the TLRRYS package choice, cemploved
in the example calculations of Section V! the Bremsstrahlung
radlation frequency table 1s read in, in INITAL, for usc

in subroutine RTPHYS, Initial conditions over the radial

-




distributions come next (read in INITAL! starting from
RADN(I1 through BO(1l) ‘magnetic field:. For a restart,
quantities from EMAS, EADD, ... (statement 303} through
to READ (M,105) (BO(l+, 1=1,NR;, statement 161, are input
trom the storage file. Finally, the voltage distribution

1s input through VOLTG.
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Appendix E

LIST OF SYMBOLS

B -

Coefficient in optically thin representation
Azimuthal magnetic field

Gaussian density distribution coefiicient
Specd of lignt

lon sound speed

sound speed

Source function term

Electron charge

Plasma internal energy

Tetul chemical potential cnergy

Planck's constant

Total axiul current

lonization potential

Axial current

Boltomann's constant

Ihermal conductivity

Radiation path length

Llectrode spacing discharge length

Jircuit inductance y

Spoedie mass
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M

M

%
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Pawer in orezoning algoerithm
Pinch mass

Number density

goefficient in optically thin representation
Computational cell number
Pressure

Probability of escape function
Radiative power

Thermal lux

flecating term

Radial coordinate

Return circuit radius

Gas constunt

Pinch radius

Rvidbery

11me

Temperature

Axial current velocity (drift specd:
Radial velocity

Driving voltage

Plasma voltage

Axial coordinate

Circuit impedance

lonization number

Atomic number




“p

subscripts
BE
¢

FF

Thermal rlux coeificient

Isentroplic exponent
Axial electric tfield
Emission coef{ficient
Resistivity

Absorption cocfficient
Coulomb logarithm
Radiation {requency
Density

Cross section
Relaxation time
Optical depths
Generalized density function
Cyvclotron f{requency

Plasma {frequency

Bound-{ree radiation

Electron

Free-free (Bremsstrahlung) radiation

Ion

Radiative {requency intecger
K-shell

lLong path

l.-shell

oy




Q

an

Qv

At outer pinch radius

short path

At pinch centerline

Anomalous transport coef{ficlent

Classical microscopic transport coefficient

Optically Thin
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FORTRAN SYMBOL

Appendix

}J

FORTRAN VARIABLES

VARIABLE

AJZ( )
ANELD)
ANT (I
BN(T)
BO(T1
DR(T)
EDOTJ (1)
EFIELD(1)
ENEW(I)
ETA(T)
FLPLAS
FVOL (1)
GAMMA (1)
PNEW(I)
PRAD(])
RADN( I
KR(1)
RCt 1)
RNEW( D)

RVOLD 1)

B field (new!
B field (old)

dr

cell volume

Pranp
cell center r

cell boundary radius

cell center 1

o

(SN
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FORTRAN SYMBO] VARTABLL

PViha pv

rerl Erep
j

FEV (I Ie

el Te

o T1

VEL( D) v

V@ input voltage

il -
{
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