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AN IMPROVED PROCEDURE FOR ADAPTIVE ESTIMATION
OF MANEUVERING IN A SHIP TRACKING ALGORITHM

1. INTRODUCTION

A single-target ship tracking algorithm has been developed in Refs. (1] -
{3], and is also incorporated as a component of the multi-target tracker
described in Ref. [4]. This algorithm operates on ship location reports which
may occur sporadically in time, and adaptively estimates the intensity of the
ship's maneuvering behavior from the report data rather than accepting it as a
user-specified parameter. Maneuvering here is defined as deviations from a
steady course, which is also estimated from the data. Ref. [3] also describes
a variant of this algorithm which does not distinguish between down-track and
cross-track maneuvering, but which can make more effective use of bearing -
only reports, as opposed to reports of ship position which are meaningfully
localized in two dimensions.

Another procedure has subsequently been devised for this maneuvering esti-
mation which significantly improves the performance of both tracking algorithm
variants. This new procedure is the subject of this report, and differs
basically by the use of weighted averages of certain statistics, rather than
simple averages, to form estimates of maneuvering intensity. The reliability
of these statistics as measurements of maneuvering intensity varies with the
spacing of adjacent reports. The new procedure gives relatively lower weight
to the less reliable statistics in the case of unevenly spaced reports,
resulting in more reliable maneuvering intensity estimates. Hence, the
resulting improvement in tracking performance is most pronounced when the
report occurrances are highly irregular. However, there seems to be some
improvement even in the case of regularly spaced reports, as explained in
Section 6 of this report.

2. PURPOSE AND ROLE OF IMPROVEMENT

For planar motion, the ship tracking algorithm of Refs. [1] - [3] is based
on the idea of approximating the motion of the (single) ship being tracked as
the vector sum of a constant (average) velocity and a two-dimensional (random)
Brownian motion. The Brownian motion's intensity parameter, a 2x2 matrix Q in
rectangular coordinates, is selected to correspond to the extent of maneuver-

ing performed by the ship with respect to a constant-speed, constant-heading
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course (the average velocity). Both the average velocity and the maneuvering
intensity matrix Q are treated as constant parameters to be estimated from the
observed input data. This input consists of a time-ordered series of reports
of ship location, not necessarily evenly spaced in time, such that each report
specifies a time, the observed ship position at that time, and the (2x2)
covariance matrix (or, equivalently, a containment ellipse) for the error in
this observed position. An exception, however, is a modified tracking proced-
ure described in Ref. [3], which allows some (or all) of these reports to
specify only the observed ship bearing from some given point at that time, and
the variance of the bearing observation error.

In either case, the tracking algorithm operates recursively in time,
basically by propagating the ship track forward between observations by dead
reckoning and updating it whenever a new report is received. The ship
position and average velocity are treated as a four-component "state vector,"
for which a current conditional mean and covariance matrix are generated by a
standard Kalman filter. Another recursive procedure is used to estimate the
maneuvering intensity parameter Q from the "innovations™ of the Kalman filter.
These estimates are then used as "driving noise" parameters in the Kalman
filter adaptively to modify its subsequent operation, The details of this
process are described in Refs. [1] - [3], but can be summarized as the
following recurring sequence of basic steps:

1. Upon the receipt of a new report of observed ship location, propagating
the conditional probability distribution of the ship's "state vector"
(position and velocity), given all grévious data, to the current time.
This distribution (conditioned on the same data) is generally available
for the state at some earlier time, and is propagated from that time as if
the value of Q estimated then were a precisely known parameter. The state
distribution is treated as if it were (#4-variate) Normal, so this step
just amounts to propagating its mean and covariance matrix (14 independent
components) to the current time with the standard Kalman filter for this
value of Q and the motion model described above.

2. Updating the state probability distribution with the new observation,
again using the standard Kalman filter for this case. This gives the
conditional state distribution (specified by the mean and covariance
matrix) given the current observation as well.




3. Updating the estimate of Q using the innovations (observed minus
propagated position) from step 2.

4. Adjustment of some of the parameters of the updated position-velocity
distribution from step 2 to compensate for the fact that the value of Q

, used in step 1 was (in general) different from the one just estimated in
step'3.

Steps 1 and 4 are not performed for the first report. In this case, the track
is initiated with an estimated Q of zero and a user-specified zero-mean
circular Normal distribution for the average velocity. Also, step 1 can be
performed to project a ship location distribution to a time at which there is
no observation. This just amounts to an extended form of dead reckoning, in
which an entire containment ellipse (representing the Normal distribution of
the position components of the state vector) is propagated, not just a most
likely position (the center of this ellipse). 1In step 3, it is assumed that
the Brownian maneuvering motion consists of statistically independent compon-
ents parallel and perpendicular to the average velocity, so only a down-track
and a cross-track maneuvering intensity are estimated, and the resulting Q
matrix is always diagonal when tranformed for coordinates aligned with the
currently estimated average velocity vector. The intensiities of these two
Brownian motion components are further restricted to be identical (isotropic
maneuvering) in the variant of Ref. [3], which allows the ineclusion of
bearing-only data.

The improvement reported here is in the procedure for estimating the
maneuvering intensity parameter Q in step 3. The advantage of this new pro-
cedure occurs chiefly when the observation times are quite unevenly spaced.
The difficulty with the previous method is that, in both variants, equal
weight is given to each member of the Kalman filter's innovation sequence
(from step 2) in constructing the estimate of Q. However, the precision of
these innovation statistics as measure of the Q components varies approximate-
ly as the inverse of the elapsed time since the last report, so their use in
this way for unusually closely spaced reports often results in a less reliable
estimate of Q than ignoring them entirely. The new estimation procedure is
devised so that these innovation statistics are weighted according to their

reliability as measures of the Q-components being estimated, thereby avoiding

this problem. As with the former procedure, variants can be developed for




both the case of independent down-track and cross-track maneuvering components
and the case of isotropic maneuvering with bearing-only reports, as described

in detail below.

Another possible benefit of the new Q-estimation procedure described here
is that it seems to cause the overall tracking algorithm to create somewhat
larger containment ellipses for projected ship locations than the former pro=-
cedure, even for evenly spaced observation times (see Figs. 2 and 3). This

would correct a reported tendency of the former method to result in erroneous

ly small containment ellipses when used on realistic ship tracking data.
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Fig. 1 — Outline of single-target ship tracking algorithm




3. RATIONALE FOR ONE-DIMENSIONAL SHIP MOTION

The new procedure for estimating the ship's maneuvering intensity
parameter Q is based on a consideration of the corresponding one-dimensional
case, in which the ship's motion is described by the (scalar) equation

xe
"
c

+ W
and the position observations at discrete time ti are

z, = x(ti) +n., 4= 0, Toeees

where the ni are independent zero-mean Normal random variables with known
variances riou is a constant but a-priori unknown average velocity, and w is
a Normal white noise process with constant, but a-priori unknown variance
parameter q. Tracking begins immediately after the initial observation z, at

time to' at which point the two-vector

is regarded as having a bivariate Normal probability distribution with mean

3

and covariance matrix [r |0
ol
0 P '

where A2 is some a-priori specified ship speed variance.

Now consider the approximation that, at observation time t , the
conditional probability densities of q and of the vector Et(tii, given

u

the observations Zgeeees zy, are statistically independent such that,

q ~ Normal (g, s)

-




A )
1
[i‘f“.i_’] ~lornal (% [ Pax L Pa} )
u Y4 Pyu ' Puu
For the next observation time ti+1' define
T T b e
asp,. + 2tp. + +2p (2)
XX Xu uu’
m=a+ gt, 3)
X = X +uT, (4)
and
€224 X, (5)

and denote x(ti*1) by x and r. Then it follows from

a1 by r for brevity.

standard results for moments of Normal random variables that, given zo,....zi.
2 -
E(c¢") =a+r+qr, (6)
var(ez) = 2 (m+r)2 + 3512. &P
and
2
cov (g,e ) = sr. (8)
By assumption, E(Q/z ,...,2,) = q (9)
and
var(q/zo.....zi) = s, (10)

If at this point the (different) approximation is made of treating q and

e2 as bivariate Normal random variables under this conditioning, with the pre-

ceding mean and covariance matrix elements, then it is a standard result that
-~ 2
E(a/ed) & q = E(q) + 220 2p(c?)) an
var(e )
and
2, 4 cov>(q,e?)
var(q/¢ ) 2 0 = var(q) =~ + '
var(e )
where the cotiditioning on zo.....z1 is suppressed in tiie notation. Substi-~

| f

(12)




tuting Eqs. (6) - (10) into (11) and (12) we obtain

- 2
- s e ~(asr) =
e mer 2 ( T ) q) (3
2(—;—) + 38
and
2
g = s———s—r——- - (1’4)

a(Efi) + 3s

Reducing the denominators of Eqs. (13) and (14) to “2(m/r)2 + 3" would convert
these equations to the form of the updating step in the standard Kalman filter
for constant g with

e2 - (a+r)

q ~ measurement = p

and
2
measurement noise variance = 2{(m/<)

at measurement epoch i+1. This change is justified to some extent by the fact
that m really depends via (2) and (3) on the previous estimates of q, which
are used to compute pxx' Also, the resulting Kalman filter estimate of g

reduces to simply the average of the quantities

2 - (asr)
T

observed at each updating time when m,r and t are all equal at each step,
which 1s essentially the former estimation procedure for q described in Ref.
{1], and is consistent with the justification given there as a least-squares
estimation procedure, For unevenly spaced observations, however, this new
updating procedure has the desirable property of estimating q as a weighted
average of these quantities, the weight being less for epochs at which t is
small and the variance of the "q - measurement®™ is therefore large. Thus, it
glves a sort of weighted least - squares estimate of q when used sequentially
in the overall ship tracking algorithm. Rearranging terms gives this Kalman

filter update step as




q=3+=—s (2 o (mer)] (15)
>
2m + st
and
2
gz —210 s. (16)
I
2m + St

Since it doesn't make sense to estimate maneuvering intensity with fewer than
three observations, such updating is started on the third observation (for
which 1 >0) with s = =, which corresponds to using q = o and replacing the
"filter gain®

ST

2 m2 + 312

by 1 in Eq. (15), and using ¢ = 2 (m/)° for Eq. (16).

A standard Kalman filter for estimating a constant q would use the value
of ¢ from one update time as the value of s for the next update. S3ince the
approximate value for q can really change over extended periods of time,
however, it is more reasonable to postulate a "forgetting time constant" T and
use exponential deweighting between update times by computing "s" from the

preceding "g" as

[ n 2] n 2
S = e g . - 2(—’—"_—') + 2(“————) (17)
preceding ti+1 - to ti+1 - to

~

to avoid "locking in" to a value of q. This particular deweighting scheme

=3fA

corresponds to q changing between the current and preceding observation times
according to

a s - %T + white noise, (18)
where the white noise intensity is such that the steady-state variance of q is
2 E——J!:—E—’ the value it would have if initialized at the current update

i+1 (o]

time.




~

The estimate q here can assume negative values, whereas q must by
definition be nonnegative. Herce the latest value of

-~

max (q, o)

is always used as the maneuvering intensity parameter in the other parts of
the overall ship tracking algorithm.

As a last refinement, if the quantity
a = max {o, max (q, o) - max (g, o)} (19)

is positive, it is assumed, as explained in Ref. [3], that Puu (which is

computed at preceding update time) should have been larger by approximately

?fh?-, where t is the current time. This would increase ¢ by
0

QE (52 - m2) = gE (m+m) (m-m)

T T

if it were being initialized at this point. In the above m is the value of m

which would result from (2) and (3) if Pyy Were increased as described, i.e.,

- C!TZ
m=m+m- .
o

To compensate for having reduced the effects of the correlation between q and
m from those in (13) and (14), the quantity art is also added to m, giving

mMzm+ ar(l + E:%:) '

which would increase an initialized value of o by

T
t-t
o

§og = 2[2m + at(1 + )] %(14- t—:-—) .

t
0

To be conservative and to avoid dividing by v, we therefore add the quantity

§g = 2[2 m + art] E%E; (20)

to the result of Eq. (16) at all update times as an approximate correction for

10




i having ignored in the development of (16) some of the interactions between
estimating q and estimating x and u in the overall ship tracking algorithm,
namely the dependence of Puu on q. Of course, the other corrections of this
sort in the overall algorithm, which are for parameters of the conditional
distribution of x and u as described in Ref. [3], are retained as before.

4. PROCEDURE FOR TWO-DIMENSIONAL MOTION

Only planar motion in rectangular coordinates is discussed here. The
algorithms for tracking such motion can easily be extended to tracking on a
sphere, as described in Refs. (1] and [2]. 1In the context of planar motion,

»
1]

ship position

<
1]

ship velocity (average), and

N
"

observed position at time ti. i=0,1,....
are all 2-vectors with components in these two coordinates, and the composite
"motion state" vector [:] has four components. The conditional distribution

of this state vector is approximated by the tracking algorithm as d-variate

Normal, whose mean and covariance matrix are denoted here in bivariate

partitions as

~ !

x(t) P1(t): P2(t)

====| and N JUURE SN for generic time t.
v(t) Pz(t); P3(t)

For convenience, we also denote the current estimate of the maneuvering
intensity parameter as Q and the covariance matrix of the error in the i-th
observation as Ri' both of which are 2x2 symmetric positive semi-definite
matrices. Also, ad(i) and ac(i) are used to denote interim estimates of the
(scalar) down-track and across-track maneuvering intensities created
immediately after the i-th observation, and a4 and 9 to denote corresponding
variance parameters, in accordance with the notation of the preceding section.

The operation of the overall ship tracking algorithm, with the improved
adaptive estimation procedure for maneuvering, can be summarized as follows

for the case in which the reports all specify a position which is localized in
both dimensions:

11




Initialization

Upon the receipt of the initial report (zo. Ro) at time to' tracking is
started with

x(t;) =z, (2 - vector)
+
P1(to) = R° (2x2 matrix)
-+
Pz(to) =0 (2x2 matrix)
2
+ 1>‘:0 2
P3(t°) 2 5 | ———t—— s A~ a user-specified prior
0 ! A2 speed variance
]

qd(o) = qc(o) 2 0 (or some other user-specified positive
value)

From time t¥ to time t.*, ; i = 0,1,...
i i+

1
Tracking proceeds by performing the summary steps of Fig. 1 as follows,

where "=" denotes a replacement operation as in FORTRAN.

Step 1 - Propagate state distribution to ti: by successively computing:

1

cy = max {qd (i), o0}
c, = max {qc (1), o}
RYSTRLY - .
@ = tan = " s+ v, and v, are the two components
vy (t)) ot § (usually local east and
north components of velocity
estimate)
=c osae inze
997 = ¢ © *C s
q, = (cd - cc) s8ine cose
2 2
q22 = cd sine + cc cos 8
UG 1 992
Q = —-_— % - (2x2 matrix)
d92 1 %2

12




TEbmY
X = x(tI) + v(t;) T (2 - vector)
+ . + T, + +, 2
A= P1(ti) + LPz(ti) + Pa(ti)]r + P3(ti)r
M.l 2 A + Qr
. . 2x2 matrices
M2 = Pz(ti) + P3(ti)r
<+
M3 = P3(ti)

At this point, the conditional aistribution of the state at time ti+1'

given zo....zi. can be approxinated as (4-variate) Normal with

X
mean = |*~ "7 7
o+
v(ti)
and
)
My Mo
covariance = —— = — '
My M3

and ti+1 need not be an actual observation time for this purpose, but may be

any time after t, for which the projected probability distribution is desired.

i

Step 2 - Update state distribution with new report:

Let z and R denote 2 and R henceforth, Compute
i+l i+
Xt =xeM M R (z-D)
iel 1 1
2=-vectors

YRR o+ T -1 -
V(ti+1) = V(ti) + My My + R) (z - x)

* -1
P1(ti+1) = M1 - M1(M1 + R) M1

+ -1
Pz(ti+1) 2 M2 - M1(M1 + R) My 2x2 matrices

13




+
Palty,q) = Mg

-1
- MM, R) M, )
Step 3 - Update of maneuvering estimate.

~

ay (1)

For i=0,1 only: set 9y (i+1)

and q, (1+1) = q, ().

Otherwise, compute in turn:

Y= ti+‘| - to
t r cos 6| sin @
-d)= 9?419T and l}g] z QRQT: Q= [“- +---
bc c -sin 8 § cos o
. |
d cos 8 ; sin e _
S P R TR )
€o -sin @ ; cos o
o, (3 =2 (b/1)>
d d
o (3 =2 (b /)P
[+ (o]
for i=2 only
~ 1 2
a4 (3 = p (ed - bd)
~ 1
ae (= T2 - p)
-t
T 2 2
sy=e [ad(i) -2 (bd/Y) ] +2 (bd/Y)
-1
2 2
s, =e [ac(i) -2 (bc/y) ] +2 (bc/r)

14




for 1 > 3
> b2 s only,
o (1+1) = —9-9
d 2 b2 . 23 T is user-
T % specified
"forgetting time
2 constant”,
2b s
¢c e
o (i+1) =
¢ 2 b2 + TS
c
qd(i+1) = qd(i) + 2b2 . 5 [ed - bd -rd]
a4t
Q 2
qc(i*1) z qc(i) 5 > [ec - bc -rc]
2bc S

max {0, max {ad(i+1),0} - max {qd(i).O}}

d
a, = max {0, max {qc(i+1).0} - max {qc(i).O}}
%
od(1+1) = ad(i+1) + 2 -—Y- {2 bd + adr]
QC
g (i+1) 2 g (i+1) + 2 ~=[2 Db + a 1]
c c Y c c

Step 4 (performed for i>2 only) - Adjust Kalman filter update by successively

computing
2 2
d11 = ay cOoS 9 + a, sino
d12 = (ad - °c) sine cose

2 2
d22 = ay sin o +ac cos 6

]
499192

Dz [-==4--

d

(positive semi-definite 2x2
matrix)

I
12 Id22

15
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+ + 1
P (ti+1) = P3(ti+1) * 3 D (2x2 matrix)

+ -1 -1
P1(ti+1) = PI(ti+1) + R(M1 + R + Dv) D(M1 + R + Dt) Rt
(2x2 matrix)
V(ti*1) = v(ti+1) +-; D(M1 + R + Dt)(z = x)
2-vectors
~ + NPT =1 -
X(ti+1> z X(ti+1) + R(M1 +DT + R)D(M1 + R) (z - x)t

The adjustments in this step are explained in Ref. (3]. Corresponding
ad justments for the maneuvering intensity estimation procedure constitute the
last two computations listed here under Step 3.

5. ALTERNATE METHOD

This same kind of improvement can also be applied to the alternate method

of Ref. [3] for adaptively estimating maneuvering intensity, in which the

estimated maneuvering is contrained to be statistically isotropie, but which
allows the inclusion of bearing -~ only input reports in the resulting
tracking algorithm. In this case, only a single (non-negative) scalar
maneuvering intensity parameter q is estimated, and the overall tracking
algorithm can be summarized as follows for position reports:

Initialization - as in the algorithm of the preceding section, except that
only a single value ;(o) is specified, instead of ;d(o) and ac(o).

* +
From ti to t1+1 11 =20, 1, ...¢

Step 1 - calculate the 2x2 matrix Q by the steps

q = max {q(1), O}

16




r————————————————-—-——-———f S
- B

Then continue as in the preceding section.

Step 2 - as in the preceding section.

Step 3 - For i=0,1, just set q(i+1) = q(i).

Otherwise, compute in turn:

811 ) 812
—e-4-==~| =zA+R (2x2 matrix)
812 | 82
2
3T e T By

2 2 2
b ‘/{;;1 - 8y) + 48y,

a2 2 1 (a2 + b®)
2
b2 - aZ _ b2
2
a - gy,
cos 8 = s 5 vail
Ma® - 80 *+ B
g
sins=ﬁ=£=?—r
(a” - g0 * 8y

Note: a and b are the semi-major and semi-minor axes of the sigma-ellipse for
the bivariate Normal distribution with covariance matrix A + R; 8 is the angle
between the semi-major axis and the 1-coordinate axis.

€, cosg | sins _
<l 2 lzsime” D eess (z=x) (2-vector) (21)
'

17




2 . 2
h = 311 sin" 8 = 2312 sin 8 cos B8 + 322 cos 8 + qr
n = b2 + Qv
2
k=a +qr (22)
o(3) = 2(%)2
for i=2 only
q(3) = =(e_ - n)
T b
- X
s=e T lo1) =212 4 2H?
Y Y
2h23
a(i+1) = ——=— for 1>3 only
2h~ + st
qui+l) = q(i) + 251' 3 [ei - 7]
2h + st
2
gl(i+1) = ali+1) (23)
2k + st
a(1+1) = qis1) + —flmslc? - k] (24)
2k + St

a = max {0, max {q(i+1),0} - max {q(i),0}}

g(i+1) = g(i+1) + 2 % (2h + qt]
O]
a

The advantage of this alternate method is that it can make effective use

a
Step 4 - calculate the 2x2 matrix D as D = ["
0

—-f—-

then continue as in the preceding section.

of bearing-only reports of ship location (one of which specifies a time, an
observed bearing from a specified point at that time, and a bearing variance),

18




or what is almost the same thing, position reports with long, narrow error
ellipses. One simple way of doing this with such a bearing report is to
replace it with an approximately equivalent position report, which would have
a large variance component along the line-of-bearing, and use the procedure as
just described. The best way of constructing an equivalent position report
depends on the bearing sensor range, how much the projected ship position
distribution at the time of the report "overlaps" the bearing sensor location,
and the distance of the estimated ship position at that time from the sensor
location. The main idea is to have an appropriate containment ellipse for
this (bivariate Normally distributed) position report, say the two-sigma (86%)
ellipse, match the corresponding wedge-shaped confidence region of the bearing
report as well as possible within the range of likely projected ship
locations. As a numerically more efficient alternative when the predicted
ship range from the bearing sensor is large compared to the uncertainty in
this prediction, one could also use a bearing-only report as a scalar measure-
ment of the cross-bearing component of ship position with variance r252. where
r is the projected ship range (from the sensor) and 62 is the bearing variance
in radians. This would require the replacement of Step 2 (in this section) by
the appropriate Kalman filter updating procedure for such a single-component
measurement, It is also necessary to alter Step 3 by computing b2 as r262

plus the cross-bearing component of M1, computing ¢, as the cross-bearing

b
component of the observed minus predicted ship position (as evaluated from the
observed bearing at the predicted ship range) in lieu of Eq. (21), and skip-~

ping the computations of Eqs. (22)-(2%) and those prior to Eq. (21).

For position reports which are well—lbcalized in both dimensions, the use
of this alternate tracking algorithm would probably not cause much loss of
precision over the algorithm of the preceding section. It was originally
thought that allowing the estimates of the down-track and cross~track
components of the maneuvering intensiity to be different, as they may be in
the algorithm of the preceding section, would often lead to more precise
estimates of ship motion when a ship zigzags about an average course, or
changes speed a lot but stays on the same heading. In practice, however, the
estimated maneuvering is usually fairly isotropic anyway.
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6. DISCUSSION

To summarize the basic usage of the two ship tracking algorithm variants

presented here for the case of position reports, the user specifies the two

(scalar) parameters:

XA = Prior estimate of ship speed (i.e., average speed for anticipated
target population). Making A too large doesn't matter much except
when this algorithm is used as part of a multitarget tracker, but
making x too small does.

T = Average length of time over which a ship's maneuvering behavior is
Judged to remain statistically the same. This value can often be made
infinite without serious consequences; another reasonable possibility
is to set T = /A/x, where A is the area of the surveillance region in
which ships are being tracked.

Also, it is soTetimes slightly advintageous to specify some nonzero
initial value for qd(O) and ;c(O). or q(0) in the case of the variant of
Section 5. For either variant, the algorithm then operates on input
consisting of a time-ordered sequence of ship position reports, each of which

contains the following six data:
1. time of report
2-3. two coordinates of observed ship position at that time

4-6, the three independent components of the (symmetric 2x2) covariance

matrix for the error in this observed position.

As output, it provides (a) estimates of ship position and average velocity, at
present or future times, (b) error covariance matrices (4xl) that correspond
to these estimates, and (c) estimates and corresponding error covariances of
maneuverability parameters (two in the variant of Section 4, one in the
variant of Section 5).

Normally, the only outputs of interest are the position components of the
estimated position-velocity state vector, and the corresponding 2x2 error
covariance matrix. It is also usual to regard these errors and the position
observation errors in the input reports as bivariate Normally distributed, and
to use equivalent parameters specifying the two-sigma ellipses (86% contain-
ment ellipses) of these distributions in place of their covariance matrices.
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The ellipse parameters normally used for this purpose are the semi-major and
semi-minor axis lengths and the angle of the major axis measured clockwise
from local north. As examples of what this all amounts to in practice,
experimental FORTRAN implementations of both variants of this overall ship
tracking algorithm are listed in the appendix for the usual case in which the
input and output error distributions are specified in terms of containment
ellipse parameters instead of covariance matrix components. The input and
output are from a terminal in these implementations.

Figures 2 and 3 show an example of the comparative performances of this
tracking algorithm (the version of Section 4 here) and the corresponding one
of Ref. [3], which uses the former method of adaptive maneuvering estimation.
The parameter values-qd(o) s ;c(O) = 0 and T = » were used in each case. For
clarity in these figures, the two-sigma (86% containment) ellipses for the
output location estimates are displayed only for selected times. The new
algorithm is not shown to its best advantage in this example because the
position reports are all evenly spaced in time. Even so, however, the
accuracy of the estimated ship positions is as good as that of the former
algorithm, and the containment ellipses generated by the new algorithm are
generally somewhat larger, which is an indication of better statistical
consistency in light of the computational experience with actual tracking data
mentioned earlier.

The variant of Section 5 here has also been embedded in a multi-target
tracker, in the manner described in Ref. [4], as a replacement for the ;
corresponding single-target tracking method of Ref. [3], which estimates only
a scalar intensity for statistically isotropic maneuvering. The input data in
this application were mostly bearing-only reports which occurred in sporadic
bursts for each ship, and thus were very unevenly spaced in time. In this
case there was a substantial improvement in performance with the tracker

incorporating the new adaptive maneuvering estimation procedure described in
this report.
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TWO-SIGMA ELLIPSES AT TIME OF i-th REPORT

‘\‘.- . . .
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@”— u'aolaucl location estimate

~ l MOVEMENT OF ELLIPSE CENTER
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\\\____ - \\ '{uw' report
~
| ~ \
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\ ¢ l
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N 6 ~ )(/ s
NaYVea\Ve N aRd o
2/ 3/ ¢/ _kvJ
Fig. 2 — Tracking performance with former procedure
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9" SAME NOMENCLATURE
-~ ~ AS IN FIGURE 2
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Fig. 3 — Tracking performance with procedure of Section 4
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APPENDIX - PROGRAM LISTINGS

OO0 O0OODDOOONOOON

ONOOOHOONOONNOO00ONNaOND

KALMAN FILTER WITHM 21JAPTIVE ORIVING NOISE

FOR TRACKING IN RECTANGULAR X,YeCOOROINATES wlTH PUSITION
REPORTY wHICH ARE MEANINGFULLY LOCALIZED IN TWO OIMENSIONS,

INITIALIZATION

ENTER USEN=SPECIFIED PARAMETER VALUES FROM TERMINAL
ACCEPI"PRION EXPECTED SHIP SPEED = ",8
COMPUTE INITIAL VALUES

nlsd,
WCm4,
Cled,
CCsyv,
Use,
vsd,
PXusy,
Pivey,
PYusy,
fYvsd,
Pyus ,5vded
Pyvseag,
PVVERUU
3xxsd,
gxvsu,
Gyvysg,

BEGIN TRACKING

ENTER AND PHROCESS INITIAL JEPQRT

IR » INOICATOR: LERO IF “REPJRT™ JUST SPECIFIES A TIME AT
«HICH OEAD-RECKONED OUTPUT IS OESINED,
POSITIVE IF IT IS AN ACTUAL REPORT OF
QBSERVED POSITION, NEGATIVE TO
TERMINATE TRACKING,

FQR PJSITIVE IR

T a3 TImE,

Ix,2Y & QASERVED POSITION [N X,Y-COOROINATES,

SMA 3 SENIMAJOR AX]IS OF B6% CONTAINMENT ELLIPSE FOR
UBSERVATION,

ML & SEAIMINOR AXIS OF CONTAINMENT ELLIPSE,

THT = ONIEN;ATION OF MAJOR Ax1S (DEGWEES CLOCKwISE FkOM
Yeax[s),

ACCEPT" IR, T,24,2Y,8MA, SMT,THT 8 ", IR, T,IX,2Y,SMA,SNL,TKT
IF(IR.LEL¥) GU TO 99

law

THTaTAT/ISY 3

18l

yelv

STeSIN(THT)

CTeCas(TMT)

SMASSaAeSMA

SMIasMleSnH]
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! PXXB,25¢(SrFAvSTeSTeSMIeCTeCT)
PXY8,259STeCTe(SMA=SM])
PYYR,25¢ (S Ae(TeLToSM]eSTesST)
TN T

TLeT

TLUsY

GU TO 402

CONTINUE TRACKING

ENTER NEXT REPORTY

(a s NaNalNaXalsl

IFPCIR,LT.#) GO TO 99
IF(IR,EQ,») GO TO v
THTRTNT/57,3

STeSIN(TNT)

CTaCOS(TNT)

SMASSMACSMA

SMlaSMIeSM]

RXXS,25¢ (SMAeSTeSTeSMIOCTeCT)
RAY2,25¢8TeCTe(SMA=SM])

RYYS ,28¢(SMAPCTeCTeSMIeSTaST)

PROJECT STATE DENSITY YO CUWRRENT TIME

onn

10 TausTeT,
TLeT
XosxeUeTAy
YasYeVeTay
GXXaPXXe(2,¢PXUeQXX) o TAUSPULUeTAUCTAU
GXYSPLY+(PXVePYUeQXY)eTAUSPUVETAUCTAU
GYYSPYYe(2,¢PYVeQYY)eTAYePVVEeTAUSTAY
GXUsPXUePUUeTAU
GXVaPXVePuUVeTAl
GYUsPYUePUYVeTAU
GYVESPYVePvVVeTAU
IF(IRNELQ8) GO TO 6@
Xaxg
Yayy
PrxsGxX
PxYsGXY
PYYaGYY
PXUSGXY
PXVEGLRY
PYUSGYU
PYvaGyYyV
GO 10 49

c
4 UPDATE STATE OENSITY wITH NEW REPORT
c

60 TAUST=TLU
TLUST
Exalxexp
EYslYeyvB
GleGXXeRXX
G2SGXYORXY
GISGYYeRYY
DETeG1*GY=G20G2
OETIng,
IF(DET.GT,0,) DETIsy,/0Dc?
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nXX8GIePET]

HXY2=L2eDET]

nYYSGleDET]

X8XBe (GAXXORMXXeGXYONXY)PEXC (GXXOHXYOGXYenmYY)eEY

YaY3e (GXYOHXXSGYYeHXY)CEX e (GXYOMXYOGYYonmYY)eEY

UBSUS (GXUPRXIXOGYUPHXY) vEXe (GXUSHXYSGYUIHYY)eEY

VEY S (GAVIRXXOGYVORAY)SEX® (GXVIHXYeGYVeRYY)eEY
PARSGXXwGAXOGAXXONX @2 , o GXXNGXYONXYRGXYO XY enYY
PXYSGAYeGXNeGXYorXXe (GXXOGYYOGXYOGXY)OHXYGXYOGYYONYY
PYYSGYYaGAYOGXY oHXX @2 , ¢GXYPGYYOHXYaGYYOLYYenmYY
PXUSGXUeGX N eGXUOHXXO (GXXOGYUSGXYOGXU) eMXYaBGXYOGYUPMYY
PAVEGAVeGAX2GXVernXXo (GXXCGYVEGXYOGXV) oM YGXYSGYVINYY
PYUSBGYUGAYSGXUTHXX® (GXY®GYUSGYYOCXU) eMXYeGYYOGYUOHYY
PYVEGYVeGXYOGXVoNXXe (GXYCLYVOGYYOGX V) oHRYaGYYOGYVOHYY
PUUSPUYeGRUSGAUSHAX®2 , ¢GXUeGYUCRXY=GYUeGYUOInYY
PUVIPUVeGXUPGAVeMIXe (GXUCGYVOGYUCGXV) eHIYaGYUSGYVINYY
PYVEPVYVeGAVEGAXVOHXX®2 , ¢GXVOGYVONXYeGYVOGYYORYY

UPDATE ORIVING NOISE ESTIMATE ANO A0JUST ESTINATOK PARAMETERS

3o

se

IF(TAULLE,?,) GO TO 49
TesTein

IP(TE,LE,8,) GO Tu 40
Isley

IF(1.,£Q,8) GO TO 4@

u2suey

vaavey

Susy2evy

QINVSG,

IF(SG,67,3,) ulnvel,/SG
U2BU2eQINV

VZRy2eQINY

yvsysveulny
SITaQINvVe(UesEXeveEY)ee?
SCTSUINVO(UeEYoVeaEX)ee?
GITSUeGXX2,0UVeGXYOV2eGYY
GCTBV2eGXXw2, eUVeGXYeUeGYY
B1TBU2eG *2,0UVeGReV2eG)
BLT8V2ei1e2,2UuVeG2ey2eG3
IF(l.6T,2) GO TQ 3¢
GNIst/Tay

GNCSGNE
VRI2,¢GITeGITeGNIOGN]
VYRC82 ,¢GCTeGCTeGNCeUNC

GO TOo S¢
DEN32,¢GITeGITevRITAUSTAY
DEN]se,

IF (DEN,GT,2,) DEN1s},/DEN
GNIsVR]IeTAUCDENT
VRlaVAle (1 ,oVRIeTAUCTAUCDEN])
DEN32,¢GCTeGCTovRCeTAUOTAY
DENLsg,

IF(UEN.GT.el) DENI=3,/70EN
GNCsVRCeTAUSDEN]
VCesVHCe(]l ,»VRCeTAUCTAUCDENT)
ClsCleGNIe(SIT=BIT)
CCoCCoGNCe(SCTBCT)

OIsng

0CanC

“I.‘.

MCau,

IF(CI,GT,0,) nisCl
1*(CC,GT,n,) mHC2CC
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h——-————————-—'

OlsnieD}

CCanC=0C

NxXaugenlev2ent

SxYsUve(rlenC)

AYYeV2enleygent

Pls¢,

PCay,

IF(0I1,6T,4,) PIsDI/TE
IF(DC.GT,9¥,) PCsDC/TE
VRIsVRI*2,ePIe(PIeTEeTAU®2,¢G1IT)
VRCaVrCe2,¢PCe(PCeTEeTAUS2,eGCT)

c ADJUST PARAMETERS OF STATE DENSITY
4

ElsnXXeEXeNAYeEY

CasMXYoeXomYYealy

nXXsgePlev2eml

HAYsUVe (PIepPC)

HYYav2ebleu2ePC

PUUSPUYeMXX

PuvaePyvenyy

PvvsPyvenyy

AXXaMxXeTAy

AXYaHXYeTAY

AYYanyYYeTaAy

GXXSAXXOTE

GXYSAXYOTE

GYYRAYYeTE

GleswleGXX

G28G2+GxY

G3I2GIeGYY

DET8G1¢G3=G29G2

DETIso,

IF(DET,6T,8,) DETIs},/0DET

HMXX8GIeQETI

HXYze(2eRET]

HYYSGleOET?

USUS (AXXOMXSAXYeNXY)oEXO (AXXOHXYOANYOMYY)EY
VEVS (AXYORXROAYYONXY)CEXO (AXYOMXYOAYYOMYY)OEY
GISRXXPMXXONXYONXY

GRIRXXemYYeRXYOMYY

GIASRXYPmMANSRYYOMXY

GASRXYeMXYeRYYenYY
PXXSPXX®GAXeG1eG1e2,eGXYeG1oG2eGYY0G2e52
PAYBPXYGXX0G1aGIoGAYe (G1eGAeG20GI)eGYYeGReC 4
PYYSPYYeGXXeG3eGI02,eGXY03I0GaeYYeGAGa
XSAOGXXOGLOEZeGXY e (GLeEWSG2eEZ) eGYYOGReEwW
YoYoGRNeGIWETeGXYe (GIeEneGAeEL)oGYYeG4eEN

ouTPUT

[a N da NNl

40 ClapPXKePYY
C2eSGHT((PXX@PYY)ee204,ePXTePXY)
Cl19,3¢(CleC2)

CasCieCi
SitAs2,e500T(CY)
Snis2,¢3QR7(C2)

IF(PXY NE,B,) GO TO 78
ThTad,
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OOOO0DDOO0OOO0O0O0

[a X s NaXala) [2XsRaRaNal

70
6l
IR
T s
l"
LY
Sml
™T

99

IF(PXX,LT,PYY) THTESD,
GU TO B¢
TTa8? ,3eaTAN((PXX=CL)/PXY)e0U,

SPLAY OUTPUT ON TERMINAL

® ABOVE<DESCRIBED INDICATOR FOR “HEPORT* JUST PROCESSED,
CURRENT TIME (s TIME OF TWIS REPORT),

8 CUXRENT ESTIMATED POSITION IN X,YeCOORUINATES,

8 SEMIMAJOR AXIS OF B6% CONTAINMENT ELLIPSE FOx
CURRENT POSITION ESTIMATE,

® SEMIMINOR AX1S OF CONTAINMENT ELLIPSE,

o ORIENTATION OF MAJOK AXIS (DEGREES CLOCKWISE
FROM Yeaxls,

TYPE® "

TYPE*IR & ", IR

TYPE"T 8 %,7

TYPE"X,Y & ®,X,¥
TYPE"SMA,SM] & ", SMA,SM]
TYPE"TAT & %,THT

TYPE® *

PROCESS NEXT REPOKT (OR DEADRECKON TIME), IF ANY

GO YO 9¢

TERMINATION

CONTINUE
END
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4 AALMAN FILTER wITH ADAPTIVE DRIVING NOISE
4
C FOR THACKRING IN HECTANGULAR X,Y=COORDINATES nIfWw POSITION .
C KREPORTS wrMICH ARE MEANINGFULLY LOCALIZ2ED In ONLY ONE
C ODIMENSION, SUCM AS APPRUXIMATIONS OF BEARINGSONLY REPORTS,
[
c
c INITIALIZATION
[+
c
¢ ENTER USEReSPECIFIEY PARAMETER VALUES FROM TERMINAL
[
ACCLPT"PRIOk EXPECTED SnlP SPEED = ",8
c
c COMPUTE INITIAL VALUES
c
Clev,
van,
vse,
Pxusd,
PaveQ,
PYUSD,
Pyvsy,
Pyus ,Segep
Puvsy,
PYVEPYU
Nee,
c
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BEGIN TRACKING

ENTcR AND PROCESS INITIAL REPQRT

IR & INDICATQORS ZERO IF “REPURT™ JUST SPECIFIES A TIME AT
aH]Cr DEADSHECKONED OUTPUT 1S DESTRED,
POSITIVE IF 1T IS AN ACTUAL HEPNRTY OFf
OQBSERVED POSITION, NEGAT]IVE TO
TERMINATE TRACKING,

FOR POSITIVE IR:

T = TINME,

ix,2Y = OBSERVED POSITION IN X%,Y=COOROINATES,

SMA a SEMIMAJOWR AX]IS OF 86X COMTAINMENT eLLIPSE FOR
UBSENVATION,

SM] s SEMIMINOw AXIS OF CONTAINMENY ELLIPSE,

THT s ORIENTATION OF MAJUR AXIS (DEGKEES CLOCKwISE FRrROM
Y=ax1$s),

OOOOAODONOODODODOOONOOON

ACCEPT™IR,T,IX,ZY,SMA,SMY,THY & *, IR, T,2X,2Y,5MA,5n,THT
IF(1R.LEL¥) GO TO 99

b 14

ThTsThT/57,3

xslx

yalvy

STaSIN(TRT)

CTaCOS(T™T)

SuAsSnAeShA

SMISSMIeym]

PXXS 250 (5MA®STeSTeSMIeCTOCT)
PXY2,2508ToCTe(S5MA=SM])

PYYR ,25¢(SMACCTeCT+SMIe5TeST)
Tnsal

TLeTY

TLus?

GO 10 4e

CONTINUE TRACKING

EnTek NEXT WEPORT

nNEOODDOON

86 AGCLPT"IR,T,2ZXx,2Y,SMA,SMI,ThY 8 ", IR,T,2X,2Y,SMA,SM],THT
IFC(IR.LT,0) GO TO 99
IF(IR,Eu,0) GO TO L@

THTeTHT/87 ,0 -
STSSIN(THT)

CT=2COS(THT)

SMABSMACSM,

Sr1sSmleSm]

RXXS, 280 (5 aeSTeSTeSMICTCT)
RXY8,25¢STeCTe(SMA=SM])

RYYS ,25¢(SMaeCTeCTeSMIeSTeST)

¢
¢ PROJECT STATE DENSITY TO CURRENT TIME
c
190 TAUST=Ty
TLeT

XpaskeyeTAy
YuwYeveTay

k)|




c
<

GASFXXe2,ePALeTAUPUUSTAUSTAL
GEBPYY®2 ,ePYVeTALIePVVeTAUeTAL
GXxYSGA®eTAY

GAYBPXYe (PXVvePYU)eTAUSPUVETAUCTAU
GYY3GoedrTau

GXUSPXUePUL»TAU
GxvapPAvVepPUVeTAy
GYUSPYUSPUVeTAY
GYVEPYVePVVeTAy

IF(IR,NELY) GO TO 6¢

XsXo

Yavyn

PXxaGxy

PXYSGAY

PYYsGYY

PXUSGXU

PxVeGuv

PYUSGYL

PYyysGyy

GU TO &

UPDATE STATE OENSITY wITw NEW REPORT

60 TAUsSTeTLU
TLus?T
Exslxexp
Evaivern
GlaGXXemXX
GRsGXYSRXY
GIsaYYeRYY
DETEGI*a3=~G2eG2
DETImy,
IF(DET.GT,.®,) DETIs1,./DEY
HXX8GIeUET]
MAYS«GeDET]
nYYSGLeUETY
X8XBS (GXXTMXXGGXYOHXY) ¢EX o (GXXOHXYSGXYeHYY) eEY
YRYEe (GAYeHXXEGYYeHXY)0EXC (GXYenXYoGYYenYY)eEY
USUe (GXUIRXXeGYYeMXY) eEXe (GAUNMXYeGYUeHYY)OEY
vEVe (GXVIMXXeGYVIRXY) 2EXe [GXVOMXYPGYVeHYY) oEY
PRABCAYaGANOGXXoMNXN=2 , 0GXXGYY*HXYoGXYSGXYONYY
PXYBGAYaGAXTGXYoMXX® (GXXOGYYOGXYOGXY) oMXYaGXYOGYYONYY
PYYSGYYaLXYOGXYeHXX=2 , aGXYOCYYOHXYaGYYEGYYONUYY
PXUSGXU=GXX¢GXULMXX® (GXXEGYUSGYYPCXU) ¢HXYeGXYGYURKYY
PXVEGXVaGXXeGXVOHXX = (GXXOGYVOLXYSGXY) oMY GXYSGYVaMYY
PYUSGYUaGAYeGRUeHXX=(GXYOGYUSGYYOGXU) eMXYaGYYeGYUSHYY
PYVERYVaGXYCGXVeHXXa (GXYCGYVOGYYEGXAV) eMAYaGYYeGYVENYY
PUUBPUUGXUSGXYsHXX =2 , ¢GXUSGYUSHXYSGYUeGYUTNYY
PUVEPYVeGXUSGXVeRNXXe (GXUPGYVEGYUCGX V) oMXYoGYULGYVNYY
PVVEPYVaGXVEGXVeHXX®2 «GXVEGYVIMXYaGYVEGYVeRYY

UPOATE DORIVING NOISE ESTIMATE AND AOJUSTY ESTIMATOR PARAMETERS

IF(Tau,LE.B,) GO TO 4@
TEsTeTN

IF(TE.LE.V.) GO TO 42

Inlel

IF(I,EQ,1) GO Tu 42

Dlse

GlsGAeRXX

G3IsGBer VY

CisGleGy
C2m3GAT((G1=GI)ee2¢d4,062¢G2)




Cis,5¢(C1eC2)

CesCi=Cc

CbeC1=G}

DeNsCBeCBeG2v062

DENISY..

IF(CEn,uT ) NENISL,/0EN
IF(C2.67,.,99*C1) CBSY,
IF(C2.6T,,99°C1) UENISY,
EASQENI e (CEoEROGReEY) 00l
EOSUENT o (CreEY=G2oEX) 0w
He (G29G2¢GXXm2,eG2eCBeGRYeCBeCBeGYY) *UEN]
rusC2e0eTAl

IF(1.6Y,2) GO TO 3¢

Ghlsg /Tay
VRie2,onemeGNIeGN]

GG T0 B¢

34 Dehs2,vnemevRleTAUeTAU

Oenjas,

1F(CEN,GT,.P,) DENIS1,/DEN
GulsvaleTALCDEN]
VnisVxle(i,ovn]leTAUCTAUCDEN])

8¢ Cl1sCleGNIe(EB=Hb)

Gse,

IF(CY,6T,¢,) €all

HaSCleQeTAY
DENBR,omAemievRIvTAUSTAY
CeNlse,

1F (WEN, LT 8,) DENIB1,/DEN
GNIsVRIeTAUSDEN]
VRIsVNMIe(1,oVR]eTAUSTAUCDEN])
CINCleGnrle(eAanA)

G0,

IF(CY.GT,0,) OsCl

DIsgeD]

PlLse,

1F (U3 ,6T,06,) PIsDI/TE
VRISYRI®2,9Ple(PleTE2TAYe2, ¢H)

ADJUST PARAMETERS OF STATL DENSITY

EZSHXXCEXSMXYOEY
EasnXYebXenYYeEY
PUUSPUUSP]

PVVSPVVeP]

AsPleTaAy

GaAeTE

G18G61eG

[T IR L1

DETHGLeGI=G2*G2

DET1sy¢,

1F(DET,GT,.?,) DETI=1,/0ET
HXX2GI*DET]
nXYs=G2eQET]
nYYeGLeOET]

UsyUehe (RXXeEXSHXYEY)
VEVeAe (MXYSEXoHYYeEY)
GLSRXNOMXXORAYonXY
GzORXXenXYoR Y enYY
GIORYY oML XOonYYenXY
GasnXYenYYonYYenyy
PaxsPXXeGe ((1eGLeG22G2)
PXYSPXYeGe (G1+GIeG20G4)
PYYSPYYeGe (GIeGAeGAarGa)

KX




28x+Ge (GI1oEZoG2eEn)
YaYeGe (GIeELZeGavEN)

ouTPUT

[2 X aXsNaXal

40 ClePXXePYY
C23S0RT((PXXmPYY)av2eg, ePXYEPXY)
Cie,S¢(CleC2)

C2sCi=C2
SHABQ,30kT(CY)Y
Sn1s2,e350xT(C2)
IF (PYY ~NE,0,) GO TO 70
Thisd,
I (PYX ,GT ,PYY) THT=UQ,
GU 10 &aw
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