AD=A112 225  MASSACHUSETTS INST OF YEC“ CAMBRIDGE ARTIFICIAL
QUALITATIVE PROCESS THEORY. (V)

INTE==ETC F/6 /4

FEB 82 X D FORBUS N0GO14=80=C~0505
UNCLASSIFIED Al=M=b64 " UNL

It




i

-
N
| 5
N
1%,]

u

———I—O g 22
o1 2.0
s ="
li2s flie e

-

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS 196 A




i

-

NI SO

"

. .

ADA112225

[0 FILE COPY

Y

UNCLASSIFIED . o @

SECURITY CLASSIFICATION OF THIS PAGE (Phen Dete Entersd)

REPORT DOCUMENTATION PAGE READ INSTRUCTIONS

BEFORE COMPLETING FORM
1. REPORT NUMBER

2. GOVT ACCUESSION NOJ 3. RECIPIENT'S CATALOG NUMBER

ATy 66 -l aes”

. TYPE OF REPORT & PERIOD COVERED
memo

4. TITLE (and Subtitle) L]

Qualitative Process Theory

6. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(a)

- : : . . . #. CONTRACT OR GRANT NUMBER(#)- - —

Kenneth D. Forbus N0OJ4-80-C-0505
9. PERFORMING ORGANIZATION NAME AND ADDRESS 10, rngcn.lm ERLEMENT.PROSOEESST. TASK
Artificial Intelligence Laboratory . AREA & mORI uT hunat

545 -Technology Square
Cambridge, Massachusetts 02139

11, CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATE .
Advanced Research Projects Agency . February 1982
1400 Wilsonm Blvd - : ' - . 3. NUMBER OF PAGES
Arlington, Viraginia 22209 - o : ‘54

14. MONITORING AGENCY NAME & ADDRESS({! dilterent from Controliing Ollice) |l.. SECURITY CLASS. ‘.l this repore,
Office of Naval Research ' o UNCLASSIFIED

Information Systems .

13a. DECLASSIFICATION/ DOWNGRADING
SCHEDULE

Ariington,.Vi rgini_a 2227

1S. DISTRIBUTION STATEMENT (of thie Report)

- -

Distribution of this document is unlimited.’

13. SUPPLEMENTARY NCTES

None : . '. R ,.: - .. .‘ - ;-:.b :' .- .._. . .-‘1 " .: ;..

19. KEY WORGS (Continve oo reveree alde H necessary and identily by bleck nunber)

" Artificial Intelligence
Knowledge representation.

Qualitative Physics
Commonserise reasoning

Causal reasoning - . Qualitative~simulatiqn‘.
\ .Problem solving . . ‘ Computer Aided Instruction’
20. A.\ ACT (Continue en reverse eside it ry and identity by block number) -

hings move, ¢ollide, flow, bend heat up, cool down, stretch,
break, and boil.these and other things that happen to cause changes in
bbjects over time are intuitively characterized as processes.To under-
tand common sénse physical reasoning and make machines that §ntegact
ignificantly ‘'with the physical world we must undgrstgnq qualitative
easaning about processes, their effects, and their limits.  Qualitati

rocess theory defines a simple notion of Reasoning about process also

motivates i

DD ,"92%, 1473 coimiow oF 1 nOV 8813 OsOLETR IR ACF I ..

———




\\ r
Quantity Space. This paper includes the basic definitions of Qualita-
tive Process theory, describes several different kinds of reasoning
that can be performed with them, and discusses
its implications for causal reasoning. The use of the theory is ill-
ustrated by several examples, including figuring out that a boiler can

blow up, that an oscillator with friction will eventually stop, and how
to say that you can pull with a string, but notpush with it._

o~ — e e . . ———_n S - . . -




MASSACHUSETTS INSTITUTE OIF TECHNOLOGY
ARTIFICIAT INTELLIGENCE LABORATORY

Al Mcemo No. 664 I"'ebruary 1952

Qualitative Process Theory
Kenneth D. Forbus

Abstract

Things move, collide, flow, bend, heat up, cool down, stretch, break, and boil. These and
otlier things that happen 10 cause changes in objects over time are intuitively characterized as
processes. To understand common sense physical reasoning and make machines that interact
significantly with the physical world we must understand qualitiative reasoning about
processes, their effects, and their fimits. Qualitative Process theory defines a simple notion of
physical process that appcars quite uscful as a language in which to write physical theories.
Reasoning about processes also motivates a new qualitative representation for quantity, the
Quantity Space. ‘This paper includes the basic definitions of Qualititive Process theory,
describes several different kinds of reasoning that can be performed with than, and discusses
its implications for causal reasoning. "I'he use of the theory is illustrated by several cxamples,
including figuring out that a boiler can blow up. that an oscillator with friction will eventually
stop. and how to say that you can pull with a string, but not push with it.
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Kenneth D, Forbus -4 QP Theory

1. Introduction

Many kinds of changes occur in physical situations. Things maove, collide, flow, bewd, heat up,
cool down, streteh, break, and boil. These and the other things that happen to cause changes in objects
over time are intuitively characterized as processes. Much of formal physics consists of characterizations
ol processes by differential equations which describe how the paramceters of objects change over time.
But the notion of pmcc\'.s is richer and more structured than this.  We often reach conclusions about
physical processes based on very little information,  For example, we know that if we heat water in a
scaled container the water can eventually boil, and il we continue to do so the container can explode. To
understand common sense physical reasoning we must understand how to reason qualitatiscly about
processes, their effects, and their limits. “This paper deseribes a theory | have been develop ng, called
Qualitative Process theory, for this purpose. [ expect this theory, when fully developed, to provide a
representational framework for programns that reason about complex physical systems as well as cominon
sense reasoning, Programs that cxplzlin..rq)uir and operate complex systems such as nuclear pewer plants
and steam machinery will need to draw the kiads ot conclusions discussed here,

Qualitative reasoning about quantitics is a problem that has long plagued Al Many scheines
have been tried, including simple symbolic vocabilaries (FAT!, VERY TALY L ctc.), real numbars,
intervals, fuzzy Jogic, and so forth. None are very sutisfying. ‘The reason is that none of the above
schemes makes distinetions that are relesant to physical reasoning. Reasoning about precesses provides a
strons. constraint on the choice of representation for quantities. Processes usually start and stop when
orderings between quantitics change (such as uncqual temperatures causing a heat flow). In Qualitative
Process theory the value of quantitics are represented by a partial ordering of other quantities datermined
by the domain physics. ‘The representation appears both uscful and natural,

‘The basic Qualitative Process theory described here is not intended to capture the full range of
qualitative reasoning about the physical world. Instead it is concerned with describing the weakest kind
of information that still allows useful conclusions (o be drawn, There are two reasons why this weak level
of description is interesting.  First, conclusions from weak information are often required to drive the
scarch for conclusions from more detailed information (an ilustration is {deKlcer, 1975)). More
importantly. I believe that the basic theory can be used to write what corresponds (o people’s common

sense physical knowledge, To capture more sophisticaied kinds of physical reasoning (for cxample, how
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an engincer makes estimates of circuit parameters or stresses on a bridge) extension theories containing
nore detailed representations of quantity, functions, and processes will be needed. By providing a shared
basic theory, future studies of more sophisticated domains may yield a way Lo classify kinds of physical

reasoning according to the extension theorics they require.
1.1 Overview of the paper

Since the first published account of Qualitative Process theory [Forbus, 1981b], the ideas have
been clarified and expanded considerably. At present an implementation is underway, but not complete.

The next two sections provide the basic definitions [or the qualditative representation foe
quantitics and the notion of a physical process. Quantitics are discussed first because they are requirea
for the process definitions. The three sections after that examine different kinds of reasoning that can be
performed, including reasoning about the limits of processes ("What might happen if this valve is left
open?”), consequences of alternate sitwations ("What would happen if the stove were hotter?”), and a
discussion of issucs involved in causal reasoning. Section 7 contains several extended examples, including
modelling a boiler, motion, materials, and an oscillator. Finally the theory is placed into the perspective
of similar work in Artificial IntcHligence, and possible applications are discussed.

The exposition of the theory is intended to be informal but precise. Axioms are used only when
they will Icad to clarity.  Although a full axiomatic description might be desirable, tie technical details
involved appear complex and the resulting gains appear small. When they appear axioms are usually
written in a Lisp-like notation for clarity, with occasional lapscs into standord predicate calculus notation,

‘I'h¢ underlying logic is assumed to be sorted.

S TR ORI TR oa i 15 iy wom Lo’ AT -
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2. Quantitics

Processes aflect objects in various ways.,  Most of these etfects can be modelled by changing
parameters of the object, propertics whaose value is drawn from a continuous range. The representation of
a paruneter for an object Is called a quantity. Examples of parameters that can be represented by
gquantitics include the pressure of a gas inside a container, one dimensional pasition, the temperature of
soing fluid, and the magnitude of the net force on an object.

A quantity consists of two parts, an any_nt and a derivative. These will be denoted A and 0
respectively, Amounts and derivatives are assumed o be some kind of number, in that they take on
values, have distinguished parts sign and magnitude, and their values can be combined and compared in
the same way numbers in mathematics are. The derivative of a quantity can in turn be the amount of

another quantity (for example, the derivative of (one dimensional) position is the amount of {one

dimmensional) velocity). The notation for the parts of guantitics is:

An - "magnitude of the amount”

Ag - "sign of the amount™

Dy - "magnitude of the derivative™, or "rate”

Dg - "sign of the derivative”

Ihe value of the wmnount of a quantity is delined in terms of its quantity space. A\ quantity

space is a collection of quaatities and numbers which torm a partial order.  Figuwre 1 illustrates the
quantity space for the levels of fluid in two tanks A and BB connected by a pipe. The clements which
comprise e Quantity Space for a particular quantity will be drawn from the definitions of the kinds of
processes and conditions that involve it. This means there will only be a finite number of clements in any
reasonable Quantity Space, making it a good sytnbolic description.

Note that the orderings and other relations among clements in a quantity space nced not be
fixed over time, for the elements can be other quantities. A notation is necded to distinguish the different
values a guantity has in different tisnes and situations. In previous formalizations of common sense
reasoning 1 is often used as an operator to tic the truth of a statement to a situation or poss:ble world

[Moore, 1979][McDermott, 1981} An example from the blocksworld is:
(T (ON A B) (After (PUTGN A B 50)))
In addition to T, the operator M is introduced to denote "measuring™ the value of a quantity or part of a

quantity in a particular situation. I1:2 notation is:

(M <quantiiy or part of quantity> <interval or instant>)
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. Fig. 1. Graphical Notation for a Quantity Space
The arrow indicates that the quantity at the head is greater than the quantity at the tail. - As drawn,
Level(B) and Top-of(A) arc unordercd.

> Topol(A
Batlom  —> Levelth) 7 D Towoll _/—> Top of(B)
\_> Level(B)

An example would be a statement about the effects of filling a container:
(greater-than (M Ay(level(cl)) (end (Filling c1)))
\ (M A(Level(c1)) (start (Filling ¢1))))
Now the Quantity Space can be defined more formally. ‘The Qspace of a quantity will cousist of

a set of elements (numbers, often the amounts of quantitics) N and a sct of orderings. 'The value of a
quantity Q will be the ordering relations between Q and the other elements in the Qspace. The value is
completely specified if the ordering between Q and every other elemnent in N is known, and is incomplete

otherwise. As with any other partial ordering, a quantity space can have a fop and a bottoin, such that
V q € guantitifes, t € times,
(and (not (less-Lhan (M (A Q) t) (bottom (Qspace q))))
(not (greater-than (M (A Q) t) (top (Qspace q)))))
A quantity space can also have the distinguished clemeut zerg, such that

AP ———— - Cmmm - T
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V g € yuantities,
(implies zero C (Qspace q)

vV t C times, ‘

(and (equiv (greater-than (M (A, q) t) zero)

(= (M (A5 q) t) 1))
(equiv (Yess-than (M (A; q) t) zero)
(= (M (Ag q) t) -1))
{equiv (equal-to (M (A q) t) zero)
(= (M (A5 ¥) t) 0))
(inplies (yreater-than zero (top (Qspace g)))
(V t € times (= (M (Ag g) t) -1)))
{implies (less-than zero (bottom (Qspace q)))
(V t C times (= (M (Ag q) t) 1)))
(implies (equal-to zero (bottom (Qspace g4)))
(V t € times (or (= (M (Ag q) t) 1)
(= (M (A5 q) t) 0))))
(implies (egual-to zero (top (Qspace q)))
(V t € times (or (= (M (Ag q) t} -1)
(= (M (Ag q) t) 0))))

Two points which are ordered and with no points in the ordering known to be between them
witl be called neighbor points. For the quantity space iu figure 1, tevel(A) has Bottom, Top-cf(A), and
Level(B) a» neighbors, but not Top-of (8). Distinguishing ticighboring puints will be important in
determining the ways that the processes acting in a situation can change,

Itis important to provide "hooks” ito the Quantity Space that relate it to domair concepts
outside of QP theory. Once example are objects with states that are defined in teris of paramcter values
and processes evelving, such as grain clevators being cmpty, full, or in between, or a four-cyele engine
being in the expansion phase. Another example are operational criteria for a machine, such as keeping

the fucl-air ratio in an engine with certain bounds to insure maxinum fuel cconomy, or voltages in a

circuit properly hounded so as to support the abstraction of logic signals. These connections are made by

adding conditions on the quantity spaces of a situation. A condition consists of a test on quantitics and

s’
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some assertion. Whenever the test holds, the assertion is true.! To say, for instance, that a grain clevater
is full when it contains its capacity we would write:

(condition (equal-to Amount-of(grain,elevator)
Capacity(elevator))
(full elevator))
As would be eapected, the change in a quantity is determined by its derivative.  The

contributions to the derivative of a specific quantity are represented by its set of influences.  The

derivative wiil be the sum of the nuinbers which are the incmibers of this sct. Often these numbers will be
the amounts of other quantitics, but they need not be. Determining the sign and possibly the magnitude
of the derivative by examining the influence will be called resolving the influences, by analogy with
resolving torces in classical mechanics.  Finding and resolving the influences on the quantities ot a
situation is a key task in reasoning about quantitics and processes. Consider for example (he amount of
fluid in a container where there are flows both inwards and outwards. ‘The influences are the flow raltes,
and the change in amount at any time will be the sum of these rates. “The sign of an influence will need to
be specified as well, for a flow rate may be increasing the amount of something in one container while
decrcasing the amount of it in another, ‘The cases where an influence is positive, negative, or unspecified

will be written:
(I+ <quantity> <number>)
(I- <quantity> <number>)
(I <quantity> <number>)
Combining influences requires combining D valucs. FFigure 2 illustrates how,

Before we can talk about integrability, we must define some simple ideas of timwe, An instant is a

1. It is casy to specify the inference in the reverse direction by defining the appropriate implication, so
this definition loses no power. It is assumed that the implementation of the process theory is modular, so
stating an implication as a condition allows the interpreter to know that this conclusion is one it must
draw when relevant because it is necded clsewhere.  An implication is used rather than logical
equivalence to provide modularity; the conclusion can be mentioned in more than one condition
statement rather than using a single statment with a disjunctive quantity condition if desired.
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Fig. 2. Combining v  Values ]
This tible specifies how o values combine across addition and multiplication.  deKleer's formulation

used the syinbol 7 10 denote the result for the cases which require information about amounts and rates,

Result

]

1
-1

1

1 .
{see below
-1

(see Lelow)
-1

»w o

_ e OO P
‘ ‘
[ e N e el — 1~ ]

- <

-1
e -1
-1

When cquivocable,
if v then if D (AN () then D(A)

it 0 (A)Xn(B) then D {B)
otherwise 0
it * then 10 b (A)*A(B)
> Du(BY*A(A) then ny(A)
i D (A)*A(B)
< 0, (BY*A(A) then (1Y)
otherwise 0

= The time of an instant is a mapping to an @implicit) global time scale. As with juantities,

point in tinie,
we assume for the sake of comparison and combination that times are drawn from the reals bat that we

don’t know their \':qlucs.3 The osual intuitive relations and Eaws for instants will hold:

2. 1 do not agree with Allen’s aiguments [Allen, 1981] that including “points” in  a temporal
representation must lead to inconsistencies. Clearly certain events which are point-like in one view (such
as a collision) reatly turn out to he a string of events happening over an interval, but that docs not inean
we should deny oursclves the convenience of the more abstract view. Fhere also are some events which
are fundamentally point-like, if we believe in continuity. Suppose a container which has been filling up
suddenly starts emptying. 1f we assume its net flow is continuously changing, then there was so.ne instant
when it went to zero in changing from positive to negative.

3. This is different from [McDermott, 1981], which includes arbittary known numbers, anc thus can
compute & numerical duration by subtracting the times for instants. One can casily imagine extending
Qualitative Process theory by allowing information about numerical vatues. but that is not the goal of the
base theory.
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Vig, iy C instants,
(equiv before(iy, i) (less-than (time iy) (time i;)))
A (equiv after(iy. 1;) (greater-than (time iy) (time i;)))
A(equiv simultancous(iq, ip) (= (time iq) (time i,)))
Aninterval is @ span of time, consisting of two distinguished instants stint and ¢nd, with the set

afinstints in between denoted as its during. The duration of the interval 1 is defined by
(= (duration 1) (- (time (end I)) (time (start I))))

and of course

(impYies (Interval 1) (not (before (end T) (start I})))

or equiv.lently,

(implies (Interval I) (not (less-than (duration I) zero)))
The set of instants and intervals will be collectively known as times.

Now the relationship between amounts and derivatives can be defined. Basically, if the amount
is increasing for a while there will be more of it, decreasing then less of it, and if it isn't changing it will

remain the same,
V q € quantities, I C intervals,
(implies (and (constant-sign D I)
(not (equal-to (duration I) sero)))
(and (equiv (= (M Dg(q) (during I)) -1)
(< (M An(q) (end 1)) (M Ay(q) (start I))))
(equiv (= (M Dg(a) (during 1)) Q)
(= (M Ap(a) (end 1)) (M Ap(q) (start 1))))
(equiv (= (M A (q) (during 1)) 1)
(> (M Ap(a) (end 1)) (M Ap(q) (start I))))))
where
vV n € numbers, 1 € intervals,
(equiv (VY 1),ip € (during I) (= (M s(n) i) (M s(n) i3)))
{constant-sign n 1))
This statement is very weak compared to our usual notion of integrability. It would be interesting to

discover what other notions exist that are richer than this one but still weaker than the Cateutus,

A key notion of this theory is that the physical processes in a situation induce (unctional
dependencics between the parameters of a situation. In other words, by knowing the physics you can tell
what, if anything, will happen to one parancter when you vary another. In keeping with the exploration

of the weakest information we can, we define
(=¢ 01 Qp)

(rcad "ol is qualitatively proportional to oo") 10 mean “there exists a function induced by a process which
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is increasing and monotonic in its dependence on Qp- such that f determines Qy and is dependent on it

least Q)" In algebraic notation, we would write

Qp = f(....Qq....)
(£ the tunction is decreasing monotonic, we will say

(g~ Q1 Qp)

and i we don’t wish to specify if it is increasing or decreasing,

(xq@* 1 Q)

This definition ofcro is motivated by issues involved in causal reasoning, as will be made clear in Section
6. Aside from =9 and its variants, the only other information that will be specified about the implicit
function is a finite set of correspondences it induces between points in the two quantity spaces. An
cxample of a correspondence is that the force exerted by an clastic band is zero when it is at rest. '1his

would be written:

{correspondence (Internal-Force(band) zero)

(Length(band) Restlength))
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3. Processes

A physical situation is usually described in rerms of a collection of abjects, their propertics, and
the refationships between them. An important fact of the physical world is that things can change. The
ways in which things change are intuitively characterized as processes. “To build a theory of  particular
Kind of physical reasoning, a theory of the processes that occur in the domain at hand must be huil(.' A

process is something that acts through time to change the parameters of objects in a sitwation. Examples

of simple processes include fluid and heat flow, boiling, motion, collisions, stretching and con:pressing.
Qualitative Process theory is based on the assumption that processes are the sole cause of

1 A physics for a domain consists of a description of the class of

changes in the patameters ot objects.
abjects included in it and a vocabulary of processes that occur in the domain. A situation would then be
described as a collection of vbjects and their properties, the relations between them, and the processes
that are occuring. it is assumed that the process vocabulary for a domain is complete, then all the ways
a quantity can change are known. 'l"hits makes reasoning by exclusion possible. Without this form af
“closed world” assumption (sce [Moore, 1975] or [Reiter, 1980)) it is hard to sec how a reasoning system
could debug or extend its physical knowledge.  ‘The further consequences of this assuaption will be

explored after simple processes are defined.

A process is specificd by five things:

o The individuals it applics to,

o A sct of preconditions, which are statements about the individuals and their
relationships other than quantity conditions,

o A sct of guantity conditions, which are either asscrtions of incqualities
between  quantitics belonging o the individuals (and  perhaps some
domain-dependcent constants) or assertions that particular processes are active,

1. When viewed as a possible psychological model, I call this assumption the strong sical causality
conjecture. ‘The weak version is that processes are the major cause of changes in objects, but certain
changes are considered "magic”. A priori, the weaker version appears a better psychological model.

T e 0V e
- 7
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oA sct of relations the process imposes between the parameters of the
individuals, along with new cntitics that inight be created.

o A sct of influences (sce previous section) imposed by the process on the
parameters of the individuals.

A process will act on any individuals to which it can apply, cxacily whenever both the
preconditions and the guantity conditions are truc.  Preconditions are those factors that are external to
Qualitati-¢ Process  theory, such as someone opening or closing a valve to establish a fluid path. The
aquantity conditions arc those limits and conditions that can be deduced within Qualitatis¢ Process
theory, such as requiring the temperature of two bodies to be different for heat flow to occur, or buoiling
10 OCCUE 45 A prerequisite to generating steam.

The set of relations associated with a process are the constraints it imposes between the
parameters of the objects it is acting on. Relations usually concern amounts and rates, but can include the
mtroduction of new entities.  Fxamples are flow rates and the amount of sican produced by o bailing.
‘The inflirences specity how these new entitics atfeet the quantitics of the objects involved in the process -
for example, thie flow rate will correspond to the increase in the amount of "staft™ at the dostivation of a
Now and to the decrease in the amount of “stuff™ at the source, To find out how a quantity is actually
changing requares stiming all of the influences on it, since several processes may be acting at once.
Figure 3 ilotrates process speaifications tor heat flow and baoiling, Qualitative Process theory concerns
the form of physical theories. not their specific content. For example, the heat flow piocess illustrated
adheres o cncigy conservation, and does not specify that "stuft™ is transfered between the source and
destination. The language provided by the theory also allows a heat flow process that violaies energy
conscervation and transfers "caloric fluid” between the source and destination to be written.! “The
assumptions madce about the content of physical theorics are weak indeed.

1Te quantities and constants that are compared to a particular quantity by quantity conditions

in the process vocabulary are included in its quantits space (the other source of quantity space clements

L. Another example is the "kludge” in the boiling process - adding a negative influence to the beat of the
watcr equal to the flow rate prevents deducing that the temperature of the water rises during toiling. A
better sedution would be to explicitly use energy transter, but | haven't worked out the details.
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Fig. 3. Physical Process Definitions
Heat-Flow(s.d)
individuals (s object with heat)
(d object with heat)
Precondition: J(p)Heat-Path(p,s,d)
QuantityCondition: AL (T(s))>Ap(T(d))
Relations: Let fr be a number, (yreater-than fr zero)
(g fr (- Ag(T(s)) A,(T(d))))
Influences: (I- Heat(s) fr)
(I+ Heat(d) fr)

Boiling (w)
individuals (w contained fluid)
Precondition: 3(f) AirSpace(f)
AShared-Tace(f,w)
QuantityCondition: “1(s)Heat-Flow(s,w)
An(T{w))=Ay(T(boil{made-of(w))))
Relations: 3(g individual)Gas({g)Amade-of(g)=made-of(w)
Let gr be a number.
UIQ gr Dp(Heat(w)))
T(g)=T(w)
Influences: (I- Heat(w) fr(Heat-flow(s,w)))
(I- A(w) gr)
(I+ A(g) gr)

A uscful law for dealing with heat is
V(s) («xq T(s) Heat(s))

T'o model a heat source,

D Heat(s)) = 0 and 50 Dg(T(s)) = O

arc from the condition ncchanism). Because they correspond to discontinuous changes in the processes
that are occuring, they are called liniit points. Limit points scrve as boundary conditions. For example,

the temperature quantity space for a (luid would include the limit points:
T(ice) -> T(boiling)
where temperatures at T(ice) and below correspond to the solid state, temperatures of T(boiling) and

above correspond to the gascous state, and any temperature in between to heing a liguid.

Just as the ontology for physical situations at a particular instant is extended by the addition of
processes, the representation of change must also be extended. 'The history represctation introduced by
Haycs in the axioms of liquids [Hayes, 1979] is assumed as a starting point. To summarize, a history of an
object consists of episodes, cach of which corresponds to "somcthing happening” to an object. lach
episode consists of a where and when, comprising the spatial-temporal bounds of that occurance.
Interactions can occur only when episodes intersect. 1'be kind of histories introduced in the liquids paper
will be called parameter historics, because they describe the change in a particular parameter of the

object. A process history is the description of the processes happening to a particular collection of

o~
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ubjects, where the wnen of an episode in the process history is the interval over which that instonee of the
process is acting. The history for an object is just the union of all its parameter histories and e process
histories it participates in. "The use ot histories is illustrated in the examples section.

The Tanguage of processes is inade o ~siderably more useful by applying ideas about Yinguages
gleancd from computer science. A good language should include some notion of primitives. means of
combining these primitives, and means of abstraction which allow new primitives to be defined. The
things we intuitively characterize as processes arc of course primitives, but the descriptions of ebjects niay
also be viewed as primitives. The "process ol being a gas”, for instance, implies that the qualitative

relation
P(GY*V(6) A (G)*T(G)
holds. Presunmably a richer process vocabulary would contain the "mechanisms” that induce this

relationship, but there is no reason to always inctude such deail. Consider for example a rosistor in a
ancuit that never exeecds its electrical copacity. The detailed mechanics of conduction hinder rather than
help when caleulating the current lha; will resalt from a voltage across it This way of including
relationships between parameters that hold by "the nature of" an object allows some of the processes
causing changes to remain implhicit,

The means of combining processes is by sharing paramet=rs and by sequentiality, and the means
uf abstraction s giving these combinations namics, An example ol a shared paranmicter combin:tion s the
comipression stioke of a four stroke engine.  An example of a scquential combination is « cycle in an
oscillator, Freating these combinations a8 new processes then allows properties of  the systeni they
duseribe to be reasoned about, such as deducing the conditions under which a pumped oscitlator will

! Note that sequential combinations require including a behavioral  description - the

senidin stable.
process history for the individuals - in the relations of the compound process.  Uncapsulating behavior in
the definition of a process also altows certain primitive processes to be described, such as collisions (see

hclnw).2

L One usc of compound processes would be representing the device models in deKicer and Brown's
theory of muchines [deKleer & Brown, 1982].  ‘The preconditions and quantity conditions of the
compound process would correspond to their assamiptions about the validity of the device modcl.

2 This sheald abso allow the representation of diSessa’s "phenomenological prusitives”[diScsya, 1982)
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It is apparent that the notion of process should be extended to form a hierarchy via classilication
as well as by composition.  For example, there arc many kinds of motion - flying, sliding, swinging, and
rolling.  Sliding and rolling are examples of notion along a surface, and along with swinging form
motions involving constant contact with another object. Having explicit abstract descriptions of processes
should be uscful because they are often easicr to rule out than more detailed descriptions. I, for instince,
there is no path between two places through which an object can be moved, it cannot get there by sliding,
flying. rolling, or any other kKind of motion that might exist. ‘The notation for hicrarchial processes is still

under devclopment.
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4. Limit Analysis

The definmtions of quantities and processes above provide enough formal structure 1o deduce,
givenaphysics and avery general deseription of a situation, what processes are occuring and the changes
they will cause. The preconditions and quantity conditions can be used to determine what processes are
opersting within the situation. "Fhis information can in turn be used to deduce cianges in the properties
of the situation (such as a temperature rising or an aimount dropping) and the Hmits of the processes
imolhved.

To infer the limits of a process, first find the influences on all affected quantities and determine
the 1esulting o value, ‘Then find the neighboring poimts within the quantity space.  1F there is no
neighbor ina direction, then motion in that direction cannot aflect the process. ‘The ordering between
cach neighbor and the current smount of the quantity can be combined with the D¢ values of each to
determine if the relationship will change (see Figure 1), 1Fthe neighbor is a limit point, some process may
cnd there and others begin, Thus the set of possible changes in orderings involving limit points becomes

the ways the carrent set of active processes might change. This assumes that rates aee non-infinitesimal, so

Fig. -l Linking derivatives with Inequalities
This tible sumnrizes how the ocdering relationship between two quantities may change according to the
<ten ol their derivatives over some interval.
Next
Relation

8
0 >
1 =
1]
1

w O

1>
>
If D,(AR)>Dp(8),>;
-1 > < implies =, = implies >
-1 0 a
-1 1 -
-1 =1 if DL(A)>D(B),=;
< implies >, = implies >

Next
Relation

B
0
1 <
0
1

“n O

1>

>

if Dp(A)>Dp(B).>;

-1 > < itmplies <, = implies =

1 0 <

-1 1 <

=1 =1 if D, (R)>Dp(B), .

< implies >, = implies =

L ormd e e O OO

®C — o<




L 4

&y

Kenneth . Forbus -19- QP Theory

that if a quantity is moving towards some point in its space it will actually reach that value in some finite
timc.1

More than one change is typically possible, as the examples in Section 7 will illustrate. There
are three reasons for this. First, if the ordering within a quantity space is not total more than one
neighbor can exist.  Sccond, a process can influcnce more than one quantity.  Finally, more than one
process can be occuring at once. For some kinds of tasks just knowing the possible changes is enough
(such as envisioning, in [deKleer, 1975]). 1f required, knowledge outside the scope of Quaditative Process
theory can be used to disambiguate the possibilitics. Depending on the domain and the style of reasoning
to be performed there are several choices: simulation [Forbus, 1981], algebraic manipulaition [deKleer,

1975), teleology [deKleer 1979), or possibly by default assumptions or obscrvations (discussed in [Forbus,

1982]).

1. Notc that relaxing this assumption would result in only one additional state in the possibilities
returned by the limit analysis - that the current set of active processes never changes.,
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5. Incremental and Differential Qualitative Analysis

An important techngive for understanding physical systems is Incrementat Qualitative (1)

analysis, introduced in [deKleer, 1979]. Qualitative Process theory provides an interesting way 1o
understand - Incrementad Qualitative analysis, and suggests a variant reasoning  technique that appears
quite uselut,

In Incremental Qualitative analysis, the value of a quantity is represented by the sign of its
change feom soine earfier situation - cither "increasing”, "decreasing™, or “same”. Note that an 1Q value
of a parameter is pot the same as the sign of the parameter’s derivative, but a comparison of the amount at
two different times. The insight underlying (his choice is that an important part of undarstanding
machines (or other physical situations) is to understand row they respond to a pertubation,

The 1Q maodel of a system s built from device models (o its pants, cach of which Cefines the
relationships it imposes between its parameters. A resistor, for exanple, would be modeled as:

Voltage Change <=> Curvent Change

The analysis proceeds by assizning an increase or dm\;;r.c to the input of the machinge and propagating
the effects of this change through a madel of the structure of the device. Caasality is impuned 1o the
sequencing of events in the simulation, although the qualitaiive nature of the description usually requires
extra assnaptions or information to reduce the result down to a single sequence representing the
behavior of the device. deKleer elegantly demonstrated that causal arguments of this form. atong with
the assumption that every device in a circuit serves some purpose, sulfices to recognize a larse class of
clectronic circuits. The results of 1Q wnalysis can also be used to gencrate English cxplanations with
mterleayed animation to provide intelligent Computer Aided Tnstruction [IForbus, 1980).

The lack of an cxplict representation of processes severely limits the applicalnlity of 1Q analysis,
1 analysis implicitly assumies that the systentis in some cquilibrium, and that the changes in the system
don't canse the "region of behavior™ of the device models to change. This corresponds to assuming a
fixed process description for the situation.  The only cncoding of such state information s in state
variables of the ohjects in the situation being modelled. For instance, a simple diode model is:

if diode 15 ON, Change in Voltage = 0

if diode is OFF, Change in Current = 0

The tist - ase corresponds to a current flow, the second 1o a situation where the reversed voltage means
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there is no flow.  deKleer determined values for the state variables in the systewn by looking for globally
consistent interpretations under the  teleological assumption mentioned previously.  Another way to
determine the active processes that appears much simpler (and is available even when the system is not an
engineered device) is to make assumptions about the relative magnitudes of the guantitics in the x‘ystuu.]

Deducing that a state variable will change as a result of events in the quatitative simulation - true
time- domain analysis - is impossible with 1Q analysis alone. As an experiment, deKleer tried o capture
such changes by adding rules to the device modcls which stipulated cases where change was possible
[deKlcer, 1979]. “The graph of possiblitics was then pruned by using consistency relations between states.
‘The computation proved unwicldy. From the present perspective we can see why - a process corresponds
to a consistent set of states, and there can be several state variables which depend on a process. Processes
introduce a new "locality” which makes sense physically and reduces the combinatorics of the problem
considerably. [n addition, the richer notion of time and quantity in Qualitative Pracess theory may make
truc qualitative tiine domain analysis possiblc.

The idea of a compavison in IQ analysis suggests a complementary qualitative reasoning
technique. 1Q analysis concerns the relationship between two situations, one of which is a consequence of
things happening in the other.  Another case of interest concerns situations which are just slightly
ditferent from one another. For instance, we often have an idea of the different consequences that would
result if something were changing a bit faster - if we put the hicat up on the stove the water in the kettle
would bail sooncer, and if our arm were quicker the serve would have been returned. 'The language in
which such conclusions arc expressed is in part the same as that used in 1Q analysis - amounts are cither
the same, increascd, decreased, or indeterminate as compared with the old situation. ‘The difference is in
"where the measurements are tiken”, as suggested by Figure 5. Answering these kinds of questions will
be called differential qualitative analysis.

Let us consider asituation A. If we get a new situation B by changing somc ordering in A or by
changing a single process in A, we will call B an alterpative to A. There arc two kinds of changes which

may occur as a result of perturbing A. First, the process history for the situation itself may change, apart

1. Jerry Roylance has suggested that un expert circuit designer has a good enough idea of the numerical
values in a circuit to do this [personai communication]
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Fig. 5. Difference between 1Q and DQ values

Q

i
N

Time
e— — el 9

from any changes made to  define B in the first place. An cxample would be punching a hole in the
bottom of a kettle, which could let all the water drain out before a boiling occurs.  Even changes in
orderings can lead to historical consequences - if we reduce the intensity of a flame while still agrecing

that it will be turned off in five minutes. boiling may again be prevented. IFor simple DQ analysis we arc
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interested in the case where the process history remains the samc.l

et DQ(qg. A, B) for some quantity q be the sign of the difference between two situations A and
B that are alternatives. Then the tnequality order between them defines 1Q values, as follows:

(greater-than (M q A) (M q B)) DQ(q, A, B) = 1

(less-than (M g A) (M q B)) DQ(g., A, B) = -1

(equal-to (M q A) (M g B)) DQ(q, A, B) = 0

‘The inequality orderings for instants must of course be extended to apply over intervals, Tor equality this

is simple:

Vqq. gz € quantities, 1 € intervals
(equiv (equal-to (M qq i) (M qp i))
(Yiy € (during i) (equal-to (M gy i9) (M gz i1))))
IFor the other cases the choice is less clear. The strongest version of greatar-than is having it hold over

cvery instant in the interval;

Vqy. qp € quantities, i1 € intervals
(equiv (greater-than (M qq i) (M qp 1))
(Vig € (during i) (greater-than (M qgq-iy) (M qp i4))))

but for extending our notion of integrability, the following will also suffice:

Vay. g9, € quantities, i € intervals
(equiv (greater-than (M qq i) (M gqp 1))
(and (3iy € (during i) (greater-than (M g1 19} (M qp iy)))
(Vip € (during 1) (not (less-than (M qq 11) (M q; i1))))))
A version of 1ess~than for intervals may be similarly defined.

Let us use DQ analysis to express the relationship between rate, duration, and “distance” for a
quantity that is changing during an interval. Intuitively we know that if the rate increases or decreases,
the duration of time will decreasc or increase, or the "distance™ the value moves will increase or decrease
for the sane duration. Tmplicit in this simple intuition is the restriction that the rate is constant during
the interval, i.e., that the function defining the change of the quantity is lincar and time invariant. 'his
often is not the case, so we must require that cither the beginning or the end of the two cpisodes heing

compared are the same.  If we apply DQ analysis only to alternative situations this restriction will be

1. Analyzing changes in the process structure requires a better vocabulary for historics than 1 have at
present.
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satisilied.  'The desired relationship is simple - the difference in “distance™ is just the product of the
differences in rates and durations, The DQ values combine as do D values, and this sort of relationship
fends itself casily to deduction using constraint network techngiues, os illustrated in Figure 6.

Difterential Qualitative analysis should prove useful in characterizing  other kinds of similar
sitwations. Part of the job of describing the states of a complex system can be performed by describing
DQ values for quantitics in - situations where different states hold (see Transmission example below). DQ

vadues are also useful in analyzing behrwvior of a systemy during the construction of compound processes

Fig. 6. Comparing alternite situations

This netwoik can be interpreted by the usual conventions of constraint networks to yield th» kinds of
deductions possible about the relationships between the rate of change during the interval, the duration
ol the interval. and the change ol value for a quantity during the interval. The particular argument shown
helow characterized as "I it had moved faster it would have gotten there sooner”,

TRate ]
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t dher (Time end) or (Time start) must be constant,
Asisume constant distance,

Rate 1 => Duration -1 =) (time end) -1 or (time start) 1
Rate -1 =7 Duration 1 = > (time end) 1 or (time start) -1

Similarly for constant duration.
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6. Cuusality and Functional Dependence

Causality is an impottant concept in understanding physical systems.  One component of our

notion of causality is found in 1Q analysis, in particular knowing that "changing A will cause B to

change™. This kind of causality will be called incremental causality. 1t can be usefully defined within
Qualitative Process theory, and doing so explains a problem found by several workers in implementing
systains to perform causal arguments.

I claim the statement “A change in A causes a change in B is equivalent to "The precesses in
the situation induce a functional dependence of B on A”. Muking B functionally dependent on A insures
that a change in A will result in a chaoge in B. Requiring the function to be a consequence ol processes
oceuring in the situation introduces a miechanism tor the change. o sce the importance of having an
underhying physical mechanism for the change. consider an abstract rectangle. By definition, its area is
the product of the length of its sides. TF we then imogine a Tonger rectangle, we know its are.is larger.
There s no sense of causality in the change between the two rectangles. Now imagine the firse rectangle
ter be arade of an elastic inatedial, and the second rectamgle obtained by strechine the first. In this case it
makes sense Lo say “the increase m length causes the area to increase™. The relational descripiion is the
same in both cases, only the assumption of an underhying process is ditferent.

I'Lis example iHustrates a problem that has arisen in implementing systems to construct causal
.'u;;unn'nl\‘.] Tire physical system under study is modelied by the relationships between its parameters,
amd Incremental Qualitative analysis is used to construct descriptions of how the system changes. Fach
change in the model is interpicted as a change in the system. with the order of computation being
idennficd with the order of events in the system. Figure 7 contains fragments from two of the models.?
Sematimes an assumption is needed to make further deductions, Suppose while using the "stuft™ model

we have reached the fragment shown in the top of the figure, concluding that the heat is increcsing. We

1. the problem was observed in implementing the model of & student’s understanding of  a heat
v hungor deseribed in [Williams, et al., 1982 in my own work on understanding Automatic Boiler
Control sostems, and in the kidney model described in an unpublished paper by hrwin Asbell.

2. The systems were inplemented in CONLAN [Forbus, 1980]. 4 constraint language. The potation is
similir to that of logic diagrams, ev. opt that the terminals are given oxplict names and the devices are
mule-functional,

T - —— e
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Fig. 7. Constraint representation of relutionships

() is drawn fiom the model for a picee of "stuff used in an effort 1o represent astudent’'s understanding
ot heat exchangers.

(b) is drawn from an 1Q model of a kidney to be used in explaining the syndrome of inppropriate
secretion ot anti-diarretic hormone (STADH).

Stuff Model

A(stuff) Y :'.ieat,,'"“‘_—"
‘;l—é}—rm T= 'I'.Telnl)«-ralu'l'e"
T(stuff) N A L A = "Amount.of
Portion of
) Kiiney Model
A{fluid) A = Amount.of”
% | AtNa) C = "Concentration”

C(Na) -‘l'—ﬁ

are at an impasse. for eizher the change in amount or the change in temperature wast be known to deduce
the change in the other. A further assumption is both reasonabic and prudent, but which one? We could
assume that the temperature is constant, in which case we deduce an increase in the amount of "stuft™.
While a reasunable deduction, it is not the case that "the increased heat gauses the amouat of stutf to
increase”. The only causal interpretation is backwards - that "the incrcased heat must have come about
because the the amount of water increased, because the temperature is constant™, A similar problem
occurs in modelling the effects of sodium retention in the kidney model, a fragment of which is shown in
the botton of the figure. Tncreasing sodium will cause the amount of water to increase, if the rest of the
kidney is working as it should - but the incchanism involved is a complicated fecdback system which
depends first on detecting the increased concentration, not the definition of concentration itselft ‘The
only proper causal conclusion that can be drawn from this fragment is that the concentration is

increasing. Fow can we detcrmine in gencral which assumption to make?

( The answer is to explicitly “onsider the processes that cause the changes in the system. ligure 8
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Fig. 8. Model Fragments with possible Proceses

Here are the models from the previous figure with the guantitics annotated with tive (likely) processes
that might aftect them. Note that certain quantitics (temiperature, concentration) cannot  be directly
changed.  These are dependent quantitics, and should not be the subject of assumptions in building
causal arguments.

4 Mix-In(Stuff)

[/\ stuff)

( .
l- }- H(stuff) (——— Heat-Flow
I_Ij(;tu") _—J— *_ T
Mix-In(fluid)
A(rluid) J/

v
N >
j >K, L A(Na) {——— Mix-In{Solution)
C(Na) L
/D-»——— Mix-In(Na)

iMustrates the fragiments shown previously with annotations corresponding to a hypothesized set of
processes that could affect them. The assumiption that a quantity is constant is the asstunption that cither
no process is influencing it or that the influences on it cancel, In the “stft™ modcl, for instance, it is
reasonable to assume (ualess we know otherwise) that no mixing is occuring. 'This leads to the conclusion
that the temiperature is increasing. Assumptions to further causal arguments should be about processes,
not the values of quantities!  In particular, quantitics which cannot be directly affected by a process
should net be the subject of assumptions in causal reasoning, for they are dependent on other quantitics.
The enriched ontology provided by processes also atlows explanations of anomoulous conditions should a
causal argument be found in error. 1f for instance there is a heat flow into some stuff and the temperature
is still not rising then either the stutf is changing state or enough colder stuft is being added to swamp the
influcnce of the heat flow. Knowing just that the constant amount assumption was violated begs the

question ol by what, A nixing or a boiling is somcthing that can be observed, or at least has vther
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measurable effects - iFa program were dealing with a physical system it could try ro find out which of the
alternatives is occuring.

One gual of rescarch into conmmon sense physical reasoning is to develop a theory ol abscrvation
- aset of techinigues for planaing experiments on a system and using the resuits to {igure out how it
works. One prerequisite of such a theory is a theory of what the result looks like. Qualitative Process
theory appears to be a good candidate for a target tanguage, since it dictates the form of the theories more
than their content. The notion of incremental causality is also important, for we often experiment with a
systemn by changing something and sceing what happens.  Ascribing causality to 4 change is .ssigning
credit for the observation to some theery of the situation. Some notation tor focal causal connections is
required to express these simple observations, 'This requirement was a major motivation in the definition
of “ (sce Scction 2), which asserts that a process induces a functional dependence between two
quantities. 1f whenever parameter A in a system is poked parameter B changes, the result can be
cxpressed as (x4 BA).

More powerful statements about a sy.tem being understood will require extensions of Ty To
sce what is involved, consider the analogous situation of learning how a typewriter wnrks.l If the space
baris pushed, the carriage will move to the left. This is the kind of statement that can be made with <
But lots of other things can happen to move the carriage, namely all of the Ietter keys and o few more.
Thus it would be useful to be able to state all of the influences (at Jeast, within  the current grasp ot the
situation) on some pasticular parameter. Suppose also that we just wanted to move the paper up without
changing anything clse. The return bar would move the paper up, but before doing so would return the
carriage to the right. Being able to say there are no (known) intervening patameters is then also a useful
ability,

To sec how these notions can be expressed, consider the collection of =9 relations that hold at
some instant in time. For any quantity, the ) statements relevant to it can be thought of as a tree with

the dependent quantity at the root and the "independent™ quantitics at the leaves.2 A plus or minus

1. This is not proposcd as a scrious example because the quantity definitions and « 0 would apply only

in a very abstract sense.
2. Actually a directed graph with cycles can be formed, as for instance in a control system
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denotes the sense of the connection (whether or not it will reverse the sign of the change in ihe input).
(@47 Q1 Q). then, only specifies that Q, is on some branch "above” Q-

Figure 9 illustrates such a dependency tree. Suppose we are trying to cause Q4 to change. fwe
don’t want to change Qe then Qg 0r Q, are our only choices.  We need a way to express that {at least
within our knowledge of the situation) there are no intervening parameters. To say this, we use
(OL'Q-direct Qp Q4)
which can be modified by +, -, or * as before. cro-dirccl adds a single link o the tree of dependencies,
Another problem s to find all the ways to bring a change about, or to prove that changing one thing
won'tcause .4 change in some other guantity of interest. We do this by stating that a particular collection
of quantitics together “closes of ™ the tree - there will be exactly  one quantity for cach brinch. Our
notation wiil be
(OEO-aH «juantity> <plus-set> <minus-set>)
which meaas that there is o function induced by a process which determines the quantity, .and which
relies on the quantitics in the two sets soley. 1€ a quantity is not mentioned in a cxo-ull staterent, then
cither it is relevant to the quantity of interest, it depends on some quantity in the cchH statement
{above the slice of the tree which it makes), or some quantity in the oco-ull statement depends on it By
ruling out the other two pussibilities, independence can be established.

As arule g statemicnts will not hold for all time. In the typewriter analogy, imagine the
carriage at the end of its travel - Hitting the space bar will no longer result in movement. More o the

point, consider Q given by:

Fig. 9. A tiee of functional dependencies
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0p = (a - b*Q)*Q4
if a> b%Q,. (g Qp Q1)
a = b*Qp, (not {<* Qg Q)
3 < b*Qy, (%g- Qg Qq)
In the case of equality, Q and Q, are not related at all, and in the other two cases the sign of the function

connecting them is different. “Thus the collection ofczQ statements which are true for a system can vary as
a function of the values of the guantitics as well as changes in the process structure of the situation. The
cullection of o Statements that holds for some class of situation will define a mode of the svstem being

deseribed. Mualti-mode systems include four stroke engines and auntomobile transinissions.

N e ik
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7. Examples

AL this point a great deal of formal machinery has been introduced. 1t is time to illustrate how
QP theory can be used in physical reasoning. ‘The examples will be fairly informal for two reasons., 14iest,
several of the domains involve issues of spatial rcasoning that are still under stndy.l ‘The sccond reason is
that the theory is not yet implemented (although a program is in progress). Still, they should provide

some kind of indiciation as o the theory's utility.
7.1 Boiler

I.et us consider the possible consequences of the situation shown in Figure 10, The situation
consists of a container partially filled with water that can be heated by a flame; the container has a lid
which can be scaled and is surrounded by air. The initial amounts are assumed to be those of standard
temperature and pressure, all b values are initially 0. At some point in time Uie heat source is wirned on.

We will stiputate that if boiling occurs, the lid will be closed and scaled. Some of the physics recquired for

IFig, 10, A simple boiler and its Quantity Spaces

wd A - "Amount-of”
Air T = "Temperature”

P = "Pressure”

Container Quantity Spaces
HO V = "Vulume” e
2 NONE > A(Water) -> FULL
T(ice) -> T(Water) -> T(Boif)
-> T(Souice)
Heat Source

P(crumpie) -> P(inside) -> P(burst)

I. At present work is focusing on the Mechanism World. which includes the BlocksWorld but also more

complex shapes and some non-rigid materials. 'FThe aim of the project is to understand devicas such as

m-hanical watches and automobile transmissions.




—
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this problem is contained in Figure 1. ‘e rest of the details, and especially fermalizing the geometry
involved, will be ignored in this example,

When the heat souree is activated, there will be a heat puth between the scurce and the
container, Assuming standard temperature and pressure in the environment, and assuming both that vur
process  vocabulary is complete and that there are no unstated processes occuring (Losed world
assumption), if T(source)>T(water) there will be a heat flow from the source to the water. Being a
temperature source, the influence of the loss on the temperature is ignored and D1 (source})=0. Ihe
only influence on T{container) is that of the heat flow, so D (T(containter))=1. This in turan will cause
a heat flow to the air surrounding the cup, the air inside the container, and the water. Mosi of these

temperatures will be ignored. ‘The temperature guantity space looks like:
I'(ice) =-> T(water)-> T(source)
-> T(boil)
If T(source)>T(boit) and the process is unimpeaded (i.c.. the preconditions for the heat How retnain

truc), the next process that will occur is a boiling.
Before considering the boiling, we can examine what happens to the air inside the container.

‘The relationship between the parameters of air duc to its gascous state can be expressed as:
P(air)*v(air)=A(air)*T(air)
While the water is heating,
Dg(V(air))=0 and
Dg(T(air))=1
=D (P(air))=Dg(A(air))+1
Changes in pressure and amount of something usually result from a flow. 1fthere is @ flow then

it must be cither inward or outward.  First assumne no flow occurs., Then because the anly way for

Amount-of of the air to change is a flow,
Dg(A(air))=0, SO Dg(P(air))=1
But initially p(air) = P(outside) so the conditions for a flow are cstablished, contradicting the

assumption. Can the flow be inward? If so, D (A(air))=1. This requires D (P(air))=1, which cnables
an outward flow, again a contradiction. Finally, if there is an outward flow then o s(A(air))=-1. IFrom
the combination table for by values we know Dy(P(air)) could be -1, 0. or 1. Dg(P(air))=-1 can be

ruted out because in that case an inward flow would also be occuring, violating our assumption of
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outward flow. By exclusion we accepl it, realizing that some ambiguity still cxisls.I

Suppose the preconditions for the heat flow continue to be met and boiling occurs. “The amount

quantity space looks like:
NONE -> A(water) -> (M A(Water) Initial)
-> A(steam) ->
The influcnce of the boiling on A(water) moves it towards NONE.  So one of the ways the process might

end is that all of the water is converted to steam. However, we must deduce the effects of the change in
A(stean) to he sure we have all of the possibilitics.

Because the steam is still in contact with the water their temperatures will be the same, and
under pormal conditions the boiling point of water is constant. However, we assumed that the container
would be scaled when the bailing hegan, The only influence on A(steam) is from baoiling because the
geometry of the situation makes gas low impossible. So D (A(steam))=1. If we think about what is
happening in some particular instant of time we can first assumie D (T(steam))=0, .nd since
T(steam)=T(water), D (T(steam))=0. Sl.c‘lm is a gas, so its paramceters are related by:

P(steam)*V(steam)=A(steam)*T{steam)
and by substitution,

DS(P(steam)) l-DS(V(stnam))=1.

Since the container holds only the water and steam (ignoring the air), geometry tells us

V(Inside(container))=V(stean)+V(water)
and becanse the container is rigid, D (V(Inside(container)))=0. Also, from physics we know

(0‘-0 V(water) A(water))
amd from the process description D (A(water))=-1. Thercfore D (V(water))=-1 and D (V(steam))=1.
Examining the combination table for D values reveals that for D (V(Inside(container)))=0 t0 hold, it
must be that

Dm(V(stenm)) - Dm(V(water))

1. “The details of how the pressure changes with time depend on more geometry than we have here. For
example, if the top is very small the pressure might build up for a while, but if it is very large then the
pressure might be essentially constant.  The important point is that cach model for outward flow is
constent,
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What does this imply about the pressure?

]fl)s(P( steam))=0, then from physics we know that foi some amount of water boiled off,

V(steam) >> V(water)
which means,

Dm(v(steam)) >> Dm(V(wat,er))
which cannot be. The pressure must supply some influence on the volume, in order to make the rates
cqual. Suppose D (P(steam))=-1. ‘Then for a particular amount of steam at a particular temperature the
gas law tells us the influeace of pressure on volume:

DS(P(steam))+DS(V(steam)) =0
‘This means the influcnce of the pressure change would result in D (V(steam))=1, which docs not help.
On the other hand, D (P(steam))=1 means D (V(steam))=-1, which provides a negative influcnce on
b (v(steam)) that can cancel the difference in rate. So D (P(steam))=1.

Because the steain touches the water and (he container,
P(steam)=P(water)=P(Inside(container))
‘This means that p_(P(water))=1, and because physics tells us

(0:Q T(boil) P(water))
we conclude D (T(boil))=1. ‘This means more heat can flow (rom the source and the batking can
continue at a higher temperature and pressure. Since the same conditions hold for the new temperature
and pressure, the increase will be continuous.

How might all of this end? Unless there is some outside factor, cither:

1. A(water)=NONE, boiling stops and stecam heats up to T(source).
2. r(water)=T(source), boiling stops, thermal equitbrium achicved.
3. P(Inside{container))=P(burst), container explodcs!

To actually determine which of these occurs requires more information, but at least we have a

warning of potential disaster.
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7.2 Motion

Motion is perhaps the most commonly occuing process. Motion is also very complex because it
is intimately connected with our concents of space and shape, Qualitative Process theory provides a way
of expressing dy namics, not kinematics. To illustrate, we can consider the case of a single object moving
in onc dimension, The most abstract doscription of such motion can be written as:

Motion(B,dir)

Preconditions: Free-direction(B, dir)

QuantityCond.cions: (greater-than Ap[Vel(B)] zero)

Influences: (I[+ Pos(B) Vel(B))

An additional assumption of course is that the only influence on Pos(B) is some kind of motion. This

madel is Newtonian, but other theories of motion can of course be expressed as well.  Aristotilian
dynamics only requires changing the quantity conditions:

Aristotilian: (greater-than Ap(F...(object)) zero)

Ihe dynamics of an Impetus theory, which appears to be the common sense model for motien used by
many people (see McClosky, 1982)), can also be modelled. An impetus quantity must be introduced
(impctus is the "force™ an object carries along with it that maintains its motion) and the quantity
conditions for motion become having non-zero impetus,  Non-zeso impetus also forms the quantity
condition for a "decay” process which reduces the impctus with time.

In Newtonian dynamics the process of aceeleration provides the sole influence on velocity.

Acceleration is hrought about by a non-zero net force in some dircction in which the object is free to

maove. These facts can be written as;
Acceleration(B,dir)
Preconditiuns: free-direction(B,dir)
QuantityConditions: (greater-than A [F...(B)] zero)
Relations: let Acc be a number

(g Acc Frey(B))

(correspondence (Acc zero)

(Fret(B) zero))

Influencas. (1+ Vel(B8) Acc)
Moving friction can be modelled as a process that occurs during motion that involves a surfuce contact,

and produces a force on the moving object in the opposite direction of the motion. Static friction can he
modelled as a process that occurs when no motion is occuring but there is a force component on the

object aloug the surface,
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Collisions are complicated. 'The simplest version just invelves a reversal of velocity:
Collide(8.C,dir)
Precondition: direction-towards(B,C,dir)
QuantityCondgition: Motion{B,dir)
Relations: (= (M Vel(B) start) (- (M Vel(B) end)))
(= (M Vel(B) during) zerg)
(= duration zerg)

(T direction-towards(C,B,dir) end)

whiere direction-towards(C,B,dir) asserts that the object is moving in direction dir from € to 8, start,
end, during and duration define the temporal aspects of an ¢pisode in a process history that coriesponds
to this process occuring. Even our more complicated models of collisions appear (0 use such behavioral
deseriptions, such as a compound process consisting of contacting the surface, compression, expansion,
and tinally breaking contact. The precenditions for the type of collision must also include somie reference
to the particutar theory of materials it assumes for the object,

It is possible that the preconditions for motion could be mapped into QP theory by repiesenting

the position of an object by an clement in a Place vocabulary, The Quantity Space for position would be

given by the ordering imposed aleng a dircction, with the ambiguity resulting from the qualitative
deseription of position and direction being reflected in the lack of order between the correspoding
constants in the Quantity Space.  The advantage is that the possibilities imposed by the geometric
constraints of the problem would be cxpressed in the results of limit analysis.  Experiment will be
required to ascertain the value of this technique.

The process vocabulary for motion presented above is quite abstract. ‘The particular kind of
miotion - flying, sliding, rolling, or swinging - is not mentioned. These motions would be specializations
of the motion process considered above, defined by additional preconditions and relations (sliding and
rolling require surface contact and could invotve friction, for instance). Previous qualitative descriptions
of motion centered around the idea of a qualitative state ([deKleer, 1975), [Forbus, 1981]). A qualitative
state would consist of a statement that a particular type of motion was occuring in some “place™ and in
some quantized dircction. ‘The knowledge of motion was encoded in simulation rules that mapped a
qualitative state 10 a sct of possible next states. If the preconditions are mapped into the limit analysis as
proposed above, then the simulation rules can be viewed as a compilation of the cascs produced by the

limit analysis for a given process vocabulary for motion. Making motion into an explicit process should
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allow greater flexibility in reasoning about motion than qualitative simulation rules provide.  For
instance, we can conclude that if an objeet is kicked in a direction then it will move unless somicthing is in

the way, withe * knowing cnough to specify the particular kind of motion that occuss.
7.3 Breaking string

Consider a string tied to the top of a block. We know a number of things might happen if we try to move
the strine, We know that we can lift the block by pulling up on the string, unless the block is so heavy
that the string breaks. We know that a string, if taut, can transmit a pull, but under no circumstances can
you push with it. We can use the notions of quantity and process provided by Qualitative Process theory
to state these fcts.

I ct us consider what happens when we pull on something. 1 it docsn’t move, then its internal
structure is "taking up” the force (this can happen even if it does move - try hitting an cgg with a baschal!
bat - but here we ignore this case). Three things con happen - (1) it can do nothing (rigid behar o), (2) it
can siretch (elastic behavior) or (3) it can break. §or a-puxh. (2) becomes compression and  (}) becomnes
criushed. We can express the changes b(‘tw;‘cn these kinds of behavior by creading a quantity space for
torces on an objoct (in a full qualitative theory of muaterials there would be different quantity spaces for
different directions on the objects).

Fach force guantity space will include zero. For a breakable rigid object, there will also be

naxfand maxf  corresponding to the furce needed to crush or break the object, respectively, By

b

cenvention, forees into an object (pushes) will be negative and applied forces directed outwards (pulls)
will be positive, The Quantity Spacce for forces on a breakable rigid object then looks like:

maxf. -> zeco -> maxfy,

[f the object can stretch or compress, the quantity space must also contain £ and f which

stretch conpress’
denote the boundary between rigid behavior and clastic behavior. If the foree is less than the appropriate
value the ehject will be rigid and if above, it will stretch or compress. The Quantity Space for lorees on a
partiatly elastic object looks like:
maxf. -> fcompress => 2800 > fgpraten > maxfy
‘There are of course correspondences with the quantity space for length:

(correspondence (force(0) maxfy) (Length(0) maxlength))
(voriespuntence (Force(0) maxf.) (Length(0) minlength))
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The tollowing is a partial specification of the processes of stretching and compressing:

Stretching(0)

individuals: elastic object O

Precondition: (Pull-on 0)

QuantityCondition: (not (less-than A (Force(0)) fcy oicn))
Relations: (“Q An(Length(0)) Ay(Ferce(0)))

Compressing(0)

individuals: elastic object 0

Precondition: (Push-on 0)

QuantityCondition: (not (less-than A,(Force(0)) fLompress))

Relations: (%g- An(Lenyth(0)) Ay(Force(0)))

Writing process descriptions for — stretching,  compressing, breaking, and crushing is complicated.

Stretching and compressing involve a notion of internal force if the object is clastic, and breaking and
crushing involve deformation of shape and the transforination of one object into several. As with
kinematics, these issucs are beyond the scope of QP theory.

A classic conundrum for Alis to be able to express in some form vsable by a program that “you
can pull with a string, but not push with it”. ‘This fact can he succinetly described using Qualitative
Process theory.  First, consider what pushes and pulls are.  Both concepts imply one object muking
contact with another to :pply force. 1fthe force applied is into the object it is being applied to it is a push,
and if out of the object (in the vector sense) it is a pull. Obviously push can occur with any kind of
contact, but pulls cannot occur with an abulling.

Understanding how pushes and pulls are transmitted is fundamental to understanding
mechanisims. For a first pass model, consider the notion of  push-transmitters and pull-transmitters. We
will say an object is a push transmitter if when it is pushed. it will in turn push an object that is in contact
with it, in the dircction between the two contact points. Pull transmitters can be similarly defined. This
particular sct of definitions is obviously inadequate for mechanisms (consider for example a rocker arm or
an ohject which is is ticd te a string by another object. In the first case a push will be transmitted in a
different direction, and in the second case it will be transformed into a pull), and is only for illustration,
Note also that push-transmitters and pull-transmitters nced not be reflexive relations.  An exceptional
casc arc rigid objects:

Vo € objects
(rigid o) => (Vcy, c; € contact-points(o)
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(push-transmitter cy cp)
A(push-transmitter ¢y cq)
A(pull-transmittar cq c;)
A(puli-transmitter c; cq))
Strings, however, are more complicated. A string can never be a push-tiansmiticr.

Vs C strings

vVt C times (T (and (not (push-transmitter (endl s) (end2 s)))
(nbt (push-transmitter (end2 s) (endl s)))) t)

Bat it is Lt it can be a pull tansmitter:

Vs € strings
Vt € tines (inplies (T (taut s) t)
(T (and (pull-transmitter {endl s) (end2 s))
(pull-transmitter (end2 s) (endl s))) t))
Now the problent becomes how to define taut.  We can do this by writing conditions on the quantity
spaces of fengths and distance from the ends of the string:

(condition {less-than A (ends-distance(s)) A, (Length(s)))
{not (taut s)))
(condition (not (less-than A (ends-distance(s)) Ap(Length(s))))
(taut s))
This modet assumics that only the ends of the string contact other objects - it would fait for a rope hanging

over a pulley, for instance. But it dees illustrate how  the concep: of quantity spaces makes the problem

miuch casier.
7.4 Anoscillator

Consider the block B connected to the spring S in figure 11. Suppose that the block is putled
bk so that the spring is oxtended.  Assume also that the contact between the block and the floor is
frictionless. What happeas?

First, the spring “process” includes:

Relations:
Ds(Lrost(s))=0
Let Disp{s)=(- A(L(S)) Lpggt(s))

(g~ Fy(s) Disp(s))
(correspondence (F(s) zero) (Disp(s) zero))

where £ s the internal force due to the composition of the spring. Since Disp(s) is greater than zero.
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lig. 11, Sliding Block With ¥riction
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v Vd 7 7 V4

the spring will cxert a force. Because the block is rigidly connected to the spring, the net force on the
block will be negative and since the block is free to move in the direction of the force, an aceclleration will
occur, ‘The acceleration will in turn cause the velocity to move from zero, which will in turn cause
D (Pos(8))=-1. By rigid contact, D (L(5))=-1 and by the 9 relation with displacement, D (F gt (B))=1.
The processes occuring are motion(B, -), relaxing(S, <), acceleration(B, -).  ‘The next process limit occurs

when L(s)stL ending the relaxing. The correspondence tells us the force on the block becomes

rost(s)'

. e, s
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zero, so the acceleration will end as well, However, the motion doces not. Sctting aside the details, the
next set of processes are Motion(B, -), compress(S), and aceeteration(B, +). The only limit point in the
quantity spaces that are changing is th2 zero velocity point (assuming the spring is unbreakable), so the
motion will continue until the velocity is zero.  The conclusion that the next st of processes are
Motion(B, +), rclaxing(S, +), acceleration(B, -+) and then Motion(B, +), stretching(S, +).
acceleration(B, -) follows in the same way. At the end event of the last set of processes, the orderings on
the quantity spaces and the processes evoked arc the same as the initial instant, Thus we can conclude
that an oscillation is occuring.  Note that the processes need to be the same, because the preconditions
might hanve changed. Figure 12 illustrates the process history for the oscillator.

Some of the assumptions made in producing the process history can now be relaxed to discover
the ctfects of a more detailed physical model. First, suppose  the spring is breakable and/or crushable,
Then there are imit points around Loost(S) corresponding to breaking and crushing. For crushing, it
seems an assumption is in order. If we can deduce that the block will go no furthier out than it was
originally, then we can claim breaking will not occur since it didn’t break in the first place. In other
words, we need to show that 0Q{Pes{B), t1 t5)=1 is not the case, where the situations being compared are
denoted by the instants £, and t (see the previous figure).

This deduction requires an encrgy argument. 1 we ignore the mass of the spring the energy for

the combination at any particular instant in time is given by

Fig. 12. Process history for the oscillator

T5

Move(B,-) Move(B,-)

s e,

Acc(B, +) Acc(B,-)

Relax(-)

time
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E(Systen) = £, (B) + Ep(S)
where E, (B) is the kinetic energy of the block and E,(S) is the potential encrey  of the spring. By the

definitions of kinetic and potential energy, we have;

{(q Ty (B) An(vel(B)))

(correspcndence (E,(B) zerg}(Ap(Vel(B)) cerg))
and

(®g Ep(S) Ap(Disp(s))

(correspondence (Ey(S) zera) (Disp(S) zero))
In t1 the block is still but the spring is stretched, that is:

(= (M A(vel(B)) t1) zeco)

(> (M Disp(S) t1) zero)
which imcans

(> (M E(System) t1) zero)
If there is no external source of cnergy, conservation tells us
V t € times (not (> (M E(System) t) (M E(System) t1)))
This rules out pQ(Pos(8), t1, t5) = 1, because the encrgy of the system would then be higher,

The notion of a system in Qualitative Process theory is captured by the idea of a cempound
process, The previous arguments provide a set of assumptions which can seive as precenditions and
guantity conditions for the compound process - the material composition of the spring being such that
the spring will not crush is a precondition, and the lack of external energy sources (other processes acling
on the system) is a quantity condition for the new process.  ‘The abstraction allows  the explicit
representation of propertices over an interval of the cycle, such as encrgy lost and muximum displacement.

In particular, suppose we conclude:

(Mg MaxDisp(Qbj) E(System))

(correspondence (MaxDisp(Obj) zerg) (E(system) zero))

‘This relation makes it possible to deduce that if friction were introduced (i.c., D (E(system))=-1) the

oscillation process will eventually stop, and that if the system is pumped without friction, or pumped with
increasing amounts of encergy (i.c., Ds(E(system))rx). that the materials involved in the oscillator may

break in some wuy.l

Suppose the oscillator is now pumped with some fixed amount of encrgy per cycle,
as it would be in a mechanism such as a clock. Is such a system stable? [If there is no friction, then we
have seen already that it is not, for the sole influence on encrgy will be the pumping and the encrgy will

increase until semething breaks. Suppose there is friction. The only things we will assume about the

1. The Tacoma bridge phenomena, something every engineer should know about,

no———— e e
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friction process is that
(I- E(System) E(loss))
(mo E(loss) E(System))
(correspondence (E(loss) zerg) (E(System) zero))
where E(1oss) is the net energy lost due to friction over a cycle of the oscillator process. ‘The loss being

qualitatively proportional to the energy is based on the fact that the encrgy lost by friction is proportional
to the distance travelied, which in turn is proportional to the maximum displacement, “vhich itself is
qualitatively proportional 1o the encrgy of the system, as stated above.

The Tower bound for the encrgy of the system is zero, and an upper bound for energy is

implicit in the possibility of the parts breaking. The result, via the 4 statement above, is a sct of limits

on the quantity space for €(1oss). If we assume E(pump), the energy which is added to the system over a

cycle, is within this boundary then there will be a value for €(System), call it t(stabie), such that:
¥ t C intervals
(implies (= (M E(System) t) (M E(stable) t))
(= (M E(Toss) t) (M E(pump) t)))
It the energy of the system is at this point, the influcnees of friction and  pumping will cancel and the

system will stay at this encrgy. Suppose
(> (M E(System) 1) (M E(stable) t))
over some cycle. Then because the loss is qualitatively proportional to the encrgy, the cnergy loss will be

greater than the cnergy gained by pumping, i.c., D (E(System))=-1, and the cnergy will drop unul it
reaches E(stable). Similarly, if E(System) is lcss than E(stable) the influence of friction on the energy
will be fess than that of the pumping, thus 0 (E(Systen))=1. This will continue until the encrgy of the
system is again cqual to t(stable). Therefore for any particular pumping encrgy there will be a stable

oscillation puint.l

1. "This is a qualitative version of the proof of the existence and stability of limit cycles in the solution of

non-lincar differential equations. Uniquencss is implicd by the monotonicity of the function implicit in

x .
U}
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7.5 Grain Flevator

In reasoning about the commoditics market, i is often necessary to represent the physical
limitations of the parts of the economic situation. When the grain clevators available for storage are full,
fur exomple, any  ¢xcess grain must be sold off, which can cause a drop in price.  These kinds of
deductions are an important part of what a human expert knows about the  cconomic world[Stnstield,
19%0).

In terms of the Qualitative Process theary, the problent is to express that a filling o a prain
clevator (or some more abstract storage facility) may cnd by the elevator becorming full. This can be done

by including in the quantity conditions for a filling the following:
(Yess-than A (Amount-of(stuff, container)) capacity(container))

At first glance making (not (full container)) part of the preconditions for the filling process
might solve the problem, This is less satisfactory because the Timit analysis would no longer include

reaching the capacity as a possible end of the process.

7.6 Automobile ‘I'ransmission

Describing the geometry of gears in a ~tandard transmission (or the fluid ports of an auomatic
transmission) is cleatly beyond the scope of this theory.  However, the mechanism for deseribing
tunctional dependeicies introduced here should provide a useflul way to express the results of such
deductions,

The first thing to note is that a transinission has several states. Call these states neutral, first,
second, third, and reverse. These states are the ouly states for a transimission:

(taxonomy neutral(tr) first(tr) second(tr) third(tr) reverse(tr))
and if we identify the direction of rotation with a particular direction in the quantity space:

(implies neutral(tr) (not (“Q‘ speed(driven) speed(driver))))

(implies (or first(tr) second(tr) third(tr))
(GQ speed(driven) speed(driver)))

(implies reverse(tr)
(xq speed(driven) -speed(driver)))
The notation for alternate situations introduced in Differential Qualitative analysis (sec above)




Kenneth 1). Forbus -46-

allows the difference in rates for different states to be expressed:
V 59, S3. 53 € situations
(implies (and T[first(tr) S;]
T[second(tr) S;])
DQ[ speed(driven), Sy, 53] = -1)
(implies (and T[second(tr) Sp])
T[third(tr) S31)
DQ[speed(driven), Sz, S3] = -1)

QP Theory

J
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8. Discussion

‘This paper has presented a new theory about common sense physical reasoning,  Qualitative

Process theory, To summarize:

o Processes are the cause of changes in physical situations. A process is
specified by the individuals it occurs between, the preconditions and quantity
conditions that must be true the process to occur, the relations it imposes on
those individuals and the influences it provides on their quantitics.

o An appropriate gualitative description of quantity for reasoning  about
processes is the Quantity Space. The relationship of the quantity with the
other clements in the Quantity Space defines its value.

o Processes provide a tanguage for writing physical theorics. In particutar, the
primitives are simple processes (which define the "nature of* objects and
things like flows and state changes), the means of combination are
sequentiality and shared parameters, and the means of abstraction are naming
these combinations, including encapsulating a picee of the process history for
a situation as a new process.

o Several kinds of qualitative conclusions can be drawn using the constructs of
QP theory, including reasuning about the ettects ol combined processes, the
limits of processes, and alternative situations. 1t also provides a new
perspective on causal reasoning, and should allow true qualitative “time
domain” analysis.

o Interesting phenomena in common sense reasoning appear to be described
reasonably well by QP theory, inctuding motion, materials, and oscillation,

8.1 Perspective

The present theory has evolved from several strands of work in Artificial Intelligence. ‘The first
strand is the work on envisioning, started by deKleer [deKleer, 1975)(sce also {deKleer, 1979]|Forbus,
1981}). Envisioning is a particular style of reasoning about physical situations. Situations are modelled by
collections of objects with gualitative states, and what happens in a situation is determined by running
simulation rules on the initial qualitative states and analyzing the results. ‘The weak nature of the
information means that the result looks like a directed graph of qualitative states which corresponds to

the sct of all possible sequences of events that can occur from the initial qualitative state. "This description

A




Kenneth . Forbus -48- QP Theory

itself is enough to answer some simple questions, and more precise information can be used to determine
what will actually happen it se desired.

While a powerful idea, the ascumptions of cnvisioning as it has been developed thus far are too
restrictive. The qualitative state representation of what is happening to an object is imporciished: the
processes which they represent oflen involve several objects at once in an interdependent fashion, The
use of qualitative simulation rules means that the only time information about cvents consists of local
orderings, making new interactions between things happening in the situation ("collisions™) hard to
detect, Simulation rules are slso a rather opaque way to encode knowledge about how things can happen
i asitation. The rules themsclves do not describe the mechanism by which the state transfennation is
accomplished (except implicitly), thus making it difficult (or impossible) to reason about changes in the
asstmmiptions which underly the rules. Qualitative Process theory should provide the basis for building
much more flexible systems.

The sccond strand of work concerns the representation of quantity. Most Al schemes for
gualitative reasoning about quantities violatc what Tcall the relevance principle of qualitative reasoning -
qualitative reasoning about something continuous requires some kind of quantization to form a diserete
setof symbols: the distinetions made by the quantization must be refevant to the kind of reasoning being
pclt‘nrmcd.l Almast alt previous qualitative representations for quantity violate this principle. One
exeeption is the notion of quantity introduced by deKleer as part  of Incremiental Qualitative analysis
(discussed previously). For more general physical reasoning a richer theory of quantity is necessary, 1Q
analysis alone does not allow the limits of processes to be deduced.  For instance, we could use it to
deduce that the water in a kettle on & lit stove would heat up, but we couldn’t deduce that it could buil.
1Q analysis docs not represent rates, so we could not deduce that if the fire on the stove were turned down
the water would take longer to boil (Differential Qualitative analysis). ‘The notion of quantity provided
y QP theory should be useful for a broader range of inferences.

The final strand relevant to the theory is the Naive Physics enterprise initiated by Pat Hayes
[HLiyes, 1979). The goal of Naive Physics is to develop a formalisation of our common seasc physical

knowledge. From the perspective of Naive Physics, Qualitative Process analysis corresponds to a cluster -

1. For an cxample of this principle applied to spatiai reasoning, sec [Forbus, 1981].
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4 collection of knowledge and infererce procedures which is scasible to constder as a module.  Lhe
introduction of explicit processes into the ontology of Naive Physics should piove quite useful. For
instance, in the axioms for liquids {Hayes, 1979b] information about processes is encoded in a form very
much like the qualitative state idea.! “This makes it difficult to reason about what happens in sitwations
where more than one process is occuriag at once - Hayes™ example is pouring water into a leaky tin can.
In fact, difficulties encouatered in trying to implement a program basco on the asioms for liquids were a

prime motivation for developing Qualitative Process theory.
8.2 Common Sense Physical Reasoning
Qualitative Process theory should be a useful tool in the development of Naive Physics:

o reasoning about the results and limits of processes are obviously part of our
common sense knowledge of the physical world.

o lmportant  phenomena such as motion and  the effects of  material
compositions for objects can be modelled with it.

o it pravides a highly constrained account of physical causatity (all changes are
due to a finitc vocabulary of processes) and a uscful notion tor representing
catsal connections (oco).

o it provides a highly constrained role for the use of expericutial and defaalt
knowledge in physical reasoning - resolving influences and choosing or ruling
out alternative endings to a particular episode.

It is interesting to speculate on what other representations for quantitics might be useful in
physical reasoning. "Real” numbers and 1Q values can be thought of as opposite ends of a spectrum of
representations for quantitics, with the quantity space notion somewhere in the middle.  Another
candidate would be a rcpresentation of "order of magnitude” estimates, which would increase the
comparability of various quantitics but still not requiring cxact information.

Qualitative Process theory should also contribute to the utility of the concept of historics Hayes

1. See for example axioms 52 through 62.
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introduced to describe change. A history is a picce of space-time, temporally extended and spatially
bounded. By contrast, situations in the situational calculus are spatially unbounded and temporally a
point. ‘The history representation trades the frame problem for two new problems: the intersection
problem and the local dynamics problem. Historics can interact only when they cverlap, thus making the
problein of determining unexpected interactions the problem of intersccting the picces of space-time
which comprise the history. This howcever assumes that barring interactions, the history for an object can
be generated locally. Qualitative Process theory should provide a uscful language for writing the required
“dynamics theories”,

It should also be possible to test QP theory for psychological adequacy. If the strong Physical
Causality conjecture holds, cach person should have an identifiable process vocabwlary.  If the process
vocabulary for an individual can be determined, then predictions about errors on specific problems can

be made and checked. Devising such a two part experiment appears complex, however.
8.3 Reasoning about Faginecred Systems

Many engincered devices are implemented as physical systems, and thus are subject o physical
laws. A qualitative understanding of such systems involves our comimon sensce physical knowledge. |
have been applying Qualitative Process  theory to reasoning about the physics of steam plants as part of

the STEAMER projectStevens, et. al., 19811.] It appears to have sonme important advantages:

o because it is more powerful than 1Q analysis, computing the behavior of a

system from a description of its structure should be possible for more complex

systems than before. In particular, a true qualitative "time domain” style of
. analysis should be possible.

o the notions of quantity and functional dependence have been useful in
thinking about more abstract functional descriptions  (such  as
COMPARATOR and FEEDBACK-1.00P), because signals in a large class of
engincercd systems arc continuous.

1. STEAMER is a joint project of NPRDC and BBN, to develop intelligent computer aided instruction
techniques to train propulsion plant ofticers for the Navy.

-
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o'The qualitative nature of its descriptions appear similar to those used by
students in understanding physical systems and ofien by cxperts in explaining
them, making its conclusions appear useful for teaching,

Applications other than teaching are imaginable.  If extension (heories were provided o
interface the basic QP theony descriptions with quantitative descriptions of what is actually happening in
a system several new puossiblities arise. Controtling systems should ultimately be possible, using the
condition mechanism tu express desired and undesired operational characteristics. More tnimcdiately
feasible would be an interpretation module, which would gather data from instrinnents and build theories
about what the underlying processes that generate those dat are. Such a module could be used as part of
a diagnosis program or as a "hypothesizer" that could serve as a devil’s advocate during the operation of a
complex system.  For example, the incident at the Three Mile Island reactor probably wouldn’t have
happened if the operators had thought of the alternate explanation for the overpressure in the reactor
vessel - that instead of being too high, the level of cooling water was too low, thus causing a boiling that

raised the prcs‘surc.l

8.4 Lconomic modelling and Support Systes

Many non-pliysical systems are olten mod_cllcd with continous paramcters and processes,
notably cconomtic theories. A theory of physical reasoning might provide usciut leverage in
understanding such systems in several ways. First, physical limitations often constrain such systems
(storage capacities,  transportation capacitics, time required for processes such as crop prowth or
manufacture, ctc.). Secondly, cconomic systems are often described by analogy with physical systems
{Samuctson, for instance, cites the aphorism “the central bank can pull on a string (to curh booins), but it
can’t push on a string (to reverse deep shunps)”[Samuelson, 1973]).  Finally, non-physical processes
themselves might be usefully described using a theory like the present one.

Several caveats are in order. First, unlike physical systems, there is no real apreement on what

arc valid process descriptions in domains like cconomics. Secondly, changes in circumstances may dictate

1. [Pew ct.al.] hypothesizes premature commitment by operators to a particular theory about the statc of
the plant as a cominon source of human errors in plant operation.
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changing process vocabularies (certain stock transactions may be deemed illegal, for instance). This
mcans that the set of possible influcnces is essentially unbounded. ‘These application arcas are therefore

tnuch harder than physical reasoning.
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