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FOREWORD

The estimation of the time delay between signals arriving at two spatially

separated sensors is investigated, for the purpose of target localization.

The real data were obtained during a sea test.
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INTRODUCTION

This report examines at first the estimation of time delay " (t) and secondly
the estimation of time delay and delay rate i(t) (doppler shift), between
signals received at two spatially separated sensors in the presence of
uncorrelated noise. The mathematical models for both estimation procedures
assume stationarity for the characteristics of signal and noise for a finite
observation time T. It is also assumed that the spectral characteristics of the
signal are known.

ONE DIMENSIONAL SEARCH FOR THE ESTIMATION OF THE TIME DELAY r (t)

FORMULATION AND ANALYSIS.

A signal s(t) emanating from an acoustic source and received, in the
presence of noise, at two spatially separated sensors can be mathematically
modeled, as shown in Figure 1, as follows:

xl (t) - s(t) + nl(t) .(l-l)

x2 (t) - s(t-r(t)) + n2(t) (1-2)

n,(t)

- ( -m X1 Wt

-0 + X2lt0

(t)

FIGURE 1 SIGNAL DELAYED AND CORRUPTED BY NOISE,
RECEIVED AT THE TWO SENSORS

It is assumed that s(t), nl(t), n2 (t) are jointly stationary random
processes, and the signal s(t) is uncorrelated with noise nl(t) and n2 (t),i.e.,

E-(t)nl*Ct - Efs(t)n2 *(t) " 0,

where E denotes expectation and * complex conjucare. We also assume that we

have real random processes and furthermore,

5
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Els(t)s*Ct)} --Q, Elni(t)nj(t)l = Rbiji, j 1,2

The time delay T is the parameter to be estimated by 1. One method of such
estimation C [1] ) is to maximize the crosscorrelation function.

R () - Ejxl(t)x2* (t-?)} (1-3)

The argument rw that achieves the above maximum is the desired time delay
estimate.

For the given model we have, under the assumptions:

RX x Rs(r-r) + R (1-4)
1'2 1,2

The Fourier transform of (1-4) gives the cross-spectrum:

Sxl I 2 (f) = Sss(f)e-2Jfr+SnC,n2(f) (1-5)

Since
Rnl,n 2 (r) - 0, then Snl, n2) = 0 (1-6)

From (1-6), equation (1-5) is equivalent, in the time domain, to:

Rx 2 () R s (-)o 6(T-T) (1-7)R1I' x2 s,

where S denotes convolution.

Equation (1-7) says that the delta function has been "smeared" by the signal.
If the signal s(t) is white noise, only then the delta function is not spread
and the ' is the position of the delta function. For this special case, see
Figure 7. In this figure, the white noise signal received at one sensor
relative to the other, is delayed by

7- 0, -1/8, -1/4 seconds.

Each correlogram is averaged for 4 seconds. During the first 24 seconds we have
infinite signal to noise ratio, while for the remaining time we have S/N ratio
-15 dB. Different delay rates, positive and negative, are also illustrated.

IMPLEMENTATION.

The above time delay estimation procedure was implemented in the MAP-300
array processor and the PDP 11/34 as the host computer. As a continuation of
the block diagram in Figure 1, consider the block diagram of Figure 2,
describing the algorithm.

6
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X, (t)

TIMEA (A)
A Xl(t), X2(t)

A DIGITIZED AND MULTIPLEXED X1(t)

TIME B X2(t

f., SAMPLING FREQUENCY

FIGURE 2 BLOCK DIAGRAM OF THE TIME DELAY ESTIMATOR

FFT
X2(t) 2f

'FIGURE 3 BLOCK DIAGRAM OF THE TIME DELAY ESTIMATOR
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From Figure 2, the time sequences xl(t), x2 (t) go through the low-pass
filters H(f), H2(f). The maximum signal frequency, fmax, allowed through
these filters is such that fs > 2 "5fmax, where fs is the sampling
frequency. Once this is done, the filtered sequences xl(t), x2 (t) enter the
ADAM (Analog Digital Acquisition Module) where they are sampled at the rate fs,

and multiplexed. This process is controlled by the software. Once sampled, one
of the double buffers labeled TIMEA, and containing both digitized sequences
xl(t), x2 (t), is processed by the MAP-300, while the other double buffer
TIMEB is being filled with the new digitized data. This guarantees that no data
is lost during the processing and furthermore, it guarantees parallel processing
between the ADAM, the MAP-300 and the host computer.

Figure 3 shows the demultiplexing of the time sequences, which are then
FFT'd, cross-multiplied after one has been conjucated and the cross product
inverse FFT'd. From the resulting complex time sequence, we obtain a real time
sequence by taking the power in each of the cells of this complex sequence. The
resulting real time sequence is the correlogram (Eq. (1-7)), which is averaged
for T' seconds. The averaged correlograms are then plotted on the Tektronix
4014 by using Fortran calls from the host computer.

It is of importance to note that all of the above procedure depicted in
Figure 3 is done in the MAP 300 in such a way as to achieve maximum speed during
the real time processing of the data. It is also important to note the
sychronization (parallel processing) between the MAP-300 and the host computer.
The time during which it takes the host to plot the (k-l)th correlogram, the
MAP-300 is processing the data obtained from the double buffer TIMEB (part (B)
of Figure 2). So by the time the plotting of the (k-l)th correlogram is
completed, the kth correlogram is available to the host for plotting.

The duration T, of the FFT shown in Figure 3 is T - N/fs, where N is the
number of points in each of the channels xl(t), x2 (t), and fs is the
sampling frequency. A typical sampling duration T is T = i sec. This provides
the capability to search for T' in a delay window from -1/2 to +1/2 seconds.
Based on the distance between the sensors the delay window can vary by
appropriately varying N or f. or both. Also, the number of seconds for the
post-integration of the correlogram is a variable. If T' - 4 sec and T - i sec
(duration of a time cut) and if we have 10 minutes of data to process (600 time
cuts), the number of correlograms plotted is Nl= 600/T' = 150.

Following a spectral analysis of the signal, based on its spectral
characteristics, we may want to process only a spectral window around some
center frequency fo. The outlined algorithm is capable of doing this, by
extracting any spectral window for every channel and searching for ^, based on
the energy of the signal inside this spectral band.

The algorithm described above is successful in estimating the time delay
between signals received at sensors closely spaced together and between signals
from a nonmaneuvering target moving at a relatively low speed.

1Knapp C. H. and Carter G. C., "The Generalized Correlation Method for Estimation
of Time Delay," IEEE Trans. Acous., Speech, and Signal Proc., Vol. ASSP-24, No. 4,
pp. 320-327, Aug 1976.

8
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It is known that the received frequency at a sensor due to the relative
motion between the target and sensor is given by

f = fo (1- Vwos) (1-8)
c

where:

f: received frequency

fo: radiated frequency

v: target velocity

c: speed of underwater sound

0: angle between target velocity vector and the line between

sensor and target.

Equation (1-8) shows that it is necessary to compensate for the high
doppler shift arising from maneuvering targets or targets moving at high
speed. The analysis and algorithm that follow consist of a two dimensional
search in which in addition to the estimation of time delay r(t) an estimate of
the time delay rate t(t) is obtained to accommodate for the cases mentioned
above.

TWO DIMENSIONAL SEARCH FOR THE ESTIMATION OF THE TIME DELAY r (t) AND TIME DELAY
RATE f(t)

FORMULATION AND ANALYSIS.

As in Part 1 of this report, let s(t) be the radiated signal and let
nh(t), n2 (t) the noise received at the two sensors. Under the same
assumptions we have

xl(t) - s(t) + nl(t) (2-1)

x2 (t) - s(t-7+ at) + n2 (t) (2-2)

where r and a are the delay and delay rate respectively to be estimated.
Furthermore, let the time series xl(t), x2 (t) be heterodyned and
appropriately filtered with weights w(t). The block representation of this
procedure is shown in Fiture 4.

xlt) ZMt

e(t)

FIGURE 4 HETERODYNE AND LOW-PASS OF THE TIME SEQUENCE

We have z(c) = x(t) e(t)

and y(t) - z(t)w(t) - x(t)e(t)'.4(t) (2-3)

9
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where e~t) -eildht

W 2t 1-cosLIIt, 0 < t < T (2-4)

the Hanning weights.

For each time series xl(t), x2 (t) we have:

y1 (r) ! fx1(sl + tOe-il'h(sl + t)wsl)dsl (2-5)

Y2 (t) a! ,x 2 (s 2 + Oe-iwlh(S2 + t)w(s 2 )ds 2  (2-6)

But x2 (t) - xl(t-To +at) - xl(Cl+a)t-ro) (2-7)

Also let E lxl(t)xl (t)t - R(t-t') (2-8)

Then the crosscorrelation function of the output series

Yl(t), y2(t) is

R ()aEy Wtty t
Yi ,Y2 yt-TY

a!L 00Elxl(sl+t-r) *(s 2+tlih(sls2-)w(slw(s2 dslds2

a! ~ ~ ~ ~ -L.x-itrx(1~.s+) eah s2r)(sl)w(s2 )dslds2

fC !fCR(sl+t-)((+)(s2 +t)- T0 )]eliwh(Sls2T)w(sl)w(s2 )dslds2

(2-9)

If the signal is white noise then

ax ~ Elxl(t),*JCt')l - R(t-t') - 6(t-t') (2-10)

and Eq. (2-9) becomes for

al (1la)s2 + (r-r 0 ) +m and S2 "s, (2-11)

Ry (r)af e-i'&bCasatro)w(s)w((I+a)s+(r-ro +at))ds (2-12)

We can write 'r-r 04.at as

r a el+ t 2 t where

10
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I is the error in estimating ro( the time delay)

and e2 is the error in estimating a(the time delay rate)

IMPLEMENTATION.

The implementation of equations (2-5) and (2-6) in the MAP-300 was done by

using the DCVM (Discrete Convolution Multiply) and CXMUL (Complex Multiply)
calls. If we let T be the sampling time, fh the heterodyne frequency, fs
the sampling frequency and N the number of points in the time series, then the
"select" function e(t) in the discrete case becomes:

e = e-iwht k = e-27ifhkT/N m e-2rifh(T/N)k = e-27i(Ts)k (2-13)
kk

So, from equation (2-5) or (2-6)

M-I fh M M

Yk = wkxkek ; Z w(m)e-2WiT s (m+kT) x(m+kT)
MinO

M-I fh

Y e-ik(f-h E-T) Z w(m)e-2Ti(T)m xmkM(2-14)s in0

M
where 4 is the decimation factor, corresponding to a 4:1 redundancy in the
weighting of the time series xl(t), x2 (t) by the Hanning weight coefficients
given by

w(m) .1 (U - cos--J, m-0,1 ..... , M-I.
2 M

To determine the frequency response of the heterodyned and low-passed time
series x(t), let

I

w(t) - - (I + cop 2st) for -T/2 <_ t :< T/2T

let
e(t) = e-2rifht

and let x(t) = e27rift. Then from Figure 4 we have:

1 T2 27rs
y(t) -T72 (I + cos ) e-2-ifh(t-S)x(t-s)ds (2-15)

2-T72
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y(t) 2 1 1 + (eiys + e-iys))e27i(f-fh)t e-2ri(f-fh)sds2 -T/2 2

(2-16)

where Yr If if - ff) thenT

y(t) -Lev(~ 2 Ir(f+-Lse2i
4~e#i~~ Tf 2e-22ri(bf)s+e2rif+ Se7(f -

1 )sds
-T/2 T T

(2-17)
In discrete form (2-17) becomes:

M
if 2 if if I if I

4e-2T i (-f)k~ [2e-2 ri(fm *e 2 "I(f + -)m~e-2wri(T - )m]

2 (2-18)

Tf2 3f sin(OrT)
It can be shown that -T/ e-2 7rkf S)s ds (2-19)

i~here B T* Uig(-19), Eq. (2-18) can be approximated by,

1 L
4e 2 r Wk y 2sin(rOM) sinr(O+ M)M sinr(O- 1lT)M (2-20)

k = r~3 + wQ+ L.) r(3- O)M

or 4e-2riky =2Sin(!fM) s sin (70 M) s in W M) (2-21)k ir/3 ir( 7 1) 7r03-L)
M M

Eqivalently:

y =sin~rBM) (2 1 _ 1 )(2-22)

M M

-2

4,Te-27rlflky M s in r. W (2-23)

-

2e2riOk y k 1= M -2 s in (rM) (2-24)

M

12
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f-f h

Letting r - M$ " M(--F--) in (2-24) we get:
s

21re-2ri&k = M sin(rr)
r(l-r

2)

or

2e -21iak sin(wr) -sin[r(r-l)] (2-25)
IFk 7rr(l-r 2 ) rr(l-r2 )

The right-hand ride of equation (2-25) is the frequency response Y(r) of the time
series Yk

8
Clearly Y(0) - 1, Y(.5) - 3r Y(l) - .5.

M(f-fh)
So for r - I - f we have,

s

at 6-dB down, the 6-dB bandwidth

f
B fs

(f-fh) = M

or
2f

B6..dB = M (2-26)

The block diagram describing the implementation of the two dimensional search
algorithm is shown in Figure 5. It is a continuation of part (A) of the one
shown inFigure 2, in the first part of the report.

As shown in Figure 5, the double buffer containing the digitized time series
xl(t) and x2(t) is demultiplexed by the software into two channels xl(t),
x2 (t) representing the received signal s(t) at the two sensors, of respective
frequencies fo and f0 (l+), where i is the doppler shift to be
estimated. The two time sequences xl(t), x2 (t) are then heterodyned. The
effect of the heterodyning is to select the spectral window of interest around
some center frequency fh" The width of this spectral window is approximately
given by equation (2-26). As a result of the low-pass filtering and
heterodyning, the output complex time sequences yl(t), y2(t) have respective
frequencies (fo -fh) and (fo + foi - fh). At this point yl(t),
Y2 (t) are the input channels to the crosscorrelator that will estimate T(t)
and (t).

Let N - number of complex points to be processed by the crosscorrelator.
(-size of yl(t), y2 (t)).

Let M - number of Hanning weight coefficients.

13
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Because of the 4:1 redundancy (M/4 decimation factor in the convolution,
Eq. (2-14)) in the weighting of the time sines xl(t), x2 (t), we must have
MN/4 points for each x1 (t), x2 (t). If fs is the sampling frequency, then

At -4f

gives the number of seconds corresponding to the complex time series yl(t),
y2(t) entering the crosscorrelator. The number of points FFT'd is
NWF T - 2N (we have a 2:1 redundancy in the FFT). Typical values for the
parameters defined above are: M = 128 pts, N - 64 pts, fs - 1024 pts/sec.
These values for equation (2-26), give

2f
B = .s - 16Hz

frequency window to be crosscorrelated. Furthermore the duration at of the time
cuts (size of yl(t), Y2(t)) entering the crosscorrelator is,

MN

at = L_ . (32) (64) = 2 seconds.fs 1024

Moreover, the FFT sampling frequency, (decimated frequency), fSFFT, is

f SFF N 64 32pts/sec,

At 2

per channel. Therefore the FFT time,

N'FFT 2N
TFFT s . ..=- 2At - 4 seconds

SFFT -

at

because of the 2:1 redundancy in the PFT. The FFT resolution is

1 iHz/bin
TFFT 2At

Figure 6 shows how the 2:1 redundancy in the FFT and the variable delay
scheme are implemented in the MAP-300 array processor. For this algorithm we
have chosen a slow time delay search (through shifting in the time domain) and a
fast time delay rate search (via an FFT).

15
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W(t): HANNING WINDOW NEW DATA

Al A2 TA 3  yT(ti

CHANNEL1. /, / %t-3 t-4 att-5

/ '

I' I NEW DATA
CHANNEL2.TI I %I81 / B2 " S" T 84 ""

I t,-1 T -- T at t5
SHIFT I I SHIFT-3 I t-4

II I

-TK  +T K

FIGURE 6 VARIABLE TIME DELAY SCHEME AND 50% OVERLAP

IN THE WEIGHTING OF CHANNEL 1

Segments Al through A3 and Bl through B4, each contain the N points entering
the crosscorrelator. The variable C represents units of time. In this case
each unit of time is of duration At seconds. For the values considered
previously, N-64 pts and At - 2 seconds. Before any new data is received,
segments Al and A2 are weighted with a 2N-point Hanning weight. The resulting
vector of size 2N is V1 . For channel 2, to accomodate for a delay window of
+ r(t) seconds, we pick the vector V2 , which starts Tk points to the left of
t 1, where

Nr(t)
k = A pts.

We then form the point-by-point vector product U - Vl V2 , which is
FFT'd. Following this we form a new vector V2 of length 2N points, starting
at (Tk -I) points to the left of t = 1 and again we form a new U vector which
is again FFT'd. This procedure is repeated (2Tk + 1) times so that we sweep
through all points representing the negative and positive delay window. Once

16
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the delay search is completed for this fixed time cut of duration At seconds, we
sh.ft the segments A24A1, A3-A2, B2-BI, B3-.B2, B4-4B3 and the newest segment of
data for yl( 1), Y2 (t) enters in A3 and B4 respectively, in such a way that
the data points are ordered in time. Moreover, the units of time are also
updated by 1. The delay search is then repeated for the new time cut. This
procedure enables us to search for r (t) within a +At - +2 second window.

So for every time cut and for every delay point k, after yl(t) has been
Hanning weighted in a 2:1 fashion, conjucated and multiplied by a delayed

y2(t), we take the FFT and calculate the power spectrum of the product. We
then search for the location of the peak in the power spectrum, from which we
can get an estimate of the delay rate i (see below). With an appropriate
shifting of the power spectrum the zero delay rate (i- 0) corresponds to the
frequency bin in the middle of the power spectrum. This enables us to look only
ad a window centered at the middle of the power spectrum. The width of the
window can vary as a function of the i that is to be estimated.

The change IT in the delay f, per update of duration At, is given by

1 1 2N N
2( 2 fSFFT 'SFFT

where is the delay rate. The frequency cell where the peak in the power
spectrum shows up for every time cut (update) and for every delay point Tk is
given by,

nFFT 0 fo TFFT -" fhT  TFFT - fh f 2N (2-27)

SFFT
The position of the peak at the (rk)th delay point is

n -k  fSFFT

So for fSFFT = 32pts/sec and r- 1/16 sec,

n k 2

positions from the zero delay position.

The rate A- at which the position of the peak in the power spectrum is
moving for every update At is

ak N' FFT u Q(2N) i N i (2-28)

17
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So from (2-27)

fSFFT 1 FSFFT

n N N-- nFFT 2 F. nFFT
"rk 72Nfh fh

where fh is the heterodyne frequency.

ILLUSTRATION OF RESULTS

The figures that follow illustrate some results obtained using the
algorithms described in this report. In all the figures the locations of three
or four strongest peaks in the correlogram were plotted by the host computer.

Figure 8 shows the time delay track of a signal emanating from a target of

interest. This trackwas obtained using the one dimensional sheme with no doppler
compensation. The spacing between the sensors is approximately 250 yards. We
estimated that the target's speed is about 6 knots and that the target is
located at about 2600 feet from one of the sensors at the CPA time to this
sensor. Wt V 3cessed, for 20 minutes, a spectral window of width 256 Hz.

The scenario for the time delay tracks shown in Figures 10 and Ii is shown
in fipuee 9.

11:11:46 11:01:27

057A

55001500 FT51500FF

HPA

COMEX 10:49:50

FIGURE 9 SCENARIO FOR FIGURES 10 AND 11

The target is a towed sound source radiating broadband energy from 200 to
1000 Hz. It is moving at a speed of 6 knots.

Figure 10 shows the time delay track between a Q57A buoy and a sensor on a
Horizontal Planar Array. The distance between them is approximately 1500 feet.
It is a 30 minute run, the correlograms are averaged and plotted every 4 seconds

* 20
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and the three largest peaks are plotted. For the first 10 minutes a airect
signal from the target is received and after the turn, for the remaining 20
minutes the bottom bounce signals are received.

Figure 11 shows the time delay track of the signal from the target of
Figure 9, received at two sensors located on a Horizontal Planar Array.

The two dimensional search algorithm was used tor the scenario depicted in
Figure 12.

COMEX 10:50

10:55 11:15 - 11:10

I ) SENSOR 2

11:00 11:05
- 11:20

FINEX

FIGURE 12 SCENARIO FOR FIGURES 13 AND 14

The spacing between the sensors is approximately 2200 yards and the target
is moving at a speed of about 15 knots.

The algorithm was successful only when we processed frequency windows below
40Hz. Figure 13 and 14 show the time delay track and the change in time delay
for 30 minutes. For both cases we sampled at fs - 512 pts/sec, and the
decimated frequency was 16 Hz (16 pts/sec out of the heterodyne and low-pass
filter). We crosscorrelated 16 seconds of data and plotted the correlograms
every 8 seconds. The time delay window was +2 seconds. In Figure 13 we
processed a window of 8Hz centered at 16Hz and in Figure 14 the same frequency
window was centered at 30Hz. As we increased the heterodyne frequency, the time
delay track dissappeared.
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SUMMARY OF RESULTS

For closely spaced sensors and slow, non-maneuvering targets the algorithm
described in the first part of the report can be used. In all other cases, when
doppler compensation is necessary, the two dimensional search routine can be
used, although its success is limited to processing broadband energy at the very
low end of the spectrum.
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