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INTRODUCTION

Concentrated sulfuric acid and oleum are among the most potentially haz-

ardous chemicals routinely transported in bulk quantities on U.S. and interna-

tional waterways. Although these chemicals are normally contained in cargo

compartments sealed against gas and water leakage, the rupture of one or more

of these compartments during a marine accident could conceivably bring about

the abrupt release of tons of acid into water. The large amount of heat gen-

eiated from acid-water mixing could cause both water and the absorbed sulfur

trioxide in oleum to vaporize, thus forming an acid mist in the atmosphere.

This acid mist would pose an immediate danger to anyone directly involved in

the accident and, under adverse meteorological conditions, even threaten the

safety of the nearby public as well. Furthermore, depending upon the magnitude

and location of a specific spill, the water temperature and acidity could be

significantly altered long enough to destroy marine life in the release

vicinity.

There have been, in the past, several documented marine accidents involv-

ing sulfuric acid cargo vessels. The most recent acid spill accident, known as

the case of the MT Big Mama [1), occurred at dawn on August 18, 1976. A tank

barge loaded with approximately 1,060 tons of 20Z oleum capsized while being

towed in the lower Chesapeake Bay. All of the cargo was lost into the Bay dur-

ing a time period of 30 to 60 min. The towboat personnel later recalled that

they observed a tremendous reaction under the capsized barge, which produced

great quantities of steam and vapor. In fact, it was noted that the barge

itself was lifted 4 feet upward inthe water for an estimated 30 minutes before

sinking. Fortunately, the accident took place in a remote deep-water region of

the Bay and no apparent damage was reported except for a rather extensive but



localized fish kill sighted by the first Coast Guard boatcrew arriving on the

scene.

In view of the potential hazard associated with a probable sulfuric acid

spill, the United States Coast Guard (USCG) initiated a safety analysis program

and contracted the Brookhaven National Laboratory to carry out laboratory

experiments designed specifically for investigating (a) the mechanisms by which

sulfuric acid aerosols may be formed from oleum spills on water, and (b) the

mixing processes which take place in water within the proximity of a release

source. The results of the study are reported here, together with mathematical

models developed during the course of investigation for predicting acid disper-

sion in water. The quantitative information presented here provides a data

base for USCG to set up emergency response procedures and/or make environmental

impact statements in case of a sulfuric acid spill accident.

SULFURIC ACID SPILL SCENARIOS

For simplicity in describing the acid spill scenarios, the following two

broad classes of accidents are considered: Class I, accidents during which no

appreciable amount of acid aerosols are produced and Class II, accidents in

which the major safety hazards are associated with acid aerosol formation. In

all cases, of course, a large amount of heat is liberated from acid-water

mixing, especially during the very early stage of the spill.

Thus, the Class I accidents involve only the convective mixing of acid

with water, resulting from either a quick discharge of concentrated sulfuric

acid into deep water, such as might be the case of a capsized barge with all

hatches blown open, or a gradual leak through a hole of finite size developed,

say, in a minor collision mishap. The third possibility is the spill of an

oleum cargo well underwater as in the case of the MT Big Mama described above.
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In all cases, the released acid mass tends to sink quickly in water because of

its high density. Vigorous turbulent mixing takes place over the advancing

front, resulting in entrainment of the ambient fluid. The acid-containing

region initially grows extremely fast by this entrainment process. As the

volume becomes larger and the density difference smaller, the advancing speed

The Class II accidents include spills of oleum over water surfaces or into

shallow water. The heat generated in the reaction dissipates via two different

processes: raising the temperature of the mixing mass and providing latent

heat for sulfur trioxide and water vaporization. The evolution of SO3 is

expected to occur only very briefly until enough water is entrained to dilute

the oleum down to essentially 100% H2 SO4 . At this point, the "free" SO3 is all

consumed and vaporization of the H2SO4 is unlikely because of its extremely low

volatility. The initially vaporized SO3 reacts quickly with water vapor to

form sulfuric acid, which will then nucleate and grow into an acid mist. The

acid mist will then be carried aloft either by the hot buoyant air or dispersed

by the prevailing wind.

It should be recognized, however, that accident conditions are neither

predictable nor controllable, and that the spill scenarios described above are

nothing more than hypothetical cases in which each stage of an accident may be

clearly defined. The purpose is to delineate the complex phenomena with sev-

eral individual processes which are reasonably decoupled for the convenience of

laboratory investigation over a variety of conditions. Since no accident may

be regarded as being typical, the emphases are then placed on those extreme

conditions whose outcomes provide a conservative estimate for most other cases.
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Class I Accidents: Convective Mixing of Acid with Water

1. Instantaneous Releases

(i) Theoretical Considerations

The motion of an acid mass, suddenly released in water as the result of a

spill, has some features in common with that of a thermal rising through stag-

nant air. In both cases, the essential driving force originates from the

presence of a buoyancy source due to the density difference between the moving

fluid and the ambient fluid. The physics of thermals has been studied rather

extensively since the 1950s by many investigators including among others,

Batchelor [2], Scorer [3), Turner [4], Ceanady [5], and Tsang [6). In the

present study, the simple model of Morton et al. [7] is adapted for the case of

acid-water mixing. An important modification of the model is the incorporation

of an energy equation to account for the simultaneous dilution and heat genera-

tion. The released heat tends to induce further turbulence by creating temper-

ature inhomogeneities in addition to concentration inhomogeneities arising from

entrainment processes.

Consider a lump of concentrated sulfuric acid discharged instantaneously

into still water. A sequence of the event is shown photographically in Fig.

1. As seen in these pictures, the boundary of the acid mass is highly irregu-

lar due to the turbulent motion both within and adjacent to the settling mass.

However, an equivalent sphere, with radius b'(t') which is a function of time,

t', may be defined at any instant to envelop the bulk of the acid mass. Let

x'(t') represent the position of the center of the sphere relative to the point

of release and u'(t') the mean velocity of the center. Hereafter, the primed

notation refers to quantities expressed in the c.g.s. units, whereas the

unprimed notation refers to dimensionless quantities to be defined as they

appear.

-4-



The key assumption of the model is that the rate of entrainment is propor-

tional to u'(t'). The governing equations of motion may then be written as

follows:

Mass balance:

d 4 3p , )  4.b2u w

. irb'3  . (1)

Momentum balance:

_ ( .. b3pu,) 4 b, 3 g(p , -P ') (2)
dt' 3 3

Energy balance:

d (4 b' 3 p'C'T') " " wb' p'(.t) (-) (3)
y 3 p ay

Acid balance:

d 4 3,
- (3 7rb' 3 Py) - 0 (4)

Center-of-mass velocity:

-X- u' (5)

dt'

where p' and p' are the density of the acid sphere and ambient fluid,

respectively, y(t') the average H2SO4 mass fraction of the solution In the

sphere, C' the specific heat at concentration y, AH' the heat of dilution per
P

unit mass of the solution at concentration y, T'(t') the excess temperature of

the sphere over the ambient fluid, and g the gravitational constant. Eq. (1)

expresses the conservation of total mass (or equivalently, the mass balance) as

the acid sphere expands. Eq. (2) is the conservation of momentum. Eq. (3) is

the conservation of energy. Eq. (4) is the conservation of the total H 2SO4

content. Eq. (5) is simply the definition of the velocity, u', at the center

of the acid sphere.
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It is a common practice in hydrodynamic formulations to make free use of

the so-called Boussinesq approximation, namely, the density difference between

the bouyant fluid and the ambient fluid is assumed negligible except in the

buoyancy term. Since the initial density of the 96% sulfuric acid is 1.836

gm/cm3 at room temperature, it can hardly be regarded as being clos. to the

ambient water density. Thus, in the present case the Boussinesq approximation

is not justifiable especially in the early stage of the motion. We have there-

fore retained the density of the acid mass on the left hand sides of Eqs. (1) -

(4). The resulting governing equations are more complicated than would be the

case if the Boussinesq approximation had been applied, because ' is a function

of y and T' and hence Eqs. (1), (3), and (4) are coupled. Clearly, the effect

of finite density difference between the acid mass and ambient fluid is partic-

ularly important in the momentum and energy equations.

For the case where the acid mass is released with zero initial momentum,

the initial conditions are,

x' - o, u' - o, T' = T'0, Y ' Yo, b' = b' (6)0

where b' and yo are the equivalent radius and H2SO4 mass fraction of the start-o

ing sample, respectively. Since in all experiments the concentrated sulphuric

acid is usually warmer than the ambient water temperature, T'0 is taken to be

50 C throughout the study.

The specific heat data as a function of acid composition at 200 C were

taken from Perry and Chilton [81. Since literature data [9-11] indicate only a

very small temperature dependence for the specific heat of sulfuric acid, the

rather comprehensive room temperature data of Reference [8] were therefore used

in the calculation:
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1 - 0.791y 0< y < 0.6625

Cp(y) 0.603 - 0.192y 0.6625 < y < 0.8448

1.109 - 0.791y 0.8448 < y

The density and heat of dilution data were computed from the empirical

relationships given by Azarniouch et al. (12) as follows:

Pa

-200C < T' < 800C,

where ( ) = 1.0 + 3.0943 - 4.0834&2 + 1.9032 3

y
5.444 - 4.444y

f(T') = 1.0 - 0.000536 T'

and
= -.(A - By + Cy2 ) cal/g

where A - 492.7, B i 987.9 and C = 558.3. Again, the effect of temperature on

heat of dilution is neglected here.

To facilitate numerical integration of Eq. (1) through (5), the variables

x', b', u', y and T' were first grouped as follows:

V' b'3, M' a b'3u', W' = Cp 'b'3T', N' - b 3y.

These were then converted into the dimensionless groups:

VI , H' -(gi/2 v7/6 '

=oy '  (g Vo M, - (AVoyo)W,

N' - (y0V')N, x- V[ x, t, - (g-1/2 Vo0 /6)t
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where V; = b'3 . By changing variables accordingly, incorporating the empirical
0 0

expressions for C p' and aAH'/ay, and rearranging, Eq. (1) through (5) were

transformed into dimensionless forms suitable for simultaneous integration.

The corresponding dimensionless differential equations are as follows:

dV 3a M V d (0f (7)
dt Obfvl/3 Of dt

dM vOf-l M d (8)

dt Of Of dt

__ -N- -) 1-)Xi- + X2()] -C ) (9)
dt dt V V V fdt

dN N d (of) (10)

dt f dt

dx M (11)

ct V

where XI - Byo/A and X2 - Cy2 /A.

The numerical integration of Eqs. (7) through (11) were carried out on a

CDC 6600, using the fourth-order Runge-Kutta numerical algorithm. The initial

conditions are:

C T

V 1, M - 0, W - P Y°o T°  N - 1, x - 0
Ayo

A print-out of the computer program for instantaneous release calculations

is given in Appendix 1.

(ii) Experimental Results

Experiments designed to study both acid-water mixing and acid aerosol for-

mation under simulated accident conditions were carried out in the Acid Spill

Facility, which is shown schematically in Fig. 2. Basically, the apparatus
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consists of a 4' x 4' x 8' stainless steel tank, equipped with various acid

release devices, temperature probes, and an aerosol sampling system. One side

of the tank was constructed entirely of a transparent Lexon panel for photo-

graphic purposes. A smaller 2' x 2' x 4' lucite tank was used initially in the

study. Some photographs of the Acid Spill Facility are given in Appendix 2.

Several different types of acid release devices were used in the experi-

ments. In the first series of experiments, hemispherical glass cups (shown in

Fig. 3), designed to' pivot about a horizontal axis fixed along its diameter,

were used to study the instantaneous release of conc. sulfuric acid in water.

Attached to the cup was a glass lever with a float on one end, which when

placed in water together with the cup, served to stabilize the cup before

inverting it. In a typical experiment, the cup was filled with a known amount

of acid to the level of the ambient water. It was then rapidly inverted by a

specially designed mechanical device to release the acid mass without any ver-

tical impulse. After dumping, the cup quickly reverted to its original posi-

tion, thereby eliminating the problem of post-dripping. By properly illuminat-

Ing the water tank with an intense tungsten lamp, the motion of the acid mass

was readily observable because of the refractive index difference between the

two fluids. Shadowgraphical pictures of the settling acid mass were taken

against a Scotchcal film background at various times after release by a camera

equipped with an automatic shutter release and film advance device. Fig. 4

shows a series of shadowgraphs taken at various stages of mixing for a 500 g

acid dump. Several selected blow-ups, shown earlier in Fig. 1, clearly indi-

cate that the acid mass retains a reasonably spherical shape throughout the

course of its motion, thus somewhat lending support to the equivalent sphere

assumption used in the mathematical model.
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In experiments carried out to study the dispersion of concentrated

sulfuric acid (96% by wt.) in water, four different initial sample sizes

spanning two orders of magnitude in weight were employed. These were 4.6, 22,

130 and 500 gi. Several runs were made for each sample size and the results

from all experiments are shown in Fig. 5, in which the dimensionless frontal

distance of the settling acid mass given by (x' + b')/bL is plotted vs. the

dimensionless time, t'1Vg/b, for any given initial sample size b;. It is

evident from Fig. 5 that all data points gather around a single curve regard-

less of the initial sample size used. The solid curve in Fig. 5 represents the

"best fit" results calculated from the mathematical model with a - 0.21.

Horton et al. (7) have conducted similar experiments by suddenly releasing a

puff of light fluid in a stably stratified salt solution which is denser than

the rising fluid. They found that the values of a lie between the limits 0.27

and 0.34, which are certainly larger than the 0.21 value obtained in the

present study for the turbulent mixing of sulfuric acid and water. The differ-

ence can perhaps be attributed to the heat of dilution that is accompanying the

mixing process in the present case and to the non-Boussinesq behaviour.

It is of interest to know how the average temperature of the acid mass

varies with time. Attempts were made to measure local temperatures with fast-

response (0.03 sec time resolution) miniature thermocouples placed at different

locations through which the settling acid mass was expected to pass. Due to

the turbulent nature of the dispersing acid mass, however, large local tempera-

ture fluctuations were observed from run to run, and it was extremely difficult

to interpret the measured temperature data. Instead, the characteristic excess

temperatures, T', as a function of dimensionless time were calculated using the

mathematical model, and Fig. 6 shows the results obtained with a - 0.21. It

- 10 -
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Is seen that the excess temperature rises to a maximum very shortly after

release and then decays rather rapidly with time. The calculated temperature

variation with time was qualitatively confirmed with measurements. Also shown

in Fig. 6 is the change in acid mass fraction as a function of dimensionless

time. For example, a 100-fold dilution is expected to occur in 3.8 sec for an

initial acid size of 500 gu, and 8.3 sec for a 50 kg release.

2. Continuous Releases

(1) Theoretical Considerations

The dispersion of sulphuric acid from a gradual leak through a finite size

hole resulting from a minor vessel collision may be simply described in terms

of existing models for an axisymmetric maintained plume in a uniform quiescent

fluid. A large volume of work exists on modeling buoyant plumes and our

present state of knowledge appears to be adequate in describing their behavior

(for good reviews see for examples [13-15]). However, because of the high

pressure head in the acid container of the vessel (as much as 1 kiloton), the

acid will emerge from the hole with large momentum flux. Such a scenario is

characterized by some researchers as a forced plume [16] or as a buoyant jet by

others 117]. The present model will somewhat resemble Morton's formulation

(16]. The general characteristics of the model are depicted schematically in

the following sketch:
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Underlying this model are the following assumptions:

(1) steady-state condition prevails so that all the physical variables

are functions of x' only.

(2) ambient fluid is uniform and quiescent.

(3) the plume is axisymmetric and turbulence is fully developed except

very close to the source.

(4) the flow is self-similar. Accordingly, the velocity profile is

assumed to be Gaussian,

u'(x', r') = u(x')e -r/b (12)

where b - b'(x') may be regarded as the characteristic radius of the

plume at x' and u(x') is the axial velocity.

(5) Experimental data indicate that the temperature profile is also

Gaussian but with a larger lateral spread than that of velocity,

T'(x',r') - T(x')e-r' 2 /X 2 b' 2  (13)

where TI stands for excess temperature over that of the ambient fluid

and A > 1 is an empirical constant. Similarly, the acid concentra-

tion is expected to be higher in the core of the plume than at the

"outer" edge. Moreover, the temperature rise is caused by the heat

generated due to acid dilution. Therefore, the acid mass fraction

distribution is assumed to be Gaussian with the same lateral spread

as that of the temperature profile.

-12-



y'(x',r') - y(x')e -r '2 /X2 b '2  (14)

(6) For computational conveniences, here the Boussinesq approximation is

retained, i.e. the density of the plume is assumed constant and equal

to that of the ambient fluid except in the buoyancy term

gA-(x' rl) gp'P(x')e (14a)

where P(x') - #(y)f(T) - 1

(7) Although the heat capacity of the acid is a function of y' and

therefore would have a lateral spread too, it is assumed to be given

by the mass fraction y at the axis of the plume

Cp(x') - Cp(y(x'))

(8) The rate of entrainment of ambient fluid at the "edge" of the plume

at any level is proportional to the axial velocity at that level.

The proportionality constant, a, is independent of x'.

With these assumptions the following four conservation equations can be written

volume: 2vr'u' dr' -2rb'Cu (15)

momentum: d (2rIu 2 oIdr I f2w7r'ghpdr' (16)
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energy: . (f27rrtu'P'C T'dr - f 2 r'u'P' r (17)

dx'\
d 

0

Upon evaluation of the integrals, Eqs. (15)-(18) become

d (b,2u) = 2mb'u (19)
dx'

d (b,2 u2) - 2gX2 b' 2 p(x') (20)

dx'

dx F(yi)dy + -. ~.2j db, 1 (1

(b'2uCpT) - d b' dx'(21)
TX7 I dx b

d (b, 2 iyy) = 0 (22)
dx'

The details of the derivation are given in Appendix 3.

To transform Eqs.(19)-(22) into non-dimensional forms, we need to choose

the correct scales for the physical variables that govern the behavior of the

plume. At the source the momentum force is expected to dominate over buoyancy

force and therefore the momentum flux Mo - b'2u2 at the source is of primary

importance in setting the scales. Since b' is a statistical variable, Ho must

be properly related to measurable quantities,

0 = (b' 2 U2 )x, 0  = (volumetric flow rate) x (mean velocity)

mass flow rateSmax (mean velocity)

density of fluid

-14-



For a source in the form of a circular orifice with radius R,

mass flow rate
mean velocity - mass=flow rate

(density)rR7

Therefore, M 1 mass flow rate 12 (23)
i Ldensity x R

Then the following transformation is chosen

b,2u - (Mo 5/69- 1/3 )V

b2u2 = Mom

b'2uCT =- (yMo5/6 - 1/3cp*)W

b'2-y - (yoo 5/6 -1/3)N

x y (Mol/3g-/3 )x

b' - (Mo 1/3 g-1/3)b

Where y Ayo/Cp*. Then, in non-dimensional form, Eqs. (19)-(22) become

dV - 2cam1/ 2  
(24)

dx

dM 2 V2

d- 2 X2..._) (25)

dx M

dW . (2+1)! L dx H dx (26)

dN 0 (27)

dx
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.X N _X. 2 fN.2
where N -__!_ ___

S(N 1~ 2 X + (!i X2 NL )2

-) - __7 - -

V (X +l)z ( V+2)Z "  (x2+ 3 )Z v
B

Xl " B Yo and X2  yo2
A A

It must be emphasized that Eqs. (24)-(27) are good approximations only for

a fully developed free turbulent plume at a distance far from the source.

Close to the source the situation is more complicated and the nature of the

flow I- evolving very rapidly, due to instability, from a laminar jet immedi-

atel.; after emergence from the source to a fully-developed self-preserving tur-

buler- jet at some distance xl'. To construct a model which is valid for the

vntire plume is difficult and besides, given the complexity of an actual acid

spiA , it is probably not worth the effort. Instead, the following approach is

adopted. The flow is divided into two regimes: 0 < x' < x1 ' , the flow is

essentially a pure jet, where momentum forces dominate and for x' > xl', it is

essentially a buoyant plume, where the buoyancy force becomes dominant. The

governing equations (24)-(27) are assumed to be valid for both regimes with

different values of the entrainment constant a. The point of transition

between these two regimes, x1'l, is somewhat uncertain. Tennekes and Lumley

[18] indicated that the mean velocity profile appears to be self-preserving

beyond about eight orifice diameters, although turbulence quantities are still

evolving at 40 orifice diameters. Therefore, given the simplification of the

present model, xi' will be adjusted between 10 and 15 orifice diameters to

yield the best fit with measurements.

- 16 -



Experimental data presented by Ricou and Spalding [191 indicated that the

entrainment rate for a buoyant jet is somewhat larger than that for a pure jet

with the same momentum. Comparison of boundary-layer theory with experiments

showed that for an axisymmetric pure jet the volumetric flow rate at a distance

x' from the orifice may be given by (201

volumetric flow rate = 0.404 Iio x' (28)

Thus, the gradient of the volumetric flow rate is constant. This fact may be

used to define an equivalent entrainment constant for a pure jet based on

Taylor's entrainment assumption [7],

d (volumetric flow rate) = 2nab'u (29)
dx'

where (b'u) 2 is a measure of the average momentum flux. If the pure jet regime

is small so that the buoyancy force has a negligible effect, bWu is approxi-

mately constant by virtue of the conservation of momentum. Then, comparison

between Eqs. (28) and (29) implies that

- 0 0.065 (30)
27

Direct measurements of entrainment into a pure jet yielded, however, a smaller

value of 0.057 for a [17,21]. Thus, the value of a will be adjusted in our

model between 0.057 and 0.065 to give a best fit with measurements. For x' >

x1 ', i.e. in the buoyancy regime, existing data showed that a lies between 0.08

and 0.12 113,16,17,211; the lower value corresponds to Gaussian profiles while
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the higher value to "top-hat" profiles. In the present model, we again adjust

a between this range to yield best fit with experimental data.

It can be readily shown from Eqn. (24)-(27) that as x-->"

db 6ad- 6c> -(31)
dx 5

which agrees with known results deduced from pure plume models [7,22). This is

intuitively expected, because far from the source the acid in the plume has

been so diluted that the flow approaches the conditions of a pure plume. Thus,

at large x, the plume tends to approach the shape of a circular cone subtending

an angle of 2 tan-l(L). The measurement of this angle offers a simple way to

determine the entrainment constant in the buoyant regime (x' > xl').

(1i) Experimental Results

A forced plume of 96% sulphuric acid was produced from a release device

constructed simply by fusing an ordinary laboratory burett to the bottom of a

glass trough. The tip of the burett was placed just above the water surface in

the acid spill tank. The glass trough is made as large as possible so that

during the course of the experiment the head of the acid in the trough was

fairly constant thereby maintaining a steady rate of acid feed. This is essen-

tial to assure steady-state condition. The mass flow rate was measured by

weighing the amount of acid released in a certain period of time and was found

to be about 22.2 gm/sec.

High speed photographs were taken at various instants after the acid

release, again using shadowgraphic techniques. Figs. 7a and 7b show a typical

set of pictures which were taken at a rate of 1 frame per second. It can be

seen that at about 10 seconds after release, steady-state was reached. The
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acid feed was turned off as soon as the acid front reached the bottom of the

tank. Fig. 8, 9, and 10 are enlargements of the plume of the same run at 13,

21 and 29 seconds, respectively, after the release. A comparison between Fig.

9 and 10 indicates that the shape and the size of the plume were pretty stable

with the bulk of the acid flow more or less confined within a circular cone.

Temperature distribution across a horizontal section of the plume was

measured by placing an array of four thermocouples, equal distances apart, so

that the first thermocouple was vertically below the release nozzle, i.e. on

the axis of the plume, and the fourth thermocouple more or less at the "edge"

of the plume. Fig. 11-1 shows the measurements with four such thermocouples

placed at a distance two inches below the nozzle, showing a distinct tempera-

ture profile. Fig. 11-2 indicates that the temperature profile at nine inches

from the nozzle was almost flat. Only measured plume axis temperature, T', as

a function of distance, x', from the nozzle can be directly compared with theo-

retical predictions. The experimental data are summarized in Table 1.

xx T = V - Tw'
(inches) (°C) (Tw' - 180 C)

2 3.96 121.0 103.0
3 5.94 /2.0 54.0
4 7.92 62.0 44.0
5 9.90 56.0 34.0

6 11.80 46.0 28.0
7 3.86 38.0 20.0
8 15.84 35.0 17.0
9 17.82 33.0 15.0

Table 1. Measured plume axis temperatures at various
distances from the release nozzle. Column 2
lists the dimensionless distances converted
from Column 1. Column 4 contains the excess
temperature derived from Column 3.

- 19-
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With a measured mass flow rate of 22.2 g/sec, Mo was calculated to be

about 2069.5 cm4 /sec2, which defines a characteristic length scale of 1.283 cm

for the model. From Fig. 8, 9, and 10, the angle of the cone defined by that

part of the plume far away from the source was estimated to be about 150 +

0.50, which would, according to Eq. 31, give a value of 0.11 * 0.004 for the

entrainment constant a in the buoyant plume regime.

The proper initial conditions for the model are at x- 0

V-f
M"

W 5/y

N I

Here T = 5, since the initial acid temperature was always about 50C warmer than

the water temperature. Since Eq. (27) implies

N - constant - 1 , for allx ,

the governitg equations reduce to three, (24)-(26). They were solved simulta-

neously by the fourth order Runge-Kutta algorithm with a step size of 0.1 and

a = al 0 < x < x1

= 0.11 x > x 1

A print-out of the computer program is given in Appendix 4.

The values of al and x1 were adjusted to produce a best fit with the

temperature measurements. It was found that al - 0.065 and x1 - 3.0 (which

corresponds to about 13 orifice diameters from the source) were the optimal

figures. In Fig. 12, the theoretical axial excess temperature and axial acid

mass fraction were plotted against x on the same graph. The overall agreement

between theoretical prediction and experimental data for axial excess

temperature is excellent.
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With the values for the entrainment constant in both regimes established

by experimental measurements, the axial acid mass fraction (as shown in Fig.

12) was predicted to drop below 5% for x > 25, which corresponds to a distance

of about 107 orifice diameters in this case. An acid solution of this concen-

tration would have a pH value of about 6, which for most practical considera-

tions is only mildly acidic.

Class II Accident: Acid Aerosol Formation

The various possible mechanisms of acid aerosol formation due to an oleum

spill on water have been reviewed in considerable details in the interim report

(July 1978). However, the actual scenario is too complicated to be described

by a single mechanism or a combination of several mechanisms. The partition of

the spilled acid between the bulk water and air cannot be calculated a priori.

Only some very conservative estimates could be deduced from thermodynamic con-

siderations. Some heat of formation data for oleum are available in the lit-

erature [23,24]. From these data the partial molar heats of mixing required in

the enthalpy calculations may be derived. The distribution of energy depends

upon the dynamics of the mixing and vaporization processes and may be expected

to vary considerably under different conditions. One can only calculate from

constant enthalpy considerations, by assuming adiabatic conditions and instan-

taneous and uniform mixing, the amount of SO3 vaporized, given a priori knowl-

edge of temperature increases of the oleum which is being diluted down to 100%

H2SO4. The results of such calculations for 20% oleum are given in Fig. 13,

where the fraction of SO3 vaporized is plotted vs. the temperature increment.

It is seen that as much as 12% of SO3 could be released into air to form

sulfuric acid aerosols, if all energy generated from dilution were channeled
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into the S03 vaporization process only. Obviously, this represents a hypothe-

tical upper limit; the actual fraction is more likely to be much less since

most of the released heat will be consumed heating up the fluid rather than

vaporizing SO3 . Thus the actual partition coefficients have to be measured

experimentally.

In a typical oleum spill experiment, the water tank was initially filled

with tap water to a predetermined level and the oleum release device (as shown

in Fig. 1) was suspended from the top center of the tank. The tank was then

sealed against air leakage and purged with nitrogen gas. The release device in

this case consisted of a fixed stainless steel spike and a long spring-loaded

lucite plunger rod. A specially blown thin-bottom glass flask containing an

oleum sample of known weight was capped and attached to the lower end of the

plunger. When the rod was released, the flask was propelled downward with the

plunger and ruptured against the spike located a fixed distance from the bottom

of the flask. The level of the water in the tank with respect to the sharp

point of the spike determined the depth of release, at, above, or below the

surface. Thus, oleum was instantaneously released in a consistent manner at a

reproducible depth.

Usually, a white cloud was observed to rise at the instant of the

release. Four circulating fans, each located at one corner of the tank cover

and interconnected through ducts, quickly dispersed the cloud into a dense fog

which filled the whole air space above the water. Figs. 14a and 14b show the

fog formation in a sequence of pictures taken immediately before and after an

oleum release experiment. A solenoid valve controlled by a pressure switch

was then activated to regulate the rate at which fresh water was introduced to

fill the tank. The rising water level displaced a steady volume of gas through
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either a membrane filter for acid aerosol collection or a diffusion battery

(Fig. 15) for particle-size distribution measurements. Sulfuric acid aerosols

collected on Fluoropore filters were subsequently analyzed for total sulfate by

ion chromatography [25]. Fig. 16 shows the temperature variation with time at

two local points in water and in air, indicating the extent of temperature rise

from oleum-water reaction.

Oleum releases varying from 50 to 475 g in size and containing either 20Z

or 30% free SO3 were employed. The quantities of sulfuric acid aerosols pro-

duced in these experiments were found to depend on both the sample size and

release depth in water. In general, less aerosol was formed in experiments

where oleum was released below the water surface than at or above the surface.

While the above-surface releases always generated a large amount of both steam

and acid aerosols, which quickly formed a dense fog in the air space of the

spill tank, the acid aerosols produced from the below-surface releases were

barely observable even with the aid of a He-Ne laser beam.

The part. e-size distributions were measured with a "Collimated Holes

Structures" diffusion battery, the operation details of which have been given

elsewhere [26,27]. A nonlinear iterative inversion method has been developed

[27] for the analysis of diffusion battery data (Appendix 5). Fig. 17 shows a

composite of two particle-size distributions for the acid aerosols generated by

releasing 50 gm of 20% oleum at 2.5 cm below the surface (dashed curve) and at

2.5 cm above the surface (solid curve). Both sets of data, measured at 10%

relative humidity, exhibit a distinct, well-defined log-normal particle-size

distribution. The particle sizes of the aerosols produced in underwater

releases are usually smaller than those produced in above-surface releases.

A detailed study of the effect of oleum release depth on particle size was

- 23 -



undertaken for 20% oleum and the results are shown in Fig. 18, where the

droplet diameter of the acid aerosol is plotted as a function of normalized

dample immersion depth. Here, an immersion depth is defined as the distance

measured from the water surface to the center of gravity of the oleum sample at

the moment of release. For the case where the center of gravity of the sample

is above water surface, the immersion depth is considered to be negative by

definition. The immersion depth is then divided by the sample size taken as

the radius of a sphere of equivalent volume to obtain the normalized sample

immersion depth, Z, plotted as the abscissa in Fig. 18. A definite decrease in

particle size is noted with increasing release depth until Z reaches about

2.5. Below this depth, the particle size seems to level off at 0.14 t 0.03 Vm

in diameter. In all cases, the observed aerosol sizes (0.1 to 0.6 um) are well

within the respirable size range.

Experiments were also performed to determine the extent to which sulfuric

acid could become airborne in an oleum spill accident. Although such informa-

tion is extremely useful in assessing the consequences of a given accident,

reproducible experimental data are very difficult to obtain since the vaporiza-

tion process depends strongly on the manner in which oleum is being released in

water. In addition, there is no a priori information to determine how the

liberated heat of dilution is to be channeled into the several processes

simultaneously operating during the initial vaporization period.

An attempt was made to correlate the airborne acid fraction with release

depth and initial sample size. Fig. 19 shows the results of two series of

experiments with 30% oleum of two different initial sample sizes, namely

170*10g and 450*25g, released at the same depth, i.e., surface release. The

concentrations of the airborne sulfate as collected on filters are monitored
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for the duration of the run. The concentration decay shown in Fig. 19 is

typical of a stirred aerosol in a confined space where settling and plate-out

are the dominant aerosol loss processes. The bar lengths of the data points

represent the time duration that a filter sample is taken, which ranges from

one to ten minutes. The percent sulfate airborne for each release was obtained

by extrapolating the concentration to t-O. It is seen that for the two series

of experiments, the percent sulfate airborne is almost Identical within the

precision of the experimental data, although the initial sample sizes differ by

a factor of almost three.

Table 2 is a summary of all release data obtained for both 20% and 30%

oleum. To normalize the release depth, the previously defined normalized

immersion depth, Z, is again used in Table 2. Although data are somewhat scat-

tered, a few conclusions may be drawn from the results. It seems that, for

each type of oleum, there exists a limiting value to the amount of sulfuric

acid aerosol that may be formed during a spill. The fractional vaporization

does not depend strongly on the initial sample size, as is suggested by the

data shown in Fig. 19. As a conservative estimate, therefore, one can state

that no more than one-tenth of a percent of sulfuric acid may become airborne

to form an acid mist under most oleum spill conditions. The fractional air-

borne acid decreases very rapidly from surface spills (Z - 0) to releases just

below the water surface (Z - 2).

Table2. Summary of airborne acid fractions in oleum release experiments

Release Condition % Acid Airborne

Av. Sample
Release Position Z wt. gun 20% Oleunm 30% Oleumn

33 cm above Surface -8 450 1.4 - 1.6 x 10.2 6.0 - 6.5 x 10- 2

On Surface 0 175 1.8 - 4.6 x 10.2
450 2.2 - 4.2 x 10 3 1., - 5.1 x 10-2

9 cm below Surface +2 450 2.9 - 3.8 x 10-5 1.2 - 2.5 x 10-4

17 cm below Surface +4 450 7.1 - 8.4 x 10 1.7-3.6x 10 4
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CONCLUSIONS

Two aspects of sulfuric acid spill accidents have been Investigated in

laboratory experiments. It is shown that the convective mixing of concentrated

sulfuric acid with water can adequately be described, for both the instantane-

ous and continuous releases, by mathematical models taking into account the

variation of the buoyancy force arising from changes in acid concentration and

liberated heat of dilution. For oleum spills in which acid aerosol formation

is a potential safety hazard, a conservative estimate of less than one-tenth of

a percent is obtained to represent the amount of airborne acid under most acci-

dent conditions. The fraction of airborne acid, however, decreases very rapid-

ly with increasing release depth. The acid aerosols exhibit a well-defined

log-normal particle-size distribution with peak diameter varying from 0.1 to

0.6 um (at 70% R.H.) depending upon release depths. This is well within the

respirable particle size range.
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Fig. 4 Shadowgraphs taken at various
stages Of mixing for a 500 g acid dump.
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Fig. 7a Shadowgraphs of an acid plume

taken at intervals of one frame per sec.



Fig. 7b Continued fot ig a
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Fig. 8 Enlargement of the acid plume at 13

sec after release.



Fig. 9 Acid plume at 21 sec after release.



Fig. 10 Acid plume at 29 sec after
release.



Fig. 11 Temperature measurements at four
different locations inside the acid plume.
The top insert was taken at 2 inches below
the release nozzle; the bottom insert at 9
inches.
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Fig. 15 Picture of the diffusion battery
used in particle size measurements.
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Appendix 1. Computer Program for Instantaneous Releases

The program solves the dimensionless governing equations for the instanta-

neous release of 96% H2 SO4 in stagnant water. No input data is necessary. The

output tabulates the following dimensionless quantities from the time of

release up to a dimensionless time of 600: time, volume, radius, velocity,

mass fraction, temperature increase (°C), buoyancy, center distance, and

frontal distance. A description of the FORTRAN parameters is given as follows:

FORTRAN Parameter Description

AK a
CP Cp
ETAl n1
SHII I
GA y
ALL 11

RAD b
VEL u
Y y
2HI
PHI
F f
TI T
Z An array consisting of V,M,W,N,X
DER A subroutine to calculate the

derivatives of Z
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PWO(RAM DI-FE 74/74- OPT1 -__ FTN 4,5*414

PROGRAM 01FF (OUTPUT)
DIMENSION Z(5)vZP(5)vTEMP4595) ___

_________ COMMON GAALI,A12,AK*S*ETA1.ETA29ETA3 9SHI11SH12
5- - - -TAy CP9 ",C70-* @71.W,6-30q,12F6 698-558.BB

AK a 0.235
GP a Li1O9346763..009136690741YO
ETAl a_1.0/CP___ ______________ ______

Lt aU O.6026207Y7f-CP

10 ETA3 2 1.109346763/CP

SH.12 a .191549227/CP
GA a Aoyo/Cp
ALI a UoYo/A _____________

N a5

20 T o .0 _____-

Z (31 - TIO/GA -______

Z(4) x 1.0

_u a 0.0

PRINT-loo - -__________ _

100 F ORHkAT 4 HI ,1 XvTIME* 96X9*VOLUME* 9 X*RADIUS* 9 X *VELOCITY* 96X9
i fMASS FRACT*,4x,*-TEMP INCRT(OC-YI.o4X;.OBUOYANCY.,98X **CENTER* 1 0Xo

30 * OXFRONT*f __________________

50 LILL u p(THNez-zZP,p,D-ER79TEMP)
___________52 CONTINUE __ _________

--RAD= S -(1] )-*-* -(1./3.-0)-
VEL - Zc2)/zc1) ________ ____-_ _

IF(Y.LE.o.'.5Z5)GO TO 20
jIF (Y L.L.o.974VTiG1YTtF30
THI ETA3-SHIIOY

40 20 ml = ETA1-SHIIoY
- - -O TO 46-- ------ - _

30 THI ot ETA2-SH12*Y
40 CONTlNUE -

TI a (.AZ(3)/(TI41Zt() _________ ______

45 *Hrya /544405-,4*4W"5IT1
PHI a 1.0,(3,0943-4,0834*ZM!.1.9032.ZHI.ZHI)*ZHI_______

r - u.a u-3519T7WTTT
ACID *PHI*F*Z(4)
UUiVY ZP(2)

so XFRONT aZ(5) + RAO ________

PRWINWTO , ~cTRuvL,, UO~v 75)I7XFRONT,9ACID--
101 FORMATAF6.l,SE1S.6,F6.3)_____

Do io Isles_ _ __ _ _ __ _ __ _ _ __ _ _

P.ACL U(1,I1,No,ZP-r7uUEWFTE4P)
10 CONTINUE

51 CALL-EXIT 29-1
END



susRuuTXNE DER __ 4/74- OPTs- FTN-- 4,5#414

1 SUBROUTINE DER(T,N*Z,ZP)
DIMNSION Z(5).ZP(5) _____

DATA Y0,CP.ASC/0.96,l .0.63.091, 126.698,SSS.286/

yP w YO*Y
IF(YP*LE*0.662516O TO 10

____ IF(yP*LE.O.S448)60 TO 20
TRHI aTA3-SHI1.YP

Io bETA m -SHIl*VY___ ___

10 TN! 9 TA1-St4Il*YP ______________

---BTA -SIII1.Y5
GO TO 30

_____ ~BETA 0 -SNI2*YO _________

-- -- 30 CONTINU
ZMI wY/(5.44405/YO-4,44405*y1 ____________

VMS1 0 1*o*(3.0943-4.0UZB3W*71T*-.go3iZ RZI Z-ml
20 ____ TEMP a GA*Zc3)/(TNI*Z(1)) ________

P 8 5.64405Z*ZHI*O3.0943-8,1668ZI,5.096*ZMZOZHI)/(Y0*Y*Y
X PMI)- BETX*§Q/ITN
R *-Z41)..(1.O-AL1*AL2eY*Y)-Z13)OP

3o _____ _____ _____ _____ _____ _____ ____

DET * oB2-A2*91 _________________

-35- LPTTF-Trl *C2--A2ioC117DET
ZP4 (Cl*B2-C2*81)/DET___

40 RETURN _____________

-SYM8OLICREFERpNCE7MAV (Mal )

-POTNTS
IODR

kBLES SN TYP9 RELOCATION
.*REAIEA REAL -

ALI REAL //REAL
RIT EAL KA

SREAL REAL
I~ --RLL 29-11



Appendix 2. Photographs of BNL Acid Spill Facility
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Appendix 3. Evaluation of the Integrals in Eq. (15)-(18)
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Now, l- L [yY(xI)e-r /2b12]
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Therefore,
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Appendix 4. Computer Program for Continuous Releases

The program solves the dimensionless governing equations for the continu-

ous release of 96% H2 SO4 into stagnant water. No input data is necessary. The

output tabulates the following dimensionless quantities from the point of

release up to a dimensionless distance of 100: depth, flowrate, radius, veloc-

ity, mass fraction, temp. increment. A description of the FORTRAN parameters

is given as follows:

FORTRAN Parameters Description

ALPHA a
AL I
ALSQ X2

CP Cp
ETAl nj
SHIl CI
GA Y
ALl I

MO initial momentum flux
X x
TI T
Y y
RAD b
VEL u
THI
Z An array representing V,M,N and X
DER A subroutine to calculate the

derivatives of Z

- 32 -



PfOGRAM DIFF 76/76 OPT=i FTN 4*5+4j1

£ PROGRAM DIFF(OUTPUT)
DIMENSION Z(')vZP(4dTEMP(4,5)
PEAL Ke
LX7EKK~AL CfR

5 ~~COMMONGA, ALL9AL2 9ALPMH~A,ELyA2 ,ETA3,S HIlvSHI 2_ALSQvTI2

ALPHA = .Z.11 --- -- -

AL = 1*16

1A CP = ±.1f,9346763-(#*7913669iu7*Y0
!:TAi_= .CP___ _____

r.TA2 = 6C.62Z6 2 67 e7f,/CP -

ZTA3 =_- 1.1 -93467631CP
s RI 6 .. 7913669;:7/CP

±5SHIZ I..±S1549227/CP
GA A*YD/CP

ALL = *(/

= 20 69.5
21 TIh 5.f

CX =MG *Q'/l
F;A:)= L.0.5/CX

2t, f FOPMiATf1Hl)
25 F FI NT laj -5-- -,-CjITf-X-it;r FOP.MAT(//iX,'DEPTH-, X,*FCCW RAiC4,8X "RADIUS',XV9OIT 9,X

+ *MASS FRACT* 4 ~X, 4*TEMP INCR(IjC)*,4X9*BUOYANCY*/)
N 4

Z(il =.C

____ Z(2) 9 A__________________________
Z(3) TIC/GA
Z(41 = .c
X

TI =TIC,

IFX.E3.JLPHA w.E=
~CALL CEO(X,,i.NqZZP9Q,D.RTEMP)

40 1 01 CONTINUE
_____ VEL. = Z(2)/Zti)_______

IFlY*LEs%;*6625lGO TO ZL_____
IFIY*LE*0*84.8)GO TO 3Ui

45 THZ ETA3-SHI1*Y
GO TO 4!

2 THI = ETAL-SMIX'Y ________________________

GO TO 401
3L THI =ETA2-SHI2*Y

TI =GA4Z(3)/(THI'Z(41)
50 CO01TI NUE

RAO = Zti)/SOR'(Z £233______________________
PR TT1 ,F, AAOU-,TE L, V, T I

55 1£ FORMAT (F6 I, WE5.6)
IF(XeGT~loW.d)GO TO 16 2 32-1.



PROGR~AM 01FF 76/76 OPT=; FTN 4s5*5.14

ALPHA L.IIll
IFtx.LE*3*LIALPND9 = ZC65

60 _ -- -- _ G-ALL OEOIXqHl,,ZOOOvEM) v
10 CONTINUE

___________ GOTO_£il
ICZ CALL EXIT

SUBROUTINE DER 76/76- OPT=l FTN 4.54414.

___ --.-- SUBROUTINE OER(XtN,ZgZP3 -

DIMENSION Z(4),ZP(4)
-_COMMON G A, ALI, AL2, ALPHA,9ETAI-vETA2 vETA3SH1SIALOTB -

DAA Y,'1.A, B,C/98,. ,... 963*c9I1q28.6q8,558o288/
5 y = ZI'.1/Z(1)

4r CONTINLE
VP = x*y0V___________ _-

IF(YP*LE&f.6625)Go TO it
________IF(YPoLE*Lq6448)GO TO 2r

±0 - Till =ETA3-SHiIV-P
GO0 TO 3v;

H0 THI ETAI-SHI14YP
____________ GO TO 3 ___

Zt0 THI = ETA2-SH12*YP
15_ 3C ___CONTINUE __

ZHI = V/(5*4'645/'L-4e.'.'d5*Y)
PHI = ±...4C 3 .i 943-4..:834eZHI41.9! 32ZHIZ41)'ZHI
F = I.L - L,~.535977*GA*Z(3)/(THI*Z(1))

__ 5f CONTINUE __

V = ALi*Y/(-ALSO + 2e.)l
R= AL2*v*Y/lALSC + 3.0~
0 =U - V 4 R
S =U/(ALSQ + 1.1+1 - V/(ALSQ 4 2.91 4 k/'ALSQ4 3.01

Z5ZP(13 = Z.'4ALPHA*S0RT(Z(2))

ZP(31 =(ALSQ.1.v)Y*((Q-24S)IZP(i)4S*Z(II'ZP(2)/Z(Z))
- - ZP(A. Let,_

RETURN
E NE

SYi BCLIC REFERENCE MAP (R=I)

OINTS -.- 32-11- ---
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Appendix 5. A non-linear Iterative Algorithm

for Inverting Diffusion Battery DATA

- 33 -



Abstract

A non-linear iterative algorithm is presented for use in retrieving

particle size Information from diffusion battery data. It is shown with

numerically generated test cases that the inversion method has a relatively

fast rate of convergence, good size resolution, and is stable to as much as

5% random errors in the data. Application of the method to experimental

monodisperse aerosol data gives satisfactory agreements between retrieved

particle sizes and corresponding stated sizes up to 0.8 va in diameter.

* - - - ~- - .



I. Introduction

Diffusional deposition in a flow stream through narrow channels has

long been recognized as an effective means of size classification of poly-

disperse submicron particles. Since smaller particles, whose diffusion

coefficients are larger than those of the larger particles, are readily

removed from the stream by diffusion to the channel walls, diffusion batter-

ies,consisting either of circular or rectangular channels, have been con-

structed according to this principle [1]. More compact and versatile ver-

sions made of a series of stainless-steel screens are now commercially

available [2,3].

However, difficulties in the analysis of diffusion battery data have,

until recently, prevented it from being widely used for routine particle

sizing. Several investigators [4,5] have assumed a size distribution con-

sisting of histograms over a finite number of discrete size classes to fit

the data, whereas Raabe (6,7] has adopted a lognormal distribution to match

grouped data. Mercer and Greene [81 have assumed instead that the diffusion

coefficients of the particles are lognormally distributed, from which an

"equivalent diffusion" lognormal distribution can be deduced for the parti-

cle diameters via an empirical correlation between diameter and diffusi-

vity. Recently, Busigin, Van der Vooren and Phillips [91 have assumed that

the actual size distribution can be represented by a sum of lognormal dis-

tributions with different parameters and adopted an iterative random search

technique to determine the parameters that give a best fit to the data.

In the ptesent paper, a new algorithm, belonging to the class of non-

linear iterative inversion techniques, is shown to be well suited for the

retrieval of particle size information from diffusion battery data.



Although the formulation of the algorithm for solving inverse problems in

general has been given elsewhere [101, a brief description of the method as

applied to diffusion battery data is presented here in section II. In sec-

tion III, its performance is checked with a few test cases of known size

distributions. Finally, in section IV, it is applied to actual experimental

data taken with latex spheres and sodium chloride particles whose diameters

are known beforehand.

II. Theory

A M-stage diffusion battery may be depicted schematically, as follows,

f(d)-

g*() g*(2) g*(M-l) g*(M)

where f(d) is the unknown size distribution of an aerosol sample, g*(1),

t-1,...,M, is the number of particles which penetrate to the ith stage and

K(t,d) is the fractional penetration of particles with diameter d at the Lth

stage. Then, f and g* are related by

g*(.t) f K(t,d)f(d)dd L-I,...,M (1)
0

which is the Fredholm integral equation of the first kind. To find a solu-

tion of Eq. (1) is a well-known ill-posed problem. In general, a unique

solution may not even exist. There are additional problems associated with

instabilities in numerical computations. Many methods for obtaining an

approximate solution have been proposed (see, for example, [11-151); each

has its shortcomings and advantages over others for a specific class of the

kernel function, K(L,d).
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In actual inversion, Eq. (1) is usually discretized using an

integration quadrature,

N
g*(1) - =wkK(t,dk)f(dk) L-l,...,N (2)

where wk is the weight factor of the integration quadrature and the diameter

is discretized in N points over certain finite range [a,b]. The new

algorithm states that the solution is obtained by iteration via

fi(dk) t [I+ Yi-l(X,dk)] fil(dk) k-l,...,N (3)

beginning with some assumed initial distribution fo(dk). The corresponding

penetration is then given by

N
gi - wkK(tdk)fi(dk) 111,...,M (4)

k-l

Yi.l(tdk) is chosen to have the functional form

Ti-j(Z,dk) - Ai-(L)K2(L,dk) + Bi(L)'K(L,dk) + Ci. 1(L) (5)

where Ai.(1), Bi-1(1), and CiI(Z) are coefficients to be determined by

some specified conditions. In order that the iteration, Eq. (3), always

produces positive values for fi(dk), yi-1(L,dk) is required to satisfy

j ~i-l(Zdk)j < 1 (6)

for all i, L, and k.

It can be readily proved from calculation that K(1,d) is monotonic

decreasing both in L and d. Then, since f(d) is positive for all d, Eq. (1)

implies that S*(Z) is also sonotonic decreasing. Thus, S* can be so

labelled that g*(I) and g*(N) is the largest and smallest values, respec-

tively. The fundamental feature of the new algorithm is that
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N
F wkK(ldk)fi(dk) - gi(1) - nlg*(M) (8)
k=1

k-iwkK(M,dk)fi(dk) =gi(M) = nMg*(M)(8
k=1

for all i, where nr and TM are positive constants close to 1. The effect

of each iteration, under conditions (7) and (8), is to modify fi(dk) such

that the corresponding gi(I), L-2,...,M-1, always lie within the range

bounded by llg*(l) and nMg*(M). The introduction of n, and nM is to

impart extra flexibility to the algorithm when dealing with experimental

data with random errors. Substitution of Eq. (3) into Eq. (7) and (8) gives

N
2 wkK(l,dk)i-1l(1,dk)fi-l(dk) = 0 (9)
k=l

N
lWkK(M,dk)Ti.l(L,dk)fil(dk) - 0 (10)

k-i

for all i, and a given t. From Eqs. (5), (9), and (10), 'fi-l(t,dk) c ben

written as

Ti l ( P,dk ) -R i l ( L) .#i l ( -t,dk ) ( I

Yi-I(z) [K2(i,dk ) - hi-1(1,1)l + K(.t,d k )

where #i-l(tdk) -- nlg*(1) Id)*( 1 )
Qi-lM()

Qi-l() - ,max Yi-_(,) [K2(idk)- hi-l(lL)1+ K(tdk)-P-( I )

k..,... NJ ll.....l l . L g*(l)
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pi_l(M,1) -NOW(H pi-l(1,1)

h-l(ML ) - ng*(M) hp_1(1,t)
nlg*(l)
nlg*(1)

N
hl-l(J,- = WkK(j,dk)K2(,dk)fi..lldk)

k-l

N

Pi-I(J, L) - WkK(j,dk)K2(t,dk)fi-l(dk)
k-l

pi-1191 - WkK(j,dk)K(t,dk)fi-l(dk)
k-i

and Ri_ 1() is as yet undetermined. Obviously, the definition of *i_l(1,dk )

indicates that

Ifil(t,dk)I 1 (12)

for all i, L, k. Then, Eq. (6) implies that

Ril() I < 1 (13)

for all i and L.

In order that the iteration process is convergent, RiI(t) must be

chosen subject to condition (13) such that fi(d) is modified at each itera-

tion in a direction as to reduce the residual error between gj(l) and

g*(t). However, because of the ill-posed nature of the problem, the solu-

tion is also required to be as smooth as possible. Mathematically, this is

expressed as: find RiI(1) which minimizes

r - 82(j) + AS(fi) (14)

where Si(l) is the residual error defined as
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61(9) = - i(t, _)
g*(L)

= g*( I ,.) [

g*(-" 1kK(Lt,dk)fi(dk)

6 1-.1(t) zi-J(L) • Ri_.(L) (15)
g*M(t

N

Zi1 (L) - w wkK(J-,dk)fi-l(L,dk)fi-l(dk),
k-

S(fi) is a functional of fj, which is a measure of the smoothness of fi and

A is a Lagrange multiplier. This approach of determining Ri-1(1) is analo-

gous to that in the method of regularization. Several measures of smooth-

ness have been considered by different investigators, for example, the vari-

ance, the sun of the squares of first differences, or the sum of the squares

of second differences, etc. In the present formulation, the following defi-

nition of the measure of smoothness will be chosen,

S(fi) f [fi(d)-fi-l(d ) ]2dd
0

N
- .wkjfi(dk) - fi-l(dk)] 2

k-i

- Di-l(t) * Ri-2(L) (16)

N
where Di.I(L) E 2 wk[-i_1(t,dk)fi-l(dk)]2. It should be pointed out

k-l
'. that this definition of the measure of smoothness is only a matter of con-

venience to obtain an expression for Rii(t). Thus, S(fi) may be considered
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" - _____

as proportional to the total amount of adjustment of fi-i at the ith

iteration and by requiring it to stay within certain bounds has the effect

of restricting any drastic change in fj during the process of iteration.

Substitution of Eq. (15) and (16) into (14) and then equating dr/dRi1 l(1) to

zero gives

Zi.-(L)
R-1 -g*(R,) (17)

gL(t) J + XDi-l(

It is clear from Eq. (17) that a large value of X reduces the amount of

change in fi-l at the ith iteration and hence tends to maintain smoothness

in fi, while a small value of A accelerates convergence.

To initiate the iteration, an initial distribution fo(dk) must be

chosen such that it satisfies Eq. (7) and (8). Since the functional form of

the sought distribution is in general not known a priori, fo(dk) is first

assumed to be a flat profile, i.e.,

fo(dk) = ,l,...,N

so that no bias is aimed at certain sizes. C is evaluated from Eq. (7).

N
X wkK(ldk)
k-l

Then, fo(dk) is obtained by adjusting fo(dk) according to

fo(dk) - [1 + E'K2 (M,dk) + F] ?o(dk) (18)
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where E and F are determined by the two conditions go(I) - nlg*(1) and go(M)

= nMg*(M). Therefore,

fo(dk) - 1+ F Thg*(M)-g 0 (M) ][K2(M,dk) ~ C0 lM) (19)
hoM),M 0oM )  ho(l,M)JL lg*(l)J f 1

T)lg*(1)

where

Ngo(M) - kK(M,dk)
k-l

It should be pointed out that the form of fo(dk) defined in Eq. (18) is

deliberately chosen to be similar to 'Yi.l(Z,dk). If Eq. (19) should result

in negative values of fo(dk) for some dk, hMg*(M)-go(M)I is successively

reduced by temporarily adjusting g*(M) until fo(dk) > 0 for all k and then

Eq. (19) is repeatedly applied until g*(M) returns to its original given

value.

Twomey (161 proposed a different expression for 'Fi_l(tdk)

,i_l(t,dk) - K(t,dk) "g*(.) - (20)
Igi-l1t) I

Since for any physical system K(t,dk) can always be normalized to be less

than or equal to 1, i-l(t,dk) in Eq. (20) satisfies the condition (6). He

applied Eq. (3) with (20) to determine the size distribution from measure-

ments of the number of particles through nuclepore filters and showed that

it yields better results than the constrained linear inversion method, par-

ticularly when the sought distribution is not smooth. Although the Twomey's

scheme is simpler, the present technique, derived from a general mathemati-

cal basis, is considered more systematic with built-in control of speed
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of convergence and smoothness of the solution. In the next section, the two

methods will be compared by means of test cases of known distributions.

The iteration procedure of the present algorithm is described as

follows:

(1) compute fo(dk) from Eq. (19)

(2) begin iteration at L-2

(3) put X equal to some chosen value

(4) compute i-lt,dk)

(5) calculate Ri-l(t) from Eq. (17)

(6) test if IRi.l(.)I < 1; if not, increase X successively by one

order of magnitude until I Ri.l(t)I< I

(7) adjust fi-l(dk) by Eq. (3)

(8) compute gi(t'), L'-2,..

(9) increase t by 1 and go back to step (3) until t-M-l

(10) calculate 6i(l'), V'=2,...,M-I

(11) find max 16i(t')I ; if it is less than certain specific
V-=2,...,M-l

error limit criterion, stop iteration, if not, increase i by 1 and

go back to step (2) to repeat the iteration process.

One pass of the iteration procedure from step (2) to (10) will be called one

cycle of iteration.

III. Test Cases

Numerical test cases are generated by passing hypothetical aerosols

with known distribution through the diffusion battery. At Brookhaven

National Laboratory, experimental research is being conducted using a
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prototype diffusion battery based on the original design of Sinclair [1].

It is made of collimated hole structures with approximately 9750 circular

channels in each stage and has eleven stages and twelve sampling ports

(M1412). The lengths of the various stages are listed in Table 1.

Exact mathematical expression has been derived for the fractional

penetration K(1,d) by Gormley and Kennedy [17].

Table 1. Lengths of Diffusion Battery Stages

Stage Length (cm)

1 0.3175
2 0.3175
3 0.6350
4 0.9525
5 1.2700
6 1.9050
7 2.5400
8 3.8100
9 5.0800
10 7.6200
11 10.1600

K(t,d) - K(t-l,d) {8 e x (l n,n) - 2 /2 (21)

where 9(xO) - e - 0x2 /2 + Jn (  x 2 )n

2n-1 )-B]

j W L2((2n) ZJ Jn-I

Jo M 1
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and Bn are roots of 0(1,0) - 0, p n is the diffusion parameter, D the
q

diffusion coefficient of a particle of diameter d, L length of the circular

channel between ports t and t-1 and q is the volumetric flow rate per

channel. However, the five terms approximation proposed by Thomas [18] will

be adopted,

K(t,d) - K(L-l,d) [0.819 e 3 "65 + 0.097 e 2 2 3 ' +

0.032 e 5 7  + 0.027 e-123 +

0.025 e-7 50 ]  (22)

Z-2,...,M. This expression has been verified experimental by Sinclair et

al. [19] for particles smaller than 0.2 pm in diameter. In this paper, it

is assumed to be still valid for particles up to 1 pam in diameter. The

diffusion coefficient D is calculated from Einstein equation with the

Cunningham's slip correction,

D = k [1 + (1.257 + 0.4 e-0 .55d/a) 2

where k is the Boltzmann constant, T the absolute temperature of the carrier

gas, C the viscosity of the carrier gas, a the mean free path of the gas

molecules. It should be noted that the sampling ports are so labelled that

the first port (L-1) corresponds to the input of the diffusion battery,

i.e.,

K(1,d) - 1 for all d (23)

Eq. (23) indicates that g*(1) represents the total number of particles

entering the diffusion battery. Henceforth in the discussion of test casas

- 11 -



and experimental measurements, the diffusion battery data g*(L), LI-1,...,M,

will be divided by g*(l) so that g*(l) becomes 1; in other words the inver-

sion algorithm will yield a normalized size distribution. Accordingly, f1

can be fixed at 1.

Since in many actual data inversion, the significant size range of the

aerosol sample, whose size distribution is sought, is often insufficiently

known a priori, a diameter range [0.001 pm, 10.0 pm] over four decades of

magnitude will be assumed which is considered to be more than sufficient for

most applications of diffusion battery. This diameter range is then discre-

tized uniformly on a logarithmic scale, i.e.,

dk = dl (.(ii) k-l,...,N (24)

where dl = 0.001 pm and dN - 10.0 Pm. Simpson's rule will be adopted as

the integration quadrature.

Test cases are generated by assuming a normalized size distribution and

calculating g*(L), L-l,...,M from Eq. (2). In all cases, fifty-one (N-51)

diameter points and a flow rate of 2 L/min are used in computing K(t,dk).

Because of the inherent non-uniqueness character of the problem, certain

measures have to be devised to terminate the iteration process at the "best"

solution. However, the standard of the "best" solution is somewhat ambig-

uous, depending on the quality of the given data g* and the desired accuracy

of the retrieved f. In the following discussion of test cases, the maximum

value of the absolute value of 6i(), t-2,...,M-1, after each cycle of

iteration, is calculated,
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t-2,...,.--

m ax (25)

If 6 is less than some prescribed limit or if the number of cycles of

iteration is equal to a certain prescribed number, the iteration process is

terminated. Our experience with the present algorithm indicates, however,

that as the iteration process proceeds, 61 decreases and then in some cases

it starts to increase again at certain point of the iteration process.

Thus, two more provisions are incorporated in the computer program to record

the two "best" iterated distributions in the iteration process according to

these two criteria:

(1) The retrieved distribution at the 1 6th cycle of iteration which

gives the smallest 6i, compared with that given by iterated distributions at

iterations prior to and after 16, that is

m in Ti (26)

(2) The retrieved distribution at the ICth cycle of iteration which

gives the smallest global residual error j in the least square sense

compared with that given by iterated distributions prior to and after 1 ,

that is

Ir M min (27)
i

M-I
where ci  , 612(k) after each cycle of iteration.

t-2
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16 sometimes does not coincide with Ic-

A total of ten test cases are now presented. The retrieved distribu-

tions by the new algorithm (dashed curve) developed in this paper are

compared with those obtained by Twomey algorithm (broken curve) relative to

the original known distributions (solid curve) in Fig. (1) to (10). The

accuracy of the solutions (measured by 616 and C ) and the rate of con-ic

vergence (measured by 16 and Ie) by both schemes are summarized in Table

2. In all cases, the number of cycles of iteration is set for a liit of

10000.

Test case I (Fig. 1) a monodisperse distribution of size 0.65 om in

diameter.

- 0.1, nM - 1.0

Test case 2 (Fig. 2) a lognormal distribution defined as

f(dk) - C ex [Ln(dk/d)j21

Where C is a normalizing factor such that

N
E wkf(dk).' In this case, dg - 0.15 pm and
k-i

ag- 
2.0

x 0.1, f= 1.0

Test case 3 (Fig. 3). A lognormal distribution with d8 - 0.8 Pm and

a- 1.5

A 0.1, T - 1.0

Test case 4 (Fig. 4) A lognormal distribution with d. - 0.8 Pm and

a " 3.0

A 0-1, N - 1.0

- 14 -



Test case 5 (Fig. 5) a bimodal distribution, which is the sum of two

lognormal distributions: di-0.03 u, ag - 1.2 and

dg - 0.15 us, g - 1.4, with the relative amount

of each distribution in the ratio 1.0:5.0,

respectively.

A- 0.1, -0.

Test case 6 (Fig. 6) a bimodal distribution, which is a sm of two

lognormal distributions: d8 - 0.09 us, o8 - 1.2

and dg - 0.6 us, Yg - 1.4, with the -relative

amount of each distribution in the ratio 0.5:5.0,

respectively.

A - 0.1, N a 1.0

Test case 7 (Fig. 7) a Sama distribution

f(dk) - C 8 x 10
- 2

d4  dk k /
where C is the normalizing factor

A - 0.03, in - 1.0

Test came 8 (Fig. 8) a Junse distribution

f(dk) £ 0.0_3 0.001 m < dk < 0.05 PIa

C'dk 0.05 sZ dk < 10.0 Ma

where C io the normalizing factor

10.01 7, > 10-3
0.001 Ti < i0-3

r- .1.0

Test case 9 (Fig. 9) sase as Test case 2, except that 5Z random noise

was superimposed on g*(&), t-2,...,M, by making

use of a random number generator in the computer

function library. In this case, % to randomly

fixed at within 5% about 1.0. Since the mount of
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error in g* is known a priori, the iteration is

terminated as soon as 6i < 5%.

X - 1.0

Test case 10 (Fig. 10) same as Test case 4 except that 5% random noise

was superimposed on g*(L), t - 2,...,M

A - 1.0

Table 2. Comparison of performance between methods.

Present scheme Twomey's scheme

Test case 16 61 16

1 10000 8.3 x 10- 5  10000 7.6 x 10- 3

2 694 1.0 x 10- 5  10000 8.4 x 10- 4

3 1268 9.7 x 10-6 10000 5.8 x 10- 3

4 1861 1.0 x 10- 5  2722 1.1 x 10-3

5 1605 5.0 x 10- 5  10000 1.7 x 10- 3

6 8226 5.0 x 10- 5  10000 8.0 x 10-4

7 33 4.8 x 10-5  10000 9.5 x 10-5

8 2431 5.0 x 10- 5  10000 9.6 x 10- 4

9 24 5.0 x 10-2 73 5.0 x 10-2
10 23 5.0 x 10-2 107 5.0 x 10-2

The ten test cases just presented were constructed from size distribu-

tion models comonly used to describe atmospheric aerosol particles. Agree-

ment between the retrieved distributions by the inversion scheme developed

in this paper and the original distributions is excellent in most cases.

Particularly in the last two test cases, the method was found to be stable

to 5% random error in the given data. In comparison, the results by

Twomey's scheme are in general less satisfactory with respect to the present

scheme and it has a much slower rate of convergence to attain a given degree

of accuracy, although it is simpler to implement. Furthermore, the present
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scheme has an added advantage in that it has built-in control of the rate of

convergence and the smoothness of the retrieved distribution. If the origi-

nal distribution is predominant in sizes smaller than about 0.1 pm in diam-

eter, Twomey's scheme gives results comparable in quality to that obtained

by the present scheme, though it is still slower in convergence (see Test

cases 2, 5, and 8). For distributions predominant in sizes greater about

0.3 pm in diameter, Twomey's scheme is very slow in convergence (see Test

cases 1, 3, 6, and 7). Hitherto, diffusion battery has been used mainly in

sampling particles smaller than 0.1 pm. Now, with the new inversion scheme

developed in this paper, it is possible to extend the particle sizing range

up to 0.8 Vr in diameter, provided the flow rate is not too high.

Although the test cases above were based on the collimated hole struc-

tures diffusion battery, it is of interest to test the performance of the

present inversion scheme for the parallel plate diffusion battery con-

structed by Busigin et al. [9] using the hypothetical gamma distribution

f(dk) Ce (- 4 x 10 -4

as the basis of comparison with their technique. Because of the design of

this diffusion battery, the penetration at successive ports are 0.965,

0.861, 0.247, 0.023, and 0.002 for a flow rate of 2 I/min. In fact, the

penetration at the last port is so small that considerable computer time

was spent on calculating the initial profile via Eq. (19). Accordingly,

data from the last port was neglected and the result of the present inver-

sion scheme ib shown as the dashed curve in Fig. 11 with A - 0.01 and a size

range [0.01 um, 1.0 um]. The accuracy at 6396 cycles of iteration is a <

10-5 . Also shown in Fig. 11 (open circles) is the result using the
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collimated hole structures diffusion battery (with the first 6 ports only).

The agreement with the original distribution is only fair for the parallel

plate diffusion battery, whereas the agreement is excellent for the colli-

mated hole structures diffusion battery. The reason for the poorer perfor-

mance of the present inversion scheme in the case of the parallel-plate dif-

fusion battery may be attributed to the fact that the penetration drops

sharply at the last three ports and consequently there is insufficient

information to yield adequate resolution. While the technique of Busigin et

al. gives slightly better agreement, the present method is faster (about 11

seconds of execution time) compared to 1 minute by their method.

IV. Interpretation of Experimental Data

The success of the inversion scheme developed in this paper is now fur-

ther examined by applying it to real experimental data. Monodisperse sea-

ples of latex and sodium chloride particles were generated by an experimen-

tal setup shown schematically in Fig. (12), which has been described else-

where [20]. Latex particles of sizes 0.312, 0.46, 0.6, and 0.801 Ma in

diameter and sodium chloride particle of size 0.26 pm in diameter were

used. The penetrations of the collimated hole structures diffusion battery

at a flow rate of 1.5 L/mn were measured by a Climet optical counter for

the latex particles and by a TSI continuous flow CNC for the salt parti-

cles. The normalized penetrations (relative to port 1, which is the input

to the diffusion battery) are plotted in Fig. (13). The solid lines are the

theoretical penetrations as calculated using Thomas' approximate expression

(Eq. [22]). The agreement of the experimental data with the theoretical

curves can be considered satisfactory. Irregularities in the data may be
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attributed to several sources, the most noticeable of which are fluctuation

in the number density of the sample entering the diffusion battery, unstable

flow rate, and loss of particles through sampling ports during measurement.

Some justifiable treatments were taken if necessary to correct the data

before feeding them to the inversion scheme.

The retrieved size distributions in all cases are fairly broad, far

from being monodisperse. This is partly due to the irregularities in the

data and partly due to the non-uniqueness nature of the data inversion. In

Fig. 14, the retrieved size distribution for 0.801 Mm latex particles is

shown as the dashed curve over a size range [0.01 pm, 10.0 pm]. The accu-

racy of the inversion, with A-0.1, in 1000 cycles of iteration is Ti-l.5%.

Accordingly, instead of taking the retrieved distributions as they are,

further useful information may be extracted from them in the following way.

Since the diffusion battery is an instrument to classify particles according

to the magnitude of their diffusion coefficients, a mean diffusion coeffi-

cient calculated from the retrieved distribution has zore physical signifi-

cance than the size distribution itself, if the particle sample is known a

priori to be onodisperse. From the mean diffusion coefficient, a corres-

ponding mean diameter can be deduced. Since the diffusion coefficient is

inversely proportional to the diameter, a mean particle diameter, d, may be

extracted from the retrieved distribution in the following way,

d [Nwk f retrieved(dk]

The d for the test particles used in the experiment are listed in Table 3.

The agreement can be considered 'air.
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Table 3. Comparison of retrieved particle sizes with stated sizes of test
aerosols.

Stated Size Retrieved

Test Aerosol (Gm) Mean Size (pm) Z Error

NaCi 0.26 0.31 +19

Latex 0.312 0.33 +6
Latex 0.46 0.44 -4
Latex 0.60 0.53 -12
Latex 0.801 0.74 -8

V. Conclusion

The new non-linear iterative inversion scheme developed in the paper

has been established to work very well in analyzing data of the collimated

hole structures diffusion battery. It has a relatively fast rate of conver-

gence, good resolution, and is stable to as much as 5% random errors in the

data. Furthermore, with this inversion scheme, the particle sizing capa-

bility of the diffusion battery can be extended up to 0.8 pm in diameter for

a not too high flow rate. Since the commercially available screen-type dif-

fusion battery is usually calibrated against the original collimated hole

structures diffusion battery, the new inversion scheme presents a convenient

means of analyzing data routinely obtained from the screen-type diffusion

battery.
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Figure Captions

Fig. 1. Test case 1.

Fig. 2. Test case 2.

Fig. 3. Test case 3.

Fig. 4. Test case 4.

Fig. 5. Test case 5.

Fig. 6. Test case 6.

Fig. 7. Test case 7. o retrieved distribution by Twomey's scheme

Fig. 8. Test case 8.

Fig. 9. Test case 9.

Fig. 10. Test case 10.

Fig. 11. Inversion of parallel-plant diffusion battery data. - assumed

gamma distribution; ---- retrieved distribution by present scheme

using parallel-plate diffusion battery data; 0 retrieved

distribution by present scheme using collimated hole structures

diffusion battery data.

Fig. 12. Experimental arrangement for generating samples and measuring

penetration data of Latex and sodium chloride particles.

Fig. 13. Normalized penetration data for several Latex particles.

theoretical fractional penetration.

Fig. 14. Retrieved distribution (--) by present scheme from measured

penetration data of 0.801 im Latex particle.
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