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FOREWORD FROM THE CONFERENCE CHAIRMAN:‘. ./

’
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" As the .S, begins a major build-up and re-equipment of its Armed Forces, a major C
challenge facing both the Services and industry is in the area of trainirng, a

fact clearly reflected in these Proceedings of .the Third Interservice/Industry
S : . . R L
Training Equipment Conference held in Orlandy, Florida, November 30 - December 2.
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As you read or refer to this record of the conference, there afé’several salient

e ity LU e e b

thoughts which I would like to share with you.

First, these Proceedings and the rest of the conference program demonstrate the
extensive efforts to which both industry and the Services have gone to in order
to make this annual event the premier conference in the world on Training and

Simulation Equipment.

The need for realistic and dependable methods for training operators of the new

weapon systems now being acquired by the Armed Services is increasing, providing

new management and technical challenges to industry. Despite advances in auto- 3

mation of prime equipment, and the increased use of built-in training capabilities |
in that prime equipment, the Department of Defense and the Armed Services continue ;

to have significant and extensive training needs. and these requirements are

i

i%gar}y goipg to’co§finue to grow throughout the }9BQ s. ‘ /3;> ) / §

TAIndustry response to these needs, as reflected in these Proceedings and in the ]

1

more than 50 exhibits at the conference, has been truly innovative. Not only i
is industry meeting the technical and management challenges, it is again demon=-

strating the cost effectiveness of training equipment over the use of operational

equipment to solve training needs.

st

In sum, the edge we have on our adversaries is the of high technology in our i
weapons systems. Only with properly\trained personnel can the full benefits of X

that technology be utilized. We are nesponding to that challenge.

ADPA Conference Chairman
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THE CHALULENGE OF VISUAL SIMULATION FOR AIR FORCE FLIGHT SIMULATORS

Robert W, Berk
Aeronautical Systems Division
U.S. Alr Force Systems Command
Wright-Patterson AFB QH

ABSTRACT

The performance requirements for visual systams to support Air Force flight
simulation far exceed the requirements for visual systems which support commercia)
airline simulators, The difference in requirements stems from the diversity and
complexity of military flight missfons, While visual systems for airline simulators
are generally easily defined and delivered on a predictable schedule, most Air Force
visual system procurements are not so straightforward, The difficulty in obtainin
visual systems to meet Air Force requirements in a predictable manner arises 1arg|?y
from the fact that current commercially available visual systems have been designed
to support airline type missions; The expansion of these systems to meet Air Force
training requirements has been less than graceful, This paper examines the differ-
ences between airlines and Air Force flight missions, the impact of these differences
on system performance requirements and the resultant challenges in Air Force visual
system procurement for both the Air Force and the contractor,

INTRODUCTION

The acquisition of visval systems for com-
mercial a‘rline flight simulators (FAA Phase III
requirements notwithstanding) is, relatively
speaking, a straightforward process. A visual
system supporting airline flight training must
provide training for taxi, take-off, and landing,
The basic cues required to train these tasks are
relatively well defined since the training takes
place within a definable environment--an airport
area, Accordingly, the data base or gaming area
requirements are small-<on the order of one hun-
dred square miles or less, The data base contents
can usually be obtained from several airport blue-
prints and city street maps. The visual cues for
airline tasks normally occur in the pilot's for-
ward field-of-view and, at most, a field-of-view
of plus and minus 90 degrees hortzontal is re-
quired, A narrower field-of-view 1s usually suf-
ficient, In addition, training of taxi, take-off
and landing does not involve the need to recognize
or track relatively small features at long ranges
from the aircraft. Hence, only a moderate system
resolution, on the order of 6 to 10 arc minutes,
is required in order to provide adequate visual
cues for these tasks. The ability to define the
training requirements plus the fact that the re-
sultant system technical requirements are all
available within current technology has resulted
in the availability of numerous "off-the-shelf"
visual systems to provide high fidelity training
for the commercial airlines,

For the most part, there is no such thing as
Yoff-the-shel f" when it comes to acquisition of
visual systems for Air Force simulators. The
current visual system product lines of the var-
ious simulator equipment manufacturers are all
targeted toward and tailored for the commercial
airline market, One reason for this {is the fact
that the airline training scenario is so well de-
fined and stable; It is easier to optimize a sys-
tem that addresses a requirement which is not
constantly in a state of flux, The second reason
is two-fold but is clearly a matter of economics:
1) The commercial market exists for a standard
visual product line and 2) Since the airline
customer can specify exactly what he needs in a

system in order to train pilots, the vendor will -
not end up in financial jeopardy trying to satisfy
the commercial customer,

THE CHALLENGE

The challenge in acquiring simulator visual
systems for the Aly Force stems from the fact that
current visual system technology is oriented to-
ward meeting the needs of the commercial airlines
and that Air Force training requirements are far
more diverse and demanding in terms of system per-
formance. Although take-off and landing are in-
deed key flight tasks for the Air Force as well as
the airiines, there are a number of additional
tasks which must also be trained in the simulator,
These tasks are as follows:

-Aerial refueling

-Air combat

-Formation flight

-Air to surface weapons delivery

-Low altitude navigation (terrain avoidance/
terrain fo1low1ng§

With few exceptions, these tasks cannot be satis-
fied by a visual system which was designed primar-
ily to train take-off and landing. Hence the chal-
lenge: Provide the Alr Force user a visual system
which will provide not only take-off and landing
training but also training in various tactical and
strategic tasks in between, It will be shuwn that
this chalienge belongs to both the Air Force and
the visual system contracturs.

Defining the Problem

Each of the training tasks listed abova requires a
unique set of visual cues to be disglayed to the
aircrew, For example, aerial refueling requires
mainly a well defined tanker aircraft to be dis-
played moving fn six degrees of freedom relative
to the ownship and 1ittle or no terrain surface
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CRITICAL SYSTEM REQUIREMENTS

TRAINING TASK

TAKEOQFF/LANDING

LARGE FOV HIGH

RESOLUTION SCENE CONTENY

INSTRUMENTS

AIR REFUELING

AIR COMBAT (HIGH ALT.) X X
FORMATION X

TACTICAL FORMATION X X

CONVENTIONAL AIR-TO-SURFACE X X

TACTICAL AIR-TO-SURFACE X x X
LOW ALTITIUDE TACTICAL NAVIGATION X x X*
AIR COMBAT (LOW ALTITIUDE) . X X X

* LARGE GEOGRAPHICAL AREA

Figure 1

information, Low=Yevel navigation requires pri-
marily the display of high fidelity tervain and
cultural information. In order to provide the
cues for a given task in a particular visual sys-
tem, certain critical performance characteristics
are required, The major system characteristics
dictated by these cue requirements can be con-
densed into the following:

1. Large field-of-view

2, High resolution

3. Large gaming area

4, High scene content

5. Special effects/techniques

Figure 1 shovs how each of these character-
istics ave related to the various Air Force train-
ing tasks, For the purposes of this paper, "large
field-of-view" is taken to mean a horizontal
field-of-view of from 130 to 360 degrees and &
vertical field-of-view of from 36 to 360 degrees.
"High resolution” is regarded as a system resolu-
tion in excess of four arc-minutes. "High scene
content" implies a displayed scene density
throughout most of the gaming area which is great-
er thar that found in an airfield data base., The
term "large gaming area" denotes an instantaneous
on=1ine data base covering multiple thousands of

A A . L )
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square miles in area., "Special effects/techniques"
is a catch-all reference to system features such as
the depiction of artillery shell tracers, muzzle
flashes, surface to air missile launches and so
forth. It is important to note that nong of these
system characteristics are found in standard, off-
the-shelf commercial visual systems, It i. also
important to note that in full mission weapons sys-
tem trainers (WSTs) the requirement exists to train
several of the discrete tasks listed above in a
single simulator, As an example, a typical multi-
role fighter aircraft mission scenario is depicted
in Figure 2, Grouping the various mission seg-
ments together, it can be seen that the visual sys-
tem for a WST for this aircraft must be capable of
providing visual cues for take-off, aerial refuel-
ing, low-level navigation, terrain avoidance, air
to surface weapons delivery, air to air combat and
landing. Referring back to Figure 1., it can be
seen that such a system must have all four of the
critical system characteristics discussed earlier,
Since none of these characteristics are available
in off-the-shelf visual systems, the result is an
acquisition program which is largely a research
and development effort,

This example is, to some extent, a "worst-
case" situation in which the visual system must
satisfy a wide range of task requirements and,
therefore, involves all of the major critical sys-
tem characteristics., The Air Force simulator de-
velomment program originally aimed at developing a

e
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TAKEOFF & AERIAL

CLIMBOUT  REFUELING TO TARGEY

DESCENT LOW-LEVEL NAY

POP-UP WEAPONS AIR-TO-AIR OESCENT &
OELIVERY - COMBAT LANDING

Figure 2

visual system to meet all these requirements (Proj-
ect 2360, Tactical Combat Trainer) was clearly the
most challenging visual system development program
ever initiated by the Air Force, The basic thrust
of Project 2360 was to develop a single visual sys-
tem which would provide training in both air to air
combat and air to surface weapons delivery. Prior
to the program's termination due to funding diffi-
culties, a significant amount of new technology in
both the image display and image generation areas
was developed, The challenge still remains to in-
tegrate this new technology into a complete visual
system,

Development Required

The concept of development-oriented visual
system acquisition programs cannot be reserved for
large scale development efforts like Project 2360.
A close inspection of Figure 1 will reveal the
fact that only three of the training tasks do not
require at least one of the major critical system
requirements, Hence, any acquisition program for
a visual system which is intended to train other
than take-off and landing, instrument/visual tran-
sition and air refueling® must be considered a
development effort, This leads to the conclusion
that "off-the~shelf" procurement of visual systems
for Air Force simulators is limited to visual sys-
tems for medium range conventional airlift air-
craft simulators, trainer aircraft simulators and
possibly part-task trainers for air refueling.

In addition to the availability of off-the-
shelf visual systems, the commercial airlines also
enjoy another advantage not enjoyed by the Air
Force, A1l of their aircraft have the same mis-
sion--transport passengers and/or cargo from point
A to point B. The Air Force, on the other hand,
has some aircraft that drop bombs, some aircraft

*Recurrent aerial refueling training in a simu-
lator may require a wide horizontal field-of-view,
therefore making its acquisition program a devel-
opment effort as well,

that xhoot at other aircraft; some atrcraft that
drop;cargo at low altitudes; some rotary wing air-
craft that fly below tree-top level as well as
ajrcraft that carry passengers and/or cargo from
point A to point B, The point to be made here is
that virtually every different aircraft type im-
plies a unique set of simulator visual system per-
formance requirements, In terms of the acquisti-
tion process, the learning curve ends up being
essentially flat; New requirements must be spec-
ified for each visual system acquisition and de-
velopment of new technology or integration of
existing technology into a new application must be
pursued,

BOUNDING THE PROBLEM
Estimating Cost and Schedule

In terms of acquisition, a prime advantage of
off-the-shelf visual systems is cost and schedule
predictability, Commercial visual systems are
known quantities; Their hardware and software are
largely modular, For example, a wide horizontal
field-of-view will require multiple display system
modules and an equal number of additional image
generation channels, The cost of additional air-
field data bases will be a multiple of the cost of
one airfield data base since the required data base
content for any given airfield is defined or read-
11y defineable and obtainable, Since most vendors
of commercial visual systems have established price
1ists, the cost of hardware and software (excluding
unique integration requirements) can be readily ob-
tained, Schedule is tied mainly to component part
lead times and the complexity of the {ntegration
task, When, as in the case of the Air Force, each
new visual system has a unique set of requirements
and many of those requirements push or clearly ex-
ceed the current technical state-of-the-art, ar-
riving at what the cost and schedule should be for
a given visual system requires a great deal of
creative estimating skill and a few outright
guesses., Figures 3 and 4 are an attempt to demon-
strate the difficulty in defining how much a par-
ticular non-commercial visual system should cost.
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FieId-gf-¥aew Figure 3 depicts the problem
in estimating the cost of a visual display system
in terms of field-of-view, The commercial hard-
ware values are predicated on using standard CRT/
mirror/beamsplitter type display modules., Dis-
regarding the cost of the ancillary mounting hard-
ware and keeping resolution a constant, the cost
of the commercial hardware is simply the desired
fie1d-of5v1ew in number of displays (units of
about 44”) horfzontally multiplied by the desired
field-of=view in number of displays {units of
about 327) vertically (maximum vertical multiplier
is 2 for a total of 64”), Once the horizontal
field-of-view reaches about 208 and the vertical
field-of-view reaches about 64~ the ability to
readily estimate display cost diminishes rapidly,
"Standard" CRT/mirror/beamsplitter type displays
can no longer be used and hence the solid, known
cost estimating base disappears, This is not to
say that a system cannot be costed, but the prob-
len does indeed become mu'tivariatec, Once the
bounds of modular display systems are exceeded,
horizontal field-of-view can be traded off against
vertical field-of-view and vice versa, Resolution
also becomes a tradeoff against field-of-view,
While there are available cost figures for a few
large field-of-view displays, each display repre-
sents a unique level of performance and successful
interpolation and extrapolation of those cost fig-
ures to displays with different characteristics {s
impossible. Given a set of state-of-the-art dis-
play components (e.g., projectors, screens, etc,)
and a particular set of performance requirements,
it is a relatively straightforward process to de-
termine the number of components required and hence
produce a fairly reljable cost estimate, Changing
any one variable, 1.e,, horizontal or vertical
field-of-view , projector type or resolution will
require a new estimate,

1f one attempts to meet a given set of per-
formance requirements using display components
which are not proven, state-of-the-art devices,
cost and schedule risks increase significantly.
The completion date for the display subsystem be-
comes intimately tied to the availability dates of
the varjous R & D components. The cost of the
display subsystem is at the mercy of the final
production cost of these components as well,

Resolution, Attempting to cost out a high
resolution visual system is very much akin to the
large field-of-view problem. Per the previous
discussion on field-of-view, once the field-of-
view capability of juxtaposed standard display
units is exceeded, resolution becomes a dependent
variable in the resolution/field-of-view equation,
Figure 4 demonstrates this concept. For standard
display modules, increasing display resolution can
be thought of as a linearly increasing variable,
For a given resolution, the variable becomes a con-
stant regardless of the chosen total field-of-view.
For fields-of-view that exceed the capability of
the modular display approach, arriving at a system
cost requires a great deal more analysis, Due to
the inverse relaticnship between field-of-view and
resolution and the resultant available design
trade-offs, the question of the cost of higher res-
olution must always take into account the field-of-
view. This discussion has conveniently ignored the
impact of image generation on system resolution,
However, the relationship between resolution and
field-of-view follows essentially the same rules
as the displays.
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Gaming Area (Data Base). As mentioned earli-
er, the gaming areas or dala bases for airline sim.
ulators are oriented to the afrfield itself and
very small geographical area surrounding {t. The
required contents of the data base are fairly well
understood by the contractor and hence a "cookbook"
pricing scheme can be adopted for pricing one or
more afrfield data bases. The work required to
create each different airfield data base 1s, plus
or minus ten percent for unique significant fea~
tures, the same, Also, since the quantity of work
required to create a data base is fairly well
known, the amount of time it takes to Create the
data base is largely a function of the manpower
applied to the task. Schedule confidence {s en-
hanced by the fact that the techniques used to
build small area airfield oriented data bases (eg.,
digitizing from maps) are completely undeystood.

The cost and schedule requirements for creat-
ing large data bases for Air Force systems, cannot
be arrived at with anywhere near equal ease. There
are several reasons for this: 1) First and fore-
most, the data base content reouired for any given
mission task {f.e., Yow-level navigation, tactical
air to surface weapons delivery, etc,) is not well
understood. For the take-off landing task we know
that most of the visual cues occur on or in direct
proximity to the runway, Scene complexity (except
for textural information in the area immediately
adjacent to the landing zone) is not a significant
factor in building an airfield data base, The
fidelity of the representation of the runway envi-
ronment is known, by experience, to be paramount.
With little, if any, experience with the creation
and training use of data bases for low-level navi-
gation, for instance, it is difficult to estimate
the per-square-mile manpower required to build the
data base, 2) Availability of source data also
places a question mark on the creation of large
data bases. For a given airfield, civil engineer-
ing blueprints are normally available and augment-
ing that data with photographs is a manageable
task, If one considers the problem of creating a
data base which represents a large area of the real
world, the acquisition of source data becomes a
tenuous proposition.(1) Given that a large part of
the continental U.S. is now available in digital
format, the current cultural information in that
data is not sufficient to do a credible job of
visual data base generation, There are numerous
characteristics of the visual world which are not
currently portrayed in the data, not the least of
which are coio,, roads, railroads, etc, Additional
features 1ike roads must be digitized from charts.
Color information must either be inferred from
feature descriptors or a sampling of photography.
3) Conventional techniques used in <reating small
area data bases, such as hand digitizing of fea-
tures, are impractical when producing a data base
covering multiple thousands of square pautical
miles, If, for example, it takes five data base
modellers a total of six months to create a single
airfield area covering 50 square miles, simple
arithmetic reveals that it would take 2,500 man-
years to create a 50,000 square mile data base
using the same technique,** The obvious answer
is some type of automated data base generation

**Creation includes collection of source data,
digitization and debug on the real-time visual
system.
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system employing a computer transformation of the
digital data base. This, however, requires the
development of additional software to perform this
work, The estimatfon of the amount of software
needed to do the job is difficult because the end
product (the on-line data base) must be compatible
with the host image generator., The image genera-
tor is normally in the initial stages of design
when the data base software needs to be developed,
thereby making this estimation task more difficult,

Scene Content. Perhaps the most overlooked
area in the discussion of visual system perfor-
mance is that of scene content-~-What visual infor-
mation needs to be displayed to the aircrew? What
does the aircrew need to see on the visual dis-
plays in order to receive some measure of train-
ing? The answers to the questions are different
for each of the different tasks that need to be
trained, and hence virtually every different visu-
al system procured by the Air Foirce. The diver-
sity of the various tasks and the quest for the
answers to the above questions represent a signif-
icant challenge in the Air Force's acquisition of
visual systems,

The solution to the scene content problem is
shared between two system design areas: 1) The
data base content and 2) The image generator
power. Both of these areas are intimately re-
lated to each other. Too little data base content
will result in insufficient image density (clut-
ter) to provide suitable training. Too much data
base content can overload the image generator and
product image anomalies which result in reduced
training effectiveness,

In the final analysis, it is largely by the
overall scene content that the "goodness" or ade-
quacy of a visual system is evaluated., If an air-
crew attempts to train in a simulator with a visu-
al system which does not provide cues which are
analogous to actual aircraft flight experience,
the visual system will be judged as unacceptable
or unuseable for training, One arc-minute reso-
Tution and a 360° field-of-view will not compensate
for incoherent scene content. It is in this area
that the visual system contractor gets an cppor-
tunity to share the visual system acquisition
challenge with the Air Force.

Achieving an optimal scene content can make or
break an entire visual system program in terms of
cost and schedule as well, Making the assumption
that the image generator can generate sufficient
scene density (total number of faces, edges, 1ight
points, etc.) the only scene density variable is
the data base content, The contractor, in concert
with the eventual users (aircrews), must begin
early on in a program to try and determine the
optimal, uceable scene content., Failure to do an
adequate job of data base definition on the front-
end runs the risk of generating an entire muiti-
thousand mile data base with incorrect or improp-
erly portrayed features. The cost and schedule im~
pact of regenerating an entire large area data base
is staggering.

Special Effects/Technigues, Since most visual
systems are designed to satisfy commercial training
requirements, the special effects required for some
A{. Force training tasks (i.e. depiction of flares,
tracers, weapons impacts, etc,) present challenges
in image generator design. In the course of the

visual system program, the inclusion of special
effects can have & significant impact on the image
generator hardware and the development schedule.
In many cases, an image generator must be designed
from the ground up in order to accommodate special
effects. In some cases, the system designer may
believe that a particular special feature can be
produced in a system by simply modifying or aug-
menting an existing standard feature {e.g., using
the landing 1ight subsystem to do simulation of
flare {1lumination effects), Unfortunately, it
usually fsn't until the hardware is desigred,
built and operating before it is determined that
the simple modification approach will not satisfy
the special effect requirements. The result is
usually a large hardware redesign effort, hardware
and software growth, along with the attendant
schedule impacts.

MEETING THE CHALLENGES

At this point, it should be clear that acquir-
ing visual systems which meet Air Force training
requirements is anything but a straightforward,
“place your order" process. The challenges are
sienificant. It should also be clear that the
challenges are shared by the Air Force and the con-
tractor. Achieving success--producing a usable
visual system for the user--MAC, SAC, TAC, or ATC,
requires initiatives on the part of both the Air
Force and the contractor. Some of these initia-
tives may require a departure from the way things
are usually done. Here are some places to start:

Fire The Artist

Step one in bringing order to the chaos of
visual system development belongs to the contractor.
A picture may be worth a thousand words, but the
words often end up being lies when the final system
doesn't produce scenes anywhere near the 8 x 10
"artist concept" photoyraphs. Describing the per-
formance of a system which doesn't even exist on
paper by means of a colorful picture is a heinous
act, The user will expect the system output to
look just like the pictures. Why shouldn't he?
When it doesn't, he'11 think you've deceived him
and that you can't be trusted. Why shouldn't he?
Regaining the user's confidence and convincing him
that he likes your system will be most difficult,

Understand The Requirements

This initiative belongs to both the Air Force
program team and the contractor. It is impossible,
solely by means of a technical performance specifi-
catfon, to convey to the contractor all of the in-
formation regarding what the user needs tc see in
the visual system in order to train. The Air Force
needs to do a better job of describing the various
training tasks to the contractor. The technical
specification ends up being the objective criteria
for visual system acceptance, but the subjective
criteria (scene content, lack of distracting arti-
facts, etc,) are equally important in achieving a
successful program. The contractor needs to inves-
tigate the actual training tasks long before system
design begins; The proposal preparation period is
not too early to begin,

Gaining the initial understanding is important,
but the task continues throughout the 1ife of the
program, Continuous interaction between the de-
signers and the eventual users is essential, As
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discussed earlier, one set of bad assumptions made
early-on in a program can spell disaster, Getting
the user's subjective comments as soon as they can
see something displayed on the system can help to
avert problems down the 1ine on both sides, Tha
Air Force must make a serious effort to try and
ensure that the same people who evaluate and cri-
tique the system this month will be availshle next
month as well, Failure to do thiz will result in
conflicting comments and frustration on the part
of the contractor's personnel,

Systems Engineering

The requirement for "systems engineering
appears in every Air Force solicitation for simu-
lators. Contractor proposals always contain de-
tatled descriptions of how systems engineering will
be pursued in the candidate program. If there is
one area of simulation that demands the application
of a systems oriented design approach, it is surely
visual simulation. But for some reason, visual
systems traditionally suffer from a gross lack of
systems engineering discipline.

There appear to be several reasons why this is
true. One reason is certainly the fact that the
technology of visual simulation is growing so fast
that subsystem designs never stabilize long enough
to be totally quantified, This pheriomenon is ag-
gravated by the fact that military simulation re-
quirements always seem to.press the state-of-the-
art to fts limits., When the characteristics of a
given subsystem are not well understood, the impact
and interaction of that subsystem with the rest of
the system and the resultant requirements it places
on the design of adjacent subsystems cannot be
understood efther., The result is a system composed
of subsystems which may not function together as a
unit or, at best, operate well below system speci-
fication requirements,

The second reason for marginal systems engi-
neering stems from the attempt to force existing
designs to do things they were never intended to
do, Rather than starting from the ground up in
systems design, a decision is made, before the re-
quirements are fully understood, to use a specific

existing subsystem desfign, The number of successes
using this approach are few. While the decision to
use this approach is based on a motive of front-end
cost avoidance, the long term result is often one
of false economy, It often costs more to redesign
& system once it is built than it would have to do
the job carefully and correctly from the start.

Systems engineering is not merely ensuring
that the various subsystems wiT1 fit together, or
interface properly. The varfous components must,
when brought together, form a totally integrated
system, In the world of visual systems, tais means
that the data base people, the image generation
people and the displays people all fully understand
each other's design objectives. The data base de-
signers may create a beautiful set of data base
files, but if those files contain too much data for
the image generator to process in a given frame
time when the two are integrated, the choice {s
either to regenerate the data base or redesign the
image generator. Either option is costly.

CONCLUSTONS

The business of atquiring visual systems for
Air Force simulators has been shown to be dramati-
cally different from the same task for the commer-
ctal airlines. Accordingly, the acquisition pro-
cess must be pursued differently by both the Air
Force and the contractors, The key to success on
the part of both parties is continuous, open inter-
action throughout the 1ife of the program. The
Air Force needs to do a better job of conveying to
the contractor exactly what the training require-
ments are, But the Air Force must continue to rely
on the contractor community to dilligently and in-
novatively convert those training requirements into
the integrated visual system that will do the job
required.
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HELMET MOUNTED LASER PROJECTOR
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ABSTRACT ]

A visual simulation system design is described which provides an
observer seated in a cocknit with an appzrent high resolution display
over a wide field of view limited only by cockpit structure, The system
utilizes a Helmet Mounted Opto-mechanical Laser Projector to produce a
composite display on a high gain screen surrounding the cockpit. The
display consists of two full color laser rasters comprising an inset
and a surround. One raster is dedicated to a relatively narrow, high
resolution area of interest which tracks the observer's look direction.
The other raster provides a wide, low resolution instantaneous field of
view in the surrounding area corresponding to the observer's peripheral
fieid. The ather mejor system camponents are a8 head attitude sensor,
an eye attftude sensor and a two channel computer image generation
system whose perforniance is tailored to the display requirements. ;

INTRODUCTION

Simulators are utilized in military flight
training to provide the pilot or other aircrew
with an interactive enviroment within which he can
learn and exercise the skills required to operate
nis weapon system. Tasks such as low altitude
flight, navigation, target acquisition and weapon
delivery, threat avoidance, and confined area
maneuvering are performed in a Jarge complex, dyna-
mic visual enviromment. The cost/training effec-
tive simulation of such an erviromment in a ground
based training system is a goal of visual simula-
tion technology.

The historic approach to providing a wide field
of view, nigh resolution display has been to
mosaic a large number of display windows around
the trainee. The rumber of display windows or
channels required for such an approach is a
function of the size of the desired field of view,
the desired resolution, and the rumber of picture
elements (pixels) which can be provided by a window.
The state-of-the-art for typical display window
capability is approximately one million pixels.
A field of view requirarent of two thirds of a
complete sphere combined with a resolution require-
ment for pixels to subtend two arc minutes implies
more than thirty display windows. The image
generator for such a display system would also
have thirty channels. It is obvious that the
mosaic approach becomes more and more impractical
as the field of view increases and the desired
resolution improves. B8ut what are the alternatives?

An alternative approach is to take advantage of
the perceptual limitations of the observer, The
observer does not see the entire available field
at any instant in time. His instantaneous field
of view is a fraction, albeit a large fraction, of
the total field available to him through head and
body movements. Nor does the observer see his
entire instantaneous field at high resolution. His
high resolution seeing. is confined to a relatively
small area of interest surrounding his look
direction. The Helmet Mounted Laser Projector
visual simulation system is designed to provide a
disp]a{ which efficiently matches the observer's
capabilities,

The basic system concept has been reported
(1). However, it will be hriefly summarized so
that the analyses and experimental results reported
in this paper can be understood in proper context.

SYSTEM CONCEPT

The visual simulation concept is based on the
premise that a composite display consisting of an
eye tracked area of interest (AOI) surrounded by a
head directed instantaneous field of view (IFOV
would be perceived by the observer as having high
resolution throughout his available field of view.

The technical approach chosen to implement
this concept is the Helmet Mounted Laser Projector
Visual Simulation System. The AOI and the IFOV are
each produced by a full color laser raster. The
composite display is projected fram the observer's
helmet through a single projection lens onto u
retroreflective spherical screen, The lasers,
modulators. and line scanner are located remote
from the observer. The modulated laser lines are
relayed to the observer's helmet by a flexible,
lightweight fiber optic 1ink. The helmet mounted
optical system performs several functioms; it
converts the two line scans into two rasters,
conbines the two rasters into a single composite
frame, offsets the composite frame to follow eye
movements ard to compensate for computational lag
in the computer image generator (CIG), and projects
the composice display onto the screen. Figure 1
shows a schematic diagram of the display optical
system. The remaining major components of the
visual simulation system include a head attitude r
sensor, an eye 2ttitude sensor, and a CIG. |

The reasons for choosing this technical f
apqroach are discussed in a previous paper (1) and
will not be repeated here . They may be summarized
gﬁ st:t:ng that the potential advantages outweighed

e risks.

) A summary of the Helmet Mounted Laser Projector
Visual Simulation System perfonnance goals is
given in Table I.
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TABLE 1 SYSTEM PERFORMANCE GOALS

Appsrent Field of View -

Apparent Resolution -

Dispiayed Instantaneous Field of View -
Displayed Area of Interest -~

AQI Resolution -

IFOV Resolution -

Apparent Luminance -

Color -

Contrast Ratio -

An artist's concept of the system is in Figure
2. Note that the view is that of scmeone looking
over the observer's shoulder. The observer, him-
self, would not be aware of the composite nature
of the display. Nor would he be aware of the
absence of display outside his instantaneous
field of view.

VISION MODELS

Before proceeding with the design and fabrica-
tion of the visual simulation system based on the
helmet mounted laser projector, several questions
needed answers. How large should the AQI be?

What kind of blending is required between the AQI
and the IFOV? How large should the IFOV be? How
should the iFOV be blended to the background? How
accurately should head attitude be measured? How
accurately should eye attitude be measured? How
quickly should the display stabilize following a
head or eye movement? The answers tc these
questions were, generally not availablz in the
literature. Information regarding percention
thresholds could be found but did not give accept-
ability thresholds. Accordimyly, several experi-
ments were devised to, at least, give same guidance
in designing the visual simulation system hardware,

Area of Interesi

Exneriments were performed to get an idea of how
large the Area of Interest (AOI) had to be in
order to be subjectively acceptable as a function
of the delay between an eye movement and the move-
ment of the AOI. Note that the movement of the AQI
consisted of a movement of the borders of the
high resolution inset with no change in the appar-
ent location of image features. The experimental
apparatus consisted of annular projection lens, a
variable resolution mask, a servo system to rotate
the mask, a variable delay system, and an eye
tracker. The apparatus, test procedure, and
results are described in Reference 2, and pictured
in Figure 3. In carrying out these exneriments it
was quickly determined that hard edges (abrupt
resolution changes) tetween the AOI and IFOV were
very objectiomble and distracting to most
observers. Consequently, the masks were fabricated
to cause a gradual transition of resolution rather
than an abrupt chamge. Since the transition region
would require both levels of resolution the size of
the AOI must include the transition region. The
results of the eye tracked experiments indicate
that an AOI width of 250 within which is a 50 wide
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smoothly varying transition region combined with a
delay of 80 milliseconds and an eye tracker
accuracy of + 2.50 would cause noticeable, but not
ggjectiomb'le, perception of the borders of the

I.

Instantaneous Field of View

Instantaneous field of view requirements were
determined by using the apparatus pictured in
Figure 3 in a different configuration. The eye
attitude sensor was removed and a horizontal head
angle sensor substituted. The variable resolution
masks were replaced with servo controlled masks
which were capable of providing a constant resolu-
tion over a limited field angle. Subjective
evaluations indicated that an instantaneous field
of view of 130° with a delay of 80 milliseconds
would be noticeable but not objectionable.
Experiments using & head slaved instantaneous
field of view paerformed or ASPT (3) imdicated that
a field width of 900 was adequate for certain
tasks. Since the optical design of the dispiay
was not greatly influenced by the difference
between 900 and 1300, it was decided to go with
the wider field to provide peripheral cues for
those tasks for which a 900 field might not
sufiice. The blending of the IFOV to the back-
ground was not tound to be a significant problem.
Hard edges of the IFOV at 1300 were just noticeable
and not objectionable. This indicates that a
smaller field with some blending may suffice but
this has not been experimentally verified.

Image Stability

The most critical performance requirement of a
helmet mounted display is to provide imagery
which is acceptabiy stable against head movements.
Experiments were performed utilizing a head
attitude sensing system manufactured by Polhemus
Model SHMS ITIA to provide head pointing informa-
tion to the Visual Technology Research Simulator
(VTRS) Computer Image Generator (CIG)(4) which
then provided a single, monochrome video signal
to a helmet mounted miniature projection CRT,
manufactured by Systems Research Laboratories.
The projected CRT raster was reflected from a 1
meter radius spherical screen coated with Scotch-
lite #7615 high gain screen material manufactured
by 3M. The fcllowing problems were noted:
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Image Lag

The thruput delay caused by the head attitude
sensor (leSg combined with the CIG computational
thruput delay (50 mi11iseconds) produced a lag 1in
proper image positioning perceived as an anqular
image displacement equal to the angular difference
between current head angle and the head angle used
to compute the current scene. This was considered
to be highly unacceptable and led to a display
design which incorporated a feature to compensate
for image lag in pitch and yaw. Head roll rates
were found to be sufficiently slow to allow an
gc?eptable lag without compensation for thrupur
elay.

Image Jitter

Although the specified anglular accuracy (less
than 10) of the SHMS IIIA was adequate, the
precision of the digital signal was found to
produce an image jitter of approximately 0.1°,
This value of jitter would probably be acceptable
for a wide field display whose resolution is poor-
er than 0.19, but since the resolution goal of the
display system is about four times better than
0.10 a head attitude sensor having a precision
of 0.025° would be required if system resolution
is to be maintained.

Image Luminance and Contrast

Luminance values usually specified for cutside-
the-cockpit daylight visual simulation displays
are typically in the range of one to ten foot-
lamberts. Accordingly, a display brightness of
ten foot-lamberts was chosen as a goal. The
helmet mounted laser projector configuration
combined with a retroreflective screen could
provide this brightness. The retroflective screen
also minimizes cross reflectance problems allow-
ing a designed contrast ratio of thirty to one.
However, a more critical problem is the contrast
between the displayed image as seen on the screen
and the apparent brightness of ghost imagery
reflected from inside the cockpit surfaces. This
effect was noticeable in that the observer had
the feeling that he was wearing a miner's lamp on
his helmet. This problem was noted and attempt
has been made to resolve it by designing the
screen and cockpit surfaces such that the maximum
luminance of ghost images would be less than the
minimum luminance (dark level) of the displayed
imagery on the screen.

Shadows

Although the helmet mounted projector was
designed to cause minimum shadow effects the
separation of the projector from the cbserver's
eyes will produce residual shadows on the screen
which are in the observer's field. Although the
magnitude of this effect was computed, its accept-
ability had to be evaluated. Accordingly a dis-
play configuration was assembled which produced
the same type of shadows as would be apparent in
the helmet mounted laser prcjector configuration.
The subjective evaluation using this apparatus
indicated that a static (head not moving) situa-
tion the shadows of struts were acceptable, but
that head motion caused objectionable shadow.
Thus, it was decided to utilize a cockpit config-
uration with no struts within the available field
of vies. Shadows caused by the cockpit structure
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itself generally 1ie below the observer's line of
sight and are not visible.

Resolution

The resolution capability of the eye peaks at
approximately one arc minute per optical line
pair for foveated high contrast targets displayed
at a luminance of 10 foot-lamberts. This corres-
ponds to an acuity of 2.0 or capability to read
the 20/10 1ine on a Snellen Eye Chart. However,
the specified resolution of a display for visual
simulation seldom requires this demanding perform-
ance. Typical specifications usually correspond
to an acuity of 0.2 or less. An acuity of 0.2
corresponds to a 1imiting resolution of 10 arc
minutes/optical line pair. The resolution goal
for the helmet mounted laser projector system
was not determined by eye capabilities but by a
computation of the expected resolution obtainable
with a nominal 1000 1ine/frame raster filling the
AOI. Since the required size of the AQI was
roughly 259 the resolution capability is approx-
imately 1.6 arc minutes/TV line which corresponds
to 3.3 arc minutes/TV Tine pair or five minutes
per optical pair. This resolution is twice as
good as the resolution being specified in some
visual simulation systems today. To fill an
available field of view 2400H x 1800V with a non-
head/eye coupled display having equivalent resolu-
tion would require a nominal 1000 line raster dis-
play for each 250 x 250 segment or 40 channels of
display/image generator.

COMPUTER IMAGE GENERATOR

Since the primary objective of the helmet
mounted projector project was to demonstrate
feasibility of the concept, the effort devoted to
the image generator was limited to a study perform-
ed by General Electric (5) to investigate mod-
ifications to the existing VTRS CIG which would be
required to demonstrate and evaluate the concept.
The resylts of this study indicated that the
following modifications would be required.

Channel Specific Level of Detail

Although the current VTRS CIG has the capabil-
ity to portray a given feature at different
levels of detail, the system does not have the
capahility to provide different levels of detail
in the two display channels. This capability is
essential to the AOI-IFOV concept if an increase
in apparent image detail ts to be demonstrated,
and its effect evaluated.

Channel Specific Distortion Correction

The existing VIRS CIG has the capability to
provide distortion correction whose parameters
can be varied in real time through a segmentation
and remapping process (6). Modifications would
be required to expand this capability from single
channel to both channels.

Inset Blending

The current VTRS CIG does not have the capabil-
ity to provide an inset AOI which smoothly
transitions to the IFOV. A scheme for accomplish-
ing a blended inset capability is currently being
developed for AFHRL at Williams AFB for evaluation
of a dual projector concept (7). Such a scheme
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would be required for the helmet mounted laser
pro{ector to avoid unacceptable transition between
regions.

Systems Performance

L e T s A St A i P

The existing VIRS CIG with appropriate modifica-

tion and interfaces to a head attitude sensor and
an eye attitude sensor would have the capability
of providing a displayed scene content of 1,000
potentially visible edges in the IFQV and 1,000
edges in the AOI. The apparent edge density of
the entire available field should be equivalent to
the edge density observed in the AQl which is
equivalent to a perceived total of 40,000 edges
although the verification of this assumption has
not been accomplished.

HEAD ATTITUDE SENSOR

The function of the head attitude sensing
system is to provide a head pointing direction in
pitch, roll and yaw. The attitude information
should be as current as possible and precise to
0.0259 or better. A head attitude sensing system
which meets the precision requirement and has a
thruput delay of 10 milliseconds has been develop-
ed for the Aerospace Medical Research Laboratory
at Wright-Patterson AFB by Polhemus. The Po'hemus
system employs a magnetic field radiator mounted
on the cockpit structure and a magnetic sensor
mounted on the helmet. The principle of operation
is discussed in Reference 8,

Since the Polhemus system is the most likely
candidate for implementatjon in the helmet mounted
laser projector, a feasibflity experiment utiliz-
ing a single channel, monochrome helmet mounted
laser projector together with the VIRS CIG and the
retroflective screen was assembled and evaluated.
The feasibility model differed from the final
design in several respects. OQnly one frame scan
galvanometer was mounted on the helmet as opposed
to three galvanometers in the helmet mounted
laser projector design. An off-the-shelf fiber
optics array was utilized to relay a line scan to
the helmet rather than a custom made fiber optics
ribbon. A narrow field (400) off-the-shelf projec-
tion lens was used rather than the 1400 lens call-
ed for in the design. The results of this experi-
ment indicated that the galvanometer caused no
noticeable noise in the head attitude sensor as
long as no metallic structure got between the
radiator and the sensor and measurement samples
were synchronized to occur during the relatively
quiescent time of the frame scanner {not during
flyback). Although the magnetic sensor approach
appears to be viable, alternative head attitude
sensing systems were also considered. The best
alternative approach studied would utilize three
automatic polarimeters capable of slewing at head
angular rates mounted behind small holes in the
screen structure and polarized suitably coded,
light sources on the helmet, Automatic polari-
meters are available off-the-shelf with precision
to 0.001®, Unfortunately slew rates are on the
order of 19/second rather than the 100°%/second
required for head motions. The concept of utiliz-
ing automatic polarimetry will be pursued if
required.
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EYE ATTITUDE SENSOR

Many techniques for monitoring eye movements

have been developed (9). Unfortunately no
technique incorporates all of the desired features
of an eye tracker for the helmet mounted laser
projector. Electrocu!agra?hy (EOG) has the desired
measurement range (to the 1imit of eyebal) rotation)
and causes no obstruction of the field of view.
But EOG is noisy and highly sensitive to electrode
contact, facial muscle activity, and 1ight adapta-
tion level. Remote oculometers are limited in
measurement range to approximately 130°. have
relatively slow response (due to frame rate of
sensor), and require the observer to keep his head
pointed toward the oculometer. Helmet mounted
oculometer configurations are possible but the
advantage of free head movement is offset by the
requirement for a beamsplitter and supporting
structure within the observer's field of view. A
limbus tracking s{stem is restricted to a measure-
ment range of +20° and is also obtrusive into the
observer's fieTd of view. However the 1imbus
tracker has relatively fast response and is
relatively inexpensive. A 1imbus tracker was
utilized in the eye tracker AQI experiments
described above.

Relative Head-Helmet Motion

The question of relative movement between the
observer's head and his helmet is not critical to
the stability of the display since the helmet is
tracked and the projector is mounted on the helmet.
However, any eye tracking system which measures
eye attitude in relation to a monitoring device
fixed on the helmet will be affected by this
relative movement. An experiment was designed and
carried out to measure this relative motion. The
apparatus consisted of a custom molded bite fixture
and a Navv aviator's helmet Model APH-6. A rigid
conducting bar extended from the bite fixture to
the brow area on the subject's head. The bar was
centered in an adjustable gap between two contact
points and wired such that contact between the
bar and either one of the sides of the gap would
cause a battery powered lamp to light. The results
of this experiment indicated that head rotations
in yaw at rates less than 609/second caused
relative movements of less than 0.010 inches.
Higher head rates or head rol) caused relative
movements of less than 0.025 inches. These values
can be realted to eye movement accuracies. The
movement of the limbus of the eye is approximately
0.010 inches per degree of eye rotation. Corneal
relfex motion is approximately 0.003 inches per
degree of eye rotation. Although no attempt was
made to custom fit the helmet or otherwise stabil-
fze it beyond the normal chin strap the relative
motion was within an acceptable range for a helmet
mounted 1imbus tracker but not acceptable for a
helmet mounted corneal reflex tracker. However,
oculometers have been developed which utilize the
pupil location as a reference {10). Such systems
are limited to frame rate response since the whole
image of the eye must be processed to determine
the location of the corneal reflex as well as the
eye pupil.

Eve Position Prediction

Rapid eye movements (called saccades) have a
characteristic motion which allows prediction of
the endpoint wher the movement is only halfway
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campleted (11). Although such prediction (in order
to get a head start on generating the imagery tor
the new AOI) has not been determined to be required
it certainly would be desirable if it could be
efficiently implemented. Figure 4, shows three
plots. The top plot shows the output of an analog
eye tracker, such as a limbus tracker. The first
part of the curve contains a 200 saccade having

a duration of 60 milliseconds. The last part of
the curve shows the effect of a blink, The middle
curve shows the velocity as a function of time
obtained by differentiating the angle curve. Note
that the saccade shows a peak velocity halfway
through the saccade. The velocity profile for the
blink is also depicted. The lower curve represents
the output of a predictor device developed under a
contract with Carnegie-Mellon University. The
predictor is capable of predicting the final eye
position by measuring the time at which velocity
peaks and then doubling the angle. The predictor
can also discriminate against eye blinks by
utilizing an algorithm which contains velocity

thresholds and eye movement monitor characteristics.

The net time savings in this example is 30 milli-
seconds, Longer saccades would result in greater
time savings. Indications are that prediction
acguracies of 20 are obtainable for saccades of
200,

DISPLAY SYSTEM

A description of the design and operation of the
display system has been presented previously (1)
and will not be repeated here. What was not
discusced in the previous paper were some of the
design issues and tradeoff analyses which led to
the system design. A large part of this etfort
was performed by Dan Lobb under a contract with
the University of Central Florida.

Line Image Generator

The functions of the Tine image generator are
to provide sufficient three color laser light,
to provide two - three color modulated beams, to-
provide scanning for both beams., The issues were:
What laser or laser mix would be optimum in
terms of available colors, power, and reliability?
What type of optics would be most desirable for
the color separation and recombination? What
type of modulators sh~:ld be used? What type of
scanners should be used? Figure 5 shows a
schematic diagram of the line image generator.
The answers to these guestions were primarily
based on our laboratory's experience with laser
display systems.

Lasers

Our experience with a multi-laser display
system and the problems associated with reliability
and maintainability led to a requirement to use
as few lasers as possible. A colorimetiric analysis
inrdicated that a single 10 watt Argon Ion Laser
would provide sufficient luminance in blue and
green plus enough excess light to pump a red dye
laser, Based on desired udisplay luminance and
camputed losses between the laser and the screen,
the analysis concluded that the latest light
required is approximately 1,000 lumens in wave-
lengths actually used after any necessary loss
fram some wavelengths to achieve a good white.
The composition of the laser white is: Red primary
(from the Rhodamine 6-G dye cell) having a wave-

length of 610 nanometers and power of 1,300 mill-
watts; a green primary of 514.5 nanometers and
power of 1,500 milliwatts (about half of the green
1ine power directly from the 10 watt Argon Laser);
and a blue primary having a dominant wavelength

of 470 nanoneters and power of 1,400 milliwatts
(composed of the short wavelength outputs of the
Argon Laser from 454 nanometers to 476 nanometers).
The remaining Argon power is utilized to pump the
dye cell, Thus the problems associated with
multiple lasers can be avoided .

Color Splittim

There are two practical options for separatimg
the Argon Laser cutput into the various colors
required: Dispersive prisms and dichroics, The
problems of specifying and manufacturing dichroics
to separate wavelengths as close as the 488 nano-
meter Argon Laser line (used to pump the dye) from
the 476 nanometer Argon line (which provides a
large f.action of the blue primary). On the other
hand, dichroic splitting is simple and straight-
forward. After a careful weighing of advantages
and disadvantages the prism dispersion method was
chosen as the preferred technique .

Modulation

At the video bandwidths of interest,acousto
optic inodulators offer the most efficient, cost
effective method for intensity modulating the
six beams of laser light resulting from the color
sp];gting components {2 channels of 3 primaries
each) .

Color Combination

Sirce the six modulated beams must be recombined
prior to 1ine scanning as two beams the choice of
combining technique must be made. In this case
there 15 significant separation between the
primaries (the closest being the 514.5 green and
476 blue) allowing the simplicity of dichroics to
be preferred.

Line Scanner

The choice nf a line scanning system was almost
forced. Acousto-optic techniques would have
required six inrdependent line scanning channels
with obvious problems of balancing and registra-
tion. On the other hand a rotating polygon system
could scan both three color beams simultaneously.

Fiber Optics Relay

The function of the fiber optics relay is to
transmit the two three color laser scan 1:.nes to
the helmet. The basic problem associated with
this arrangement is avoiding image artifacts
caused by broken fibers or different transmission
through different fibers. Several experiments
were performed to evaluate the effect of broken
fibers and to minimize the effect of different
transmissions. The conciusion was that even a
single broken fiber was immediately obvious in
the display but its effect on training performance
could not be predicted. A specification for a
fiber bundle containing no brolien fibers was
prepared. As of Lhis writing two manufacturers
are under contract to provide such bundles for
test and evaluation with delivery expected in
August 1981. The apparent transmission of
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different fibers was fourd to be strongly influ-
enced by the collecting aperture used to gather
1ight at the output of the bundle. For the
specific fiber array tested, it appeared that a
collecting aperture of /5 would suffice.

Helmet Mounted Projector

The functions of the helmet mounted projector
are: To offset the line scans in the line
direction to follow eye movements and compensate
for rapid head yaw motion; provide frame scanning
for both rasters; provide offset capability in
the cross line direction; provide composite
frame from two independent images; and project
the composite frame onto the screen. A schematic
diagram of the helmet mounted optics is pictured
in Figure 6. The design was developed under the
rather severe constraint of having to be head
supported and, at the same time, composed of
components which were either off-the-shelf or
represented low risk development., A1l of the

.above requirements were met by this design.

Screen

The requirements for the display screen para-
meters are driven by two constraints; the con-
trast between images observed on the screen
surface and reflected off inside-the-cockpit
surfaces should be high, and the screen structure
should be an existing 10 foot radius dome. By
painting all inside - the - cockpit surfaces
flat black and tilting all specular surfaces such
that no specular reflections can be directed
toward the observer's head the interior of the
cockpit can be assumed to be a screen having a
gain of 0.1 or less located approximately two
feet from the observer . This implies that the
screen gain required to keep inside the cockpit
jmagery luminance below the dark level of the
display (nominally 3% of peak brightness) must
be greater than 75, Off-the-shelf retroreflective
screen matzrials were experimentally evaluated
with the results indicated in Figure 7. The
three ;ets of data represent gain measurements
of Avery International Retroreflector (embossed
corner cubes); 3M Scotchlite Type 7615 and 3M
Scotchlite Type 8910. The results of the evalua-
tion of the embossed corner cube material are
somewhat misleading since this material was not
uniform and since it displayed a six-lobed
retroreflective return pattern when illuminated
with laser light., The conclusion was that
Scotchlite coating 8910 performed adequately
well over the range of angles required by the
helmet mounted laser projector (approximately
0.59 to 1.5% projection point eye point separa-
tion) . However, a more untform gatn character-
jstic could be obtained by medifying the index
of refraction of the glass beads utilized to
manufacture the screen. A contract study with
the Optical Sciences Center at the Universitv of
nrizona resulted in the conclusion that an index
of refraction of approximately 1.87 wouid result
in a more uniform distribution over the desired
range, Preliminary discussions were held with 3M
which indicated that such a specification was
feasible within the constraints of the mamufactur-
ing processes utilized for their standard products.

SUMMARY
The design and feasibility analysis process
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described in this paper represents an overview of
an expiaratory development effort which has culmin-
ated in a specification for a visual simulation
system which offers great potential for improved
performance at low cost when compared to corven-
tional mosaic approaches to the wide field high
resolution display problem, Based on this effort
an advanced development program has bee n initiated
which will result in the fabrication of a ressarch
tool incorporating the design cuncepts outlined

in this paper. The research tool will be integrat-
ed into the Visual Technology Research Simulator
Facility at NAVTRAEQUIPCEN for evaluation of
technical performance and training effectiveness,
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COMPUTER PROGRAM FOR DISTORTION ANALYSIS
IN SPHERICAL SCREEN DISPLAYS

Richard C. Hebb

Simulation Technology Branch
Naval Training Equipment Center
Orlando, Florida

ABSTRACT

In visual simulation, the distortion of imagery in wide-angle display systems is a major concern, Effective flight training re-
quires that imagery presented to a trainee provide a proper perspective view of his simulated environment without distortion.
Use of spherical screens (domes) introduces both perspective and geometrical distortion into the wide-angle displays. Use of
video projection systems with Computer Image Generation (CGI) offers the options of raster shaping or computer re-mapping
of raster pixels for distortion correction. The goal in distortion correction is to provide proper perspective of imagery to a
trainee. The basic causes for distortion and a computer program for analysis of spherical screen distortion will be discussed.

INTRODUCTION

Visual Flight Simulation

Visual flight simulators are being developed into an important part
of the training that pilots, both commercial and military, are receiving
for development and upkeep of their flight skills. The ultimate goal in
visual simulation is to provide a realistic view of the environment about
a simulated aircraft to increase the effectiveness of training exer-
cises. (1) A trainee’s view of this environment, in conjunction with
mechanical simulation of the aircratt dynamics and structure, can in-
duce many physical/psychological effects of actual flight. (2) Imagery
is often provided via computer image generation (CIG) and displayed
by video projection systems. Generally, the CIG system takes account
of viewpoint and heading direction within a mathematically modeled
landscape (database) to generate a view of this database during a
simulated flight. (3) The effectiveness of the visual simulation depends
on many factors, including the Field Of View (FOV), detail in the
database, resolution capability, display brightness and contrast, and
relative distortion of the imagery.

Wide-Angle Visucl Displays

The goal of realism in visual simulation has led to the use of very
wide-angle displays filling a horizontal FOV of 90° or more at the pilots
viewpoint. Increasing the FOV to greater than 180° has led to the use of
spherical screens (domes) with a number of projectors filling different
parts of the pilot's available FOV to form a wide-angle scene. (4) Ideal-
ly, the projectors and viewpoint should be located at the center of the
dome, or at least at the same point, to reduce distortions for the viewer.
Unfortunately, physical restrictions do not allow a number of projec-
tors and the viewer to occupy the same position in space, thus forcing
the oblique projection of imagery onto the dome. This fact results in
distortion of the imagery.
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Distortion

Distortion refers to the geometry of an image as compared to the ac-
tual geometry of the objects involved. Perhaps the best way to describe
the coucept of distortion as related to optical systems is to first consider
the concept of a distortionless lens mapping. Figure 1 shows the map-
ping process of a well corrected F-Tan @ lens as a rectangular object is
mapped through the lens. The resulting image formed is again a rec-
tangular figure. The radial distance, R, to an image point is determined
by the tangent of the angle, ¢ , that an object point subtends from the
optical axis of the lens system. Hence the lens mapping equation,
R = F-Tan ¢ , where F is the focal length of the lens. If the direction of
the mapping process is reversed, we then have the case of the lens being
used as a projection lens versus use as a taking lens. For this case, any
imagery placed on the plane denoted as the image plane will be transfer-
red to the object plane without distortion. This is the concept of a
distortionless lens mapping.

Next, we should consider the concept of distortionless viewing of &
projected image. If it were possible to plac: the eye of a viewer at the
exit pupil of a projection lens which has an F-Tan § mapping function,
as in figure 2, then the viewer would perceive no distortion of the
imagery projected from the image plane. However, if the viewer is
removed from the exit pupil location, then the shape of a rectangular
object would no longer appear rectangular. This removal of the view-
point from the exit pupil results in a form of distortion known as
Perspective Distortion, which usually results in rectangular objects ex-
hibiting a keystone shape. The key to reducing perspective distortion is
to place the exit pupil of the projector as close as possible to the
viewer’s eyepoint.
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Figure 2. Distortioniess Viewing

In a Jome display system, their exists another form of distortion.
This form is referred to as Geometric Distortion, which involves the
oblique projection of imagery onto screen surfaces which are not flat
display planes. The result is that the projection of straight lines onto the
screen surface are viewed as curved lines by the observer. It should be
noted, that if the viewpoint and exit pupil of a F-Tan § lens are coinci-
dent, then the shape of the screen cannot contribute to distortion. (U}




Therefore, the amount of distortion depends on the size and shape of
the screen, as well as projector/viewpoint positioning. As the projector
and viewpoint are drplaced from each other the apparent size and
shape of the projected imagery, as well as the angular subtense and
position, will vary accordingly. It is the purpose of the computer pro-
gram to be described to consider these two forms of distortion, that is
Perspective and Geometric Distortion, in spherical screen display
systems,

Distortion definitions vary according to the type of projection system
involved. The method of calculating distortion in this paper is based on
the Institute of Radio Engineers (IRE) Standards for Television. (5)
This method defines the Geometric Position Error (GPE) for any point
in the field as the magnitude of the distance from the point to its ideal
location. This implies a radial distance measurement from the ideal
location of a point to its actual position. The percentage of distortion is
then found by dividing the GPE by the full field height of the image.
Figure 3 shows the linearity chart given in the IRE standards for
distortion measurements. This chart is placed over a video monitor
which has an alignment pattern generated by a test signal generator and
qualitative measurements are made by observing the position of the
pattern with reference to calibrated circles.
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Distortion Correction

The first attempts at correcting distortion primarily involved the use
of optical elements to pre-distort the image upon projection, resulting
in an image that appeared non-distorted to the viewer. This method,
although successful, required the currection to be physically set at the
time of lens desigr:: for the display system. The capability to easily
change tke correction factor was lost along with the ability to use off-
the-shelf standard lenses.

With the use of video projection systems, the option of correcting
distortion by altering the scanning geometry of the video raster (raster
shaping) became available. In this way the image can be pre-distorted
before the projection lens in order to produce a non-distorted view. (6)
The advent of Computer Image Generators brought an alternate
method for corrections. The objects to be projected are remapped in
the CIG computation to provide the required object pre-distortion
before being placed on the video raster for projection. (7) Raster shap-
ing and CIG remapping may be combined to reduce the complexity of
the individual corrections. Both raster shaping and C1G remapping will
allow changes in corrective action to some degree and may also allow
dynamic correction,

Lens Mapping

In the computer program developed for analysis of distortion, there
are four types of lens mappings considered for the projection lens.
These four lenses allow the analysis to include consideration of the
effects of the lens mappings on the final net distortion. The lens must
be included in the analysis for it is an integral part of the system. The
four lenses are:

1. F-Tan ¢ (distortionless lens)

2. F-Tan # with primary distortion

3. F-0 (6 in radians)

4, F-Sin ¢
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All these lens mappings imply a radially symmetric mapping with the
center of the mapping plane on the optical axis of the system. The
F-Tan 4 lens places an image point on the image plane according to the
tangent of the angle ( # ) between the optical axis and the object point.
The mapping equation is:

Rt = F-Tan (§),
where Rt is the image point radial distance from the center of the
image plane, F is the lens focal length, and 8 is the angle.

The F-Tan # with primary distortion (F-Tan §+P) lens is defined as
a departure from the F-Tan ¢ mapping due to an approximation of
Tan-6 by only two terms of a power series. The resulting equation is:

Rp = Rt (1 +(DFACTOR * Rt?)),
where Rp is the image point radial distance for the F-Tan 6 - P map-

ping, Rt is the radial distance for the F-Tané mapping, and
DFACTOR is the primary distortion factor,

An F- ¢ lens maps object space to image space according to the angle
in radians to the object point, resulting in the radial position of the
image (R g ) being defined as:

Ra = Fo.

The F-Sin 6 lens implies a mapping according to the sine of the op-
tical axis, yielding the mapping equation:

= FSin (6).

Figure 4 shows the relative distortions of a rectangular object by the
lenses previously mentioned.
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Figure 4. Relative Distortions of a Rectanguiar Object by Various Lens
Mappings

THE PROGRAM - MAPTAG

Introduction

MAPTAG is an acronym for Mapping Tables and Graphs, a pro-
gram written in FORTRAN for distortion analysis, The facilities for
development and operation of the program are part of the
NAVTRAEQUIPCEN's Computer Simulation Laboratory. The com-
puter system utilized is a VAX-11/780 with graphics provided via a
Tektronix graphic terminal model 4014-11.




The program is designed to find the required distorted raster shape
for projection onto a dome from a particular projection point, This
l projected raster is to be viewed at a viewpoint as a non-distorted raster.
The location of the viewpoint and projector can be located inside or
outisde the dome of radius R. The raster is placed on a View Window of
variable height and width in degrees, and can be centered at any loca-
tion on the dome.

In order to describe the projection/viewing system, the location of
the projector, viewpoint, and image points are referenced to a 3-D
coordinate system located at the center of the dome (Figure $). In this
system, the Z-axis is positive upwards, the X-axis is positive forward,
and the Y-axis is positive to the left. Additionally, the angles for projec-
tion and viewing are spherical angles referenced to the positive X-axis.
Vertical angles are positive above the dome horizon and negative below
the horizon with a maximum magnitude of 90°. Horizontal angles are
positive for a counter-clockwise rotation (positive X-axis into the
positive Y-axis) when viewed from a point on the positive Z-axis. The
hotizontal angles have a maximum magnitude of 180°.
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There are three other coordinate systems involved in the program.
These are two 3-D coordinate systems, located at the viewpoint and
projection point, and a 2-D coordinate system used to define the Input
Plane.Each of the 3-D systems are parallei to the other, with the 2-D
system transformed to the sphere-centered 3-D system as the Input
Plane becomes the View Window.,

View Window

The View Window ic defined as that part of the available FOV that is
being filled by one projector. Ideally, the viewer will see objects pro-
jected onto this window as non-distorted. If a video projextion system
is used, then the viewer will want to see a raster plane that has pixels at
equal increments across the raster lines and equally spaced raster lines
on the window. This is the Input Plane and is constructed by consider-
ing the desired angular height and width as well as the position of the
center of the view window (PCTR; relative to the viewpoint. These
values are used to find the height and width of the raster plane in
dimensional units that are fixed with respect to dimensional units used
for all 3-D locations.

The Input Plane has a 2-D coordinate system with its origin set at the
center of the plane (Figure 6). In this coordinate system the Y-axis is
positive upward and the X-axis is positive to the left. Once the height
and width of the Input Plane are known, then the first point on the
plane is found by dividing the height and width in half. This first point
is defined as the top left point on the plane. Subsequent points on the
plane are found by considering the number of points across the
horizontal raster lines (NHORIZ) and the number of vertical raster
lines (NVERT) on the plane. The width of the plane is divided by
(NHORIZ-1) to find the linear increments along the raster
(HINCREMENT), while the height is divided by (NVERT-1) to find
the linear increments between raster lines (VINCREMENT). To find
the next point along a raster line on the plane, the HINCREMENT is
subtracted from the previous points’ X-coordinate with the
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Y-coordinate remaining the same. At the end of a raster line, the

VINCREMENT is subtracted from the previous points’ Y-coordinate, -

and the X-coordinate is reset to the X-coordinate of the first point. In
this way, raster lines are drawn from left to right and top to bottom on
the Input Plane,
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Figure 6. 3x3 input Plane
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After a point on the Input Plane is found, the Input Plane is aligned
to be normal to the viewer's Line of Sight (LOS) and translated to the
desired View Window center (Figure 7). At this point, the View Win-
dow is projected onto the surface of the spherical screen but still ap-
pears to be a flat non-distoried raster from the viewpoint.

VIEW
WINDOW

LINE
OF SIGHT

SCREEN

Figure 7. View Window Generation
Spherical Screen Projection

To find the intersection of a ray projected from the viewpoint
towards the spherical screen, the subroutine Sphere Point from Angles
(SPTFANG) is used. This subroutine uses spherical angles of projec-
tion to define the direction of individual rays at the viewpoint. This
distance from the viewpoint to the screen is calculated and used to find
the terminus of the ray in 3-D coordinates.

The angles to points on the View Window plane from the viewpoint
are found by subroutine Spherical Angles from Points (SANGFPT)
and then are input to SPTFANG. The View Window is then mapped
onto the screen surface and we are now ready to find a perspective view
of the YView Window from the projection point.

Perspective View

Another subroutine, PSPECTIVE, is used to find the perspective
view of the View Window from the projeciion point. Initially the
subroutine translates the origin of the 3-D coordinates for the View
Window to the projection point. Then, the View Window is rotated
about the projector to align the center of the View Window (PCTR)
with the projector’s X-axis. (8) Having accomplished these operations,
the tangents to points on the View Window can be found relative to
PCTR.
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Figure 8. Projection/Viewing Diagram

PSPECTIVE allows this tangent mapping to be altered by a remap-
ping through one of three other lens mappings listed previously. Only
the tangent mappings will give a correct perspective from the projection
point, with the three additional mapping choices distorting the view
according to their mapping functions. These mappiag cvordinates are
sent to plotting programs which draw the View Plane on a graphic ter-
minal with hard-copy available.

Reference circles, indicating total FOV's of 90° and 110° are
included on the output mappings. These FOV's are generated by subroutine
FOV and are dependent on the type of lens mapping specified. These
reference circles can be used to determine the location of object puints
relative to the optical axis of ihe lens. Points that lie on a circle are
defined as being located at the half-angle of the total FOV. For exam-
ple, if a point is on the 90° FOV circle, then the angle between the op-
tical axis and the ray to that point is 45°, Points outside the FOV
reference circle are at greater angles, while points inside the FOV
reference angles are at an angle less than the FOV half-angle. The FOV
reference circles give an excellent way to approximate the total FOV re-
quired for a particular projection arrangeinent.

Mapping Output

Figure 8 shows the basic mapping processes for MAPTAG contain-
ing two mappings. The first maps the input plane on to the surface of
the dome to provide a non-distorted raster to the viewer. This raster
pattern on the dome is the View Window. In the process of creating the
View Window, a Comparisor Plane is also formed which is a mapping
of the Input Plane calculated by considering the eyve as a F-Tan lens
with a focal length of unity. In all output mappings, the value of the
focal iength is taken as unity, allowing mappings for a lens of another
focal length to be represented by muitiplying the mapping coordinates
by the desired focal length,

The second mapping is from the dome surface through the view plane
and onto the target plane. The mappings pruduced by MAPTAG are
mappings at the view plane, which provide a perspective view of the ob-
ject points on the dome from the projection point. A perspective view
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of the target plane from the projection point (a view of the required
raster pattern) may be obtained by a rotation of the cutput mapping
about its center by 180° and observing the pattern through the reverse
side of the mapping.

The coordinates for the view plane output mapping can also be
placed in table form. Each table contains specific information on the
projection/viewing system and the type of mapping used. The coor-
dinates are printed in the table according to their relative position on
the raster plane. Also placed in the table output are the coordinates of
the Comparison Plane, allowing distortion calculations to be made
from the table. Use of the Comparison Plane coordinates for calcula-
tions requires the scaling of the coordinates to reduce the Comparizon
Plane height to the height of the View Plane, The scaling factor is defin-
ed as the ratio of the View Plane height to the height of the Comparison
Plane. For purposes of distortion calculations, the GPE is then found
by effectively overlaying the View Plane on the Comparison Plane via
the coordinate tables.

Subroutine TBLDIST uses the coordinates sent to the mapping tables
to calculate distortion percentages for nine points in the field. These
nine points, assuming an odd number of points on the plane, are¢ the
four corner points, the central point, and the four points at the mid-
point of each edge of the plane. The percentages found are included on
the mapping table output.

PROGRAM OPERATION

Running the Program

In order to operate the program, variables describing the projec-
tion/viewing system must he enteved. Upon instructing the computer to
execute the program (RUN MAPTAG), the user is prompted to enter
the necessary values. Definition of the view window starts with the loca-
tion of the center of the view window (PCTR). This location is in 3.D
coordinates relative 10 the screnn center and must be on the screea sur-
face. Next, the height and width in degrees and the number of points
across and down the window are entered. The maximum height or
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width of any window is iess than 180° due to the method of creating the
input plane, Additionally, the number of points should be odd for use
in the dis:srtion calculation subroutine.

Describing the rest of the system requires entering the radius of the
screen, R, the projector location BEX(FX, FY, FZ), and the viewpoint,
EN(XE, YE, ZE). The units for these coordinates are arbitrary, but
must be the same for all 3-D coordinates, As an option, the projector
axis can be offset from PCTR during operation of the program by
entering degree offsets other than zero for VOFFP and HOFFP,

The rest of the values to be entered are concerned with the type of
output mapping and table. The type of lens mapping is chosen by enter-
ing a value from 1 to 4 corresponding to the four lens mappings
available. If s Tan § mapping with a primary distortion is desired, then
the user is prompted to enter a distortion factor (DFACTOR). Addi-
tional':. the user is instructed to enter a graphic scaling factor
(FSCALE), scieen magnification factor (SMAG), and offsetting values
for the origin of the screen (XBIAS, YBIAS) in inches. Finally, the user
can decide if table output is wanted during the present run of the pro-
gram.

After the program has compieted the graphics, the user is instructed
to enter *‘C"’ to continue execution. The user is then offered the option
of changing the projection axis offset, graphic scaling, screen
magnification, and tahle output option. If a change is desired, the pro-
gram again prompts the user tc enter values and the graphic screen is
cleared in order to draw a new perspective view according to the new
values. If no changes are desired, the program will clear the graphic
screen and execution is stopped.

SAMPLE PROJECTION SYSTEMS

As examples, the results of two sample projection/viewer systems are
included. The first sample is a simple projector/viewer arrangement
where the viewer is placed at the center of a 20 fooi radius dome and the
projector is located at the 3-D location (0.0,0.0,12.0) inches. This
results in a 12 inch displacement o1 the projector directly above the
viewer. In this case the projected View Window subtends angles of
70°vertical by 90° horizontal from the viewpoint. On this View Win-
dow, there is an 11 by 11 raster pattern which forms one hundred rec-
tangular blocks as depicted on figure 9. The window js centered on the
surface of the dome at the 3-D location (240.0,0.0,0.0) inches, or at the
intersection of the X-uxis with the dome surface. Table 1 shows the pro-
gram prompts and user inputs to describe the above system. Figures 10,
11, and 12 show the required raster shapes to be projected from the
defined projector location for the use of projection lenses with mapping
functior:s of Tan 4 , Sind , and @ | respectively.

The second projection/viewer arrangement is a projector arrange-
ment with the View Window and projector located on opposing sides of
the dome surface. In this system the viewpoint is again coincident with
the center of a 20 oot radivs dome. However, the projector is located
behind the viewer on the surface of the dome at the 3-D location
(~218.0,0.0,101.0) inches, und the View Window is placed a the 3-D
location (218.0,0.0,-101.0) inches. This arrangemeant direrts the optical
axis of the projector to pass through the center of the dor e on its way
to the center of the View Window, and provides a for a symmetrical
projection onto the window at a distance of twice the dome radius, or
40 feet. The View Window contains an 11 by 11 raster pattern and
subtends anglss of 160° by 160° from the viewpoint as shown in figure
13. Figures 14, 15, and 16, with tables 5, 6, and 7, describe the required
raster shapes for example 2.

ANALYSIS OF THE SAMPLE SYSTEMS

Analysis of the required raster shapes for a projection system in-
volves looking at the graphic mapping outputs and their corresponding
table outputs. From these a visualization of the raster shapes is ob-
tained, along with the distortion percentages related to each mapping.

Examining the coordinate tables 2, 3, and 4, which are for the first
examrsle, specific information for each type of lens in this projection ar-
rangement is revealed. The tables are labelea as to the type of lens map-
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ping function ccnsidered wlong with identification of the projector,
viewer, and view window locations. The tables contain the coordinates
of the intersection points for the distorted raster shape and the coor-
dinates of the non-distorted Comparison Plane. Notice that the coor-
dinates are precceded by the labels (X, Y) and (XC, YC) which denote
the coordinates of the View Plane and Comparison Plane in turn. These
coordinates are included in the tables in the same manner that the raster
lines are drawn on the View Window, that is, left to right and top to
bottom. The tables provide only the coordinates of the points used in
the disto.tion calculation routine, and not all the points of the 11 by 11
pattern, 7he coordinates of all the points are available, but are not in-
cluded hei e due to the size of the tables.

The first output mapping for example 1, figure 9, is a tangent map-
ping of the View Window, or equivalently, the Comparison Plane. This
is the raster shape that the viewer should see for the condition of no
distortion. The tangent mapping for this projection system, figure 10,
shows a maximum distortion of 2.6%, with symmetrical distortion
about the center vertical line of the raster pattern, All the distortion
percentages for this mapping are low and reflect the close proximity to
the viewpoint of a pi1ojector with a F Tand mapping function. Looking
at the F-¢ and F-Sin# outputs, the maximum distortion nercentages
jump to 28,6% and 20.3%. These percentaghes are lazg- : ireflect the
departure of the individual lens mapping funciions ‘rxn a distor-
tionless, or F-Tan@ , lens. In this sysiem, a lens with a i'-ian 8 map-
ping would be preferred due to the closeness of the projector and
viewer, and the less than 90° projection angles required.

The second example is offered as an extreme case compared to the
preceeding case. The separation of the projector and viewer is increased
to 20 feet and the View Window is required to fill 2 FOV of 160 ° by
160° at the viewpoint, Examining the mappings and tables for this
second systen, it can be scen that the distorted raster shapes for all the
mapping functions fall within the 90° refsrence circle. In fact, the max-
imum projection angle for any of the lenses is approximavely 80°. This
angle is appropriate considering the View Window to fill a 160 by 160°
FOV at the viewpoint with projection from a distance of twice the dome
radius. A projestion lans with the TFOV of 90° would provide more
than enough of the projection field required :o fill the View Window.

The distortion percentages for all three lens types are quite large and
are approximately equal. Examining tables S, 6, and 7, the maximium
distortion required for the F-6 mapping is slightly greater than the
Tangent mapping (18.09% vs. 18.90%), while the F-Sin § mapping re-
quires the most raster shaping at 19.22%. These raster shapes may be
hard to implement by raster shaping alone as can be seen in figures 14,
15, and i6.

Other information to be gained from the program output concerns
the redistribution of the raster points on the projection lens target
plane. In the second system, the points are crowded together near the
edges of the target plane with only a few points in the center of the
target plane. The effect of this distribution depends on the projection
lens in nse, but would tend to reduce the resolution capacity of the im-
aging system. This is due to the crowding of resolution elements
(Resels) on the target plane where most lenses lose resolution capability,
and lack of resels where most lenses have their greatest resolution.

SUMMARY

The orogram MAPTAG is a very useful tool for determining the
required raster shape to be projected which provides for distortionless
viswing. The graphic output provides visualization of the distortions
encountered in dome displays. The table allows distortion cnlculations
to be performed and can also provide for equations that describe the
raster distortion, line by line.

The subroutines utilized by MAPTAG have been written in a general
form to allow their use in building other specific distortion routines.
The flowcharts and program coding have been documented and are
available to the general public. (9) Extension of the program, to provide
more information about projection systems, is being investigated.
These programs provide an excellent basis for distortion analysis of
video projection systems and efforts are being taken to include projec-
tion of generalized imagery.
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EXAMPLE 1
RUN MAPTAG
DESCRIBE PLANAR INPUT SOREEN

ENTER OESIRED COORDINATES FOR PLACEMENT OF CENTER
OF PLANE IN SPHERE COORDINATE SYSTEM, THE X-AXIS I8 POSITIVE
FORWARD WITH THE Y-AXIS POSITIVE TO THE LEFT, AND THE Z-AXIS
1S POSITIVE UPWARDS

240,00

ENTER VERTICAL AND HORIZONTAL FOV'S IN DEGREES
70.80

ENTER NUMBER OF POINTS ALONG VERTICAL AND HORIZONTAL
AXES
11,11

DESCRIBE SPHERICAL SCREEN DISPLAY SYSTEM
ENTER SPHERICAL SCREEN RADIUS

40
ENVER PROJECTOR POSITION (FX,FY,F2)
0,0,12
ENTER VIEWPOINT POSITION (XE,YE.ZE)
0.0,0
ENTER VERTICAL AND HORIZONTAL OFFSET FOR PROJECTION
DIRECTION (DEGREES)
0.0
ENTER SCALE FACTOR , SCREEN MAS , YBIAS, XBIAS NORMALLY
SCREEN MAG = 1, XBIAS u 0, YBIAS & 0, THE SCALE FACTOR
DETERMINES THE TFOV (FSCALE * 90)
1.5,1,1,00
PICK WHICH TYPE OF MAPPING DESIRED, FOR A TANGENT MAPPING
ENTER “1", FOR AN 1DEAL R-THEATA MAPPING ENTER 2", FOR
TANTHETA MAPPING WITH PRIMARY DISTORTION , ENTER “3",
FOR SIN THETA MAPPING, ENTER “'4"
1
IF TABLE OUTPUT 1S DESIRED TYPE TRUE ; IF NOT FALSE
T

TYPE C TO CONTINUE EXECUTION
1
$C
TO CHANGE VOFF,HOFF,MAG,FSCALE,.LIABLE, TYPE OF MAPPING

ENTER “T", IF NOT ENTER “F"
" 7O GHANGE SCREEN MAGNFICATION ENTER T .TO STOP ENTER F
FORTRAN §TOP
: TABLE 1

COMPARISON PLANE
T0°VX90°H

I~

/.-
J-

2
1~lo

, /
\\\ //
S WFOV __~

N\ ———

\ - 110" FOV /

TANGENT MAPPING
Figure ©.

e

TAN THETA MAPPING COORDINATES

THE VIEWPOINT I8 AT :

X = 0.0000 Y = 0000 Z = Q.000
OBSERVING A LINEAR RASTER PATTERN ON THE SCREEN
FLLING A FELD OF 70.000 DEGREES VERTICALLY, AND
90.000 DEGREES HORIZONTALLY ABOUT A POINT X=
240.000 Y= 0.000 Z=- 0.000 DEFINED AS
CENTER OF “FOV",

THE PROJECTOR IS AT :
X = 00000 Y = 0000 Z= 12.000

THE RADIUS OF THE SPHERICAL SCREEN IS 240.000

X 1.033 0.000 -1.033
Y 0.693 0.712 0.603
xC 1.000 0.000 -1.000
vc 0.700 0.700 0.700
X 0.008 0.000 0.008
Y -0.021 0.000 -0.021
XC 1.000 0.000 +1.000
Yo 0.000 0.000 0.000
x 0.684 0.000 -0.964
Y 0.702 -0.685 0.702
xC 1.000 0.000 -1.000
XC -0.700 -0.700 -0.700
DISTORTION PERCENTAGES
THE TARGET PLANE HEIGHT IS 1.307
1 2 3
2.44% 0.8496 2.44%
4 5 e
1.49% 0.009 1.49%
7 8 9
2.6006 1.08% 2.80%
TABLE 2
VIEW WINDOW
70°V x80°H
=
/ \\
rd
yd U
’ prad AN \
/ L 04% \ \
/2.4% — T 24%
T =\
\
)
] \
‘ 1.5% 15%
[\ Vi
\ /
3
\ 26% N 1% 7 %/
S~ _wFov 7 /
~ / s
\ —_ 10°FOV _
TANGENT MAPPING
Figure 10.
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A-THETA MAPPING COORDINATES THE PROJECTOR I8 AT ;

X = 00000 Y= 0000 Za 12000
THE VIEWPOINT IS AT :
X = 0.0000 Y = 0.000 Z = 0.000 THE RADIUS OF THE SPHERICAL BCREEN IS 240.000
OBBERVING A LINEAR RASTER PATTERN ON THE SCREEN X 0.847 0.000 -0.647
FLLING A FIELD OF 70.000 DEGREES VERTICALLY, AND Y 0.434 0.880 0.434
80.000 DEGREES HORIZONTALLY ABOUT A POINT
X= 240.000 Y=0.000 Z= 0.000 DEFINED A8 CENTER Xc 1,000 0.000 -1.000
OF “FOV". vc 0.700 0.700 0.700
THE PROJECTOR IS AT : X 0.708 0.000° -0.708
X = 00000 Y - 0000 Z = 12000 Y -0.018 0.000 0.018
THE RADIUS OF THE SPHERICAL SCREEN IS 240.000 XC 1.000 0.000 -1.000
X 0.742 0.000 -0.742 \ 0.000 0.000 0.000
Y 0.498 0.618 0.498
X 0.819 0.000 0.619
XC 1.000 0.000 +1.000 Y -0.451 -0.865 -0.451
ve 0.700 0.00 0.700
' XC 1.000 0.000 -1.000
X 0.784 0.000 -0.784 YC -0.700 -0.700 -0.700
Y 0.015 0.000 -0.016
DISTORTION PERCENTAGES
xc 1.000 0.000 -1.000 THE TARGET PLANE HEIGHT IS 1,148
¥c 0.000 0.000 0.000 1 2 3
10.17% 0849  19.17%
X 0.708 0.000 -0.708
Y ~0.514 -0.601 -0.514 4 e s
9.82% 0.00% 9.62%
XC 1.000 1.000 -1,000
vc -0.700 -0.700 7 8 9
20.32% 084%  20.32%
DISTORTION PEACENTAGES
TABLE 4
THE TARGET PLANE HEIGHT IS 1219 VIEW WINDOW
\ 2 s 70°V x 90°H
26.87% 6.80% 26.87% /‘ - -
4 3 8 : T mTTTTS \\\
17.769% 0.009% 17.75% / PR 0.8% ~< N
s ~
7 8 9 ) 2
26.58% 8.16% 28.58% 192% 7/ 192%
7
TABLE 3 7 \
VIEW WINDOW
70°V x 90° H , - \
/-_ - \ '
- ~ 2.8% 98%
/ ) - - S~o . \ ,
Y, e 8.7% \\ /
269% 26.9% \
; \ 7
20.39% A 20.30%
/ \
\ \\ P
’ ~ 0.6% - s

i .
17.8% 17.8% SN W EQ‘L -7 /
110° FOV__—

\ /i SIN THETA MAPPING
\ Figure 12,
COMPARIZON PLANE
28.9% 28.9% v'm M?.%OW
N by
N N 8.2% i
~~ ROy
e
L]
—_110° FOV
R-THETA MAPPING -
Figure 11. P I
)
\fou
SIN THETA MAPPING COORDINATES 11‘0' rév
THE VIEWPOINT 1S AT :
X = 0.000 ¥ = 0000 Z = 0.000

OBSERVING A LINEAR RASTER PATTERN ON THE SCREEN FILLING

A FIELD OF 70.000 DEGREES VERTICALLY, AND 90.000

DEGREES HORIZONTALLY ABOUT A POINT

X = 240.000 Y= 0.000 2Z= 0.000 TANGENT MAPPING
DEFINED AS CENTER OF "FOV"". Figure 13,

25
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TAN THETA MAPPING COOMDINATES R-THETA MAPPING COORDINATES {
THE VIEWPOINT I8 AT : THE VIEWPOINT 18 AT ;
X= 00000 Y= 0000 Z= 00% X« 0000 Y= 00000 Z= 0000
OBSERVING A LINEAR MASTER PATTERN ON THESCREEN OBSERVING A LINEAR RASTER PATTERN ON THE SOREEN FILL-
FILLING A FIELD OF 160.000 DEGREES VERTICALLY, ING A FIELD OF 160.000 DEGREES VERTICALLY,
AND  180.000 DEGREES HORZONTALLY ABOUT A POINT AND  160.000 DEGREES HORIZONTALLY ABOUT A POINT
X= 218.000 Y= 0000 Z= -101.000  DEFINED X= 218.000 Y= 0,000 2= -101.000 DEFINED AS
AS CENTER OF "FOV", CENTER OF “FOV".
THE PROJECTOR IS AT : THE PROJECTOR IS AT : ]
X = -2180000 Y = 0000 Z =  101.000 X = 2180000 Y = 0000 Z =  101.000 ~
THE RADIS OF THE SPHERICAL SCREEN IS 240.000 THE RADIUS OF THE SPHERICAL SCREEN 1S 240.000 f‘
X 0.624 0.000 -0.624 X 0.511 0.000 0.511
Y 0.624 0.838 0.624 % 0.811 0.698 0.511
3
XC 5.871 0.000 -8.871 Xc 8671 0.000 -8.871 ;
Yo 5.671 8.871 5.671 YC 8.871 6.671 5.671 3
x 0.838 0.000 -0.838 X 0.608 0.000 -0.608 (
v 0.000 0.000 0.000 Y 0.000 0.000 0.000
Y
XC 5.671 0.000 -8.871 xc 5871 0.000 -5.671 1
YC 0.000 0.000 0.000 ) 0.000 0.000 0.000 IE
X 0.624 0.000 -0.624 X 0.511 0.000 0511 !
Y -0.824 -0.838 -0.824 Y 0.511 -0.808 0511 !
¥
XC 5.871 0.000 -5.871 XC 5.671 0.000 -5.871 i
vc -5.871 -6.671 -5.671 Yc -5.871 -5.871 -5.671 !
:
r DISTORTION PERCENTAGES DISTORTION PERCENTAGES 4
1 11
X 4 1 2 3 1 2 3 v
£ 1 18.00% 0.00% 18.00% 18.00% 0.00% 18.90% :
. H
¥ 4 5 e 4 5 e f
F . 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% \
* 7 8 9 7 8 ®
¢ 18.09% 0.00% 18.08% 18.90% 0.00% 18.90% :
8
: TABLE & TABLE 6 i
i
110°* FOV i
; ,/——-\ 110° FOV 73
- — ]
.
‘ 3
\
i
]
| | !
!
/ ;
\ :
/ "
N / R-THETA MAPPING L
\\__ B
- . 1
TANGENT MAPPING ! 3
i
Figure 14. i
|
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THE PROJECTOR IS AT :
X = -218.0000 Y = 0000 Z = 101.000
THE RADIUS OF THE SPHERICAL SCREENIS  240.000
X 0.480 0.000 -0.408
Y 0.408 0.642 0.408
XC 8.671 0.000 -8.871
YC 5.871 8.671 8.671
X 0.842 0.000 -0.842
Y 0.000 0.000 0.000
XC 5.671 0.000 -8.071
YC 0.000 0.000 0.000
X 0.488 0.000 -0.468
Y -0.408 -0.842 -0.408
xXC 5.671 0.000 -5.871
Yc -5.671 -8.671 -8.871
DISTORTION PERCENTAGES
1 2
19.22% 0.00% 18.22%
4 L)
0.00% 0.00% 0.009%
7 8
19.22% 0.009¢ 10.22%
TABLE 7
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TARGET TV PROJECTOR WITH DYNAMIC RASTER SHAPING FOR
USE IN DOME SIMULATORS

Richard E. Holmes

Training Systems Group, Systems Research Laboratories, Inc.
2800 Indian Ripple Road, Dayton, Ohio 45440

ABSTRACT

Large dome simulators for air-to-air and air-to-ground aircraft weapons tactics trainers are
coming into prominence. In such devices, the training objective is to improve pilot proficiency
and coordination by allowing the pilot to train in the use of weapons in realistic operational
and threat environments. Typically, the pilot wiil fight against a TV projected image that is
slewed across the field of view. Sometimes neither the pilot's eyes nor the TV projector lens is
located 2t the center of the dome screen. From geometrical considerations, a standard
rectangular or square TV image looks disturted to the pilot. The degree and shape of the ’
distortion changes with the shift in location of the "target" on the screen relative to the pilot
as it is slewed either by servo pointing the entire projector or by optical means. j

Ledihad
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This paper describes the design and development of a TV projector that is capable of §
predistorting the TV raster such that from the pilot's viewpoint the image will look rectilinear ;

T R T T W Ly B S TR A ey

e | et .

at all times. This dynamic raster shaping can be updated at the TV field rate (typically

60 times per second) so that there is no perceptible jumpiness in the image as the shape is
varied. In addition, the raster can be zoomed to create the appearance of distance change to the
target and rotated to compensate the effects caused by the mirror steering of the target image

across the dome.

INTRODUCTION

The layout of a typi