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Commur ication ring inftislization without central control

J. K. Saltzer

Sunmary

This short memorandum describes a novel combination of three
well-known technigques; the combination provides a systematic way of
1aftializing a local-area ring network without previous, static
designation of a distinguished statfon. The result is a distributed
algorithm that dynamically designates a distinquished station from among a
group of stl'fons whose sbility to communfcete is hampered by the fact
that the ring is not yet initialized. An appendix doscribes how this
approach could be implemented as part of the 10 Magabit/second {version 2)
ring network currently being tnstalled at the M.[1.T7. Laboratory for

Computer Science.

Insroduction
One of the more subtle problems of design in a digital communication

ring is how to do inftialization of the access protozol without

designating a distinguishad station to do housekeeping. In a ring, &

signal once launched can circulate whether the signal is legitimate or

spur fous. Since a spurious signal may resemble anything. including

lagitimate traffic or protocol signals, the normal access protocots for
any ring depond for itheir correctnass on the ring starting off with &

predictable signal pattern or format. (Even a contention ring deponds on
the predictable 1nitial state of no signal at all.) Initialtization of the

stgnal farmat that drives the access protocols §s raguived at startup and
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also following any failure that causes the expected signra! format to be
demeged. It s easy enough to insist that every station de prepared to
reinitialize the signal format (and to detect the need for
reinitialization) byt this insistence introduces the danger that two of
more stations will {ndependently attempt reinitialization. These
contending reinitiatizers can interfere with one snother in such a way
that none 43 successful. In a ring of 100 stations, one can imegine (1n
nightmares) an avalanche of contending attempts to reinitialize, none

successful, going on indefinitely,

Earlier solutions to this problem have not deun systematic or even
very satisfactory. Prime Computer. Inc., in 1ts Ringnet, for exemple,
uses station-address-dependent timeouts (similar in function to the '
virtual token technies.e doscribed here) to reduce the chance of
contention. but relies primarily on small numbers of stations to avuid
probfems{1). The L.C.S. version one ring network relies on the sof tware
st each node tosting for ring format correctness either pertodicaily or
before each message origination[2]. The only protection against tha
reinftialization avalanche of?oct is that it; probability is low with the
small number Ar stations (fewer than ten) in the net. This approach
ignores the coordination problem rather ihan solving 1t. The original
design of the L.C.S. version two ring network envisioned an automatic
schuino based on placing reinitialization responsidbility only on statiuns
that discover the nead for rainitialization while attempting to orijinate
a messaga. This scheme doos not sulve the contentior problem. it instead
attempts to raduco the typical number of contending stations tu & tovel
whare o contarntion-backaff-retry algorithm has a greater chance of

working.




Some more recent spprosches have attacked the problem more
systematically. Although there currently appears to be no publighed -
documentation on the subject, tha Data Point ARC network (a star-organized
bus rather than a ring) s reported to use a token-initialization
technique closely similar to the one proposed hare. Tha IBM Zurich
Laboratory 4n its 2-ring has developed a quite different (and complux)
ring format inftisltzation algorithm using the distributed minimization
technique of repesting only messages conteining station uumbers cmaller

than one's own(3].

To do protocol reintitialization systematically yet without central
control!, we here propose & novel, strn1ghtforward approach for rings that
uses a token or fixed frame format. The approach has three coordinated

 elements, Jamnuing, & yirtual taken, and a try-abl-mast -once rule,

1) Jamuing s a technique barrowed from the Ethernet, where it is
used to insure that all contending stations agree thal thars was a
collision[4]. In the Etherret, whenuver an eriginating station detacts a
collision by analysis of the signal levels, that station impresses an
easily recognizable jamming signal on the net for a time long enough to
propagate to every other network statfon. This jamming guarantess that
all contenders agree on ths need to backoff and retry. It alsc guarantees
that all agree (to within a couplo of pfopagatinn times) on when to bhegin
tho backoff timeout. It 1s this Yast property that is of interest in the
ring. Therefore, the first step in systumatic signal format
fnittalization is that whonever any station dotects a nved for signal
forinat rainitialization (generally by nuticing that no format flags have
passed by for one ring transit time) that station jams the ring by

teansmitting a characteristic pattarn of data that dous not rescmbloe a




normal frams or token (for example, a string of zeros) for T seconds,
where T 13 chosen to be & 11ttde longer than one ring transit time, Since
the jamming aignal contatns no format information, every other stetion
will, within one ring transit time, simitarly detect that the ring needs
s1gnal format reinitialization and emit T seconds worth of jemming signal.
Thus & 11tt1e more than 2¢T seconds later all stations wil) have completed
jamming and be in agreement, within about 27 aseconds, on when the entire
procedure started. Note that this approach assumes that the lower-level,

analog communication system is correctly operating ({1t must have ity own
tn1tialization strategy).

2) Orderly, contention-free initialization can now be accomplished
sfmply by hav‘ng exactly one station place a correct signa) format on the
ring The trick is to find & distributed algorithm that chooses exactly
one station from a collection of ctations that cannot currently .
comnunfcate snything more sophisticated than s jamning signal) and that are
not sven certain which other stations are participating in the exercise.
A token-access ring normally svnids contention for message origination by
circulating & token, and requiring that a station not originate a messege
unlaess it possesses tha token. A similar technique can ba used fo~ ring
tnitialization, with the exception that since the ring is not opsrating
yet, the circulation of the fnitialization coken must be simulated. This
simulatod nitialization token s called & yirtual Lakes. Tho virtual
token tochnique ts borrowed from the Choosnet, which uses it to reduce

contention at every message originatian(8].

In the ring, the virtual Loken works as follows: each statfon sets o
timar to a valua counsisting of its station number times 2¢T. When Lhis

tinar fingily wxpiras, 1t 18 this statton’s turn to fnittalize the signal
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format. If some other station {nitializes the signal formet first,
format correctneas detector in each station will terminate that station's

interest 1n protoco! refnitiatization, and operation will return to
nornc).

Thus the virtua) token in effect visits each station in the ring in
the order of its station number. The lowest-numbered active station will
first decide that 1t he. pousession of the virtusl token, and wil)
reinitialize the aignal format. The rest, waiting far their turn, will
notice that the signal format has been restored and will return S0 their

ususl activities,

One interesting difference between this technique and that of the
Chaosnet is the time scale involved. In tho Chaosnet, multiples of the
cetwork propagation time are measured in micreseconds., In the ring,
because of per-station repeater delays and longer allowablo cable runsf
the transit time is more likely to be measured in milliseconds. 1If, for
axample, & vatue of T = 0.8 ms, 13 chosan, and there are 200 stations on @
natvork, one might wonder 1f 1t wil) often require the better part of a
second for the initialization to complete. This concern 13 not really
fmpartant, howe er, for two reasons, Firsli, since ro1n1tia!1¢aticn should
occ.r relstively rarely, promptness is not so important a design criterion
ar is inevitadbility and accuracy of the automatic procedure. Saecond, it ‘
1s very likely Lthat some low-numdered station will dec active (one might
intontionally assign dbridges, gateways, and olher hiygh-availability
servers low notwork numbers) so that reinitialization normally wil) occur

very rapidly.
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1) Some final, minor prodlems must e accounted fer. Untess
high-preciaton components are used the timers 1n different stations may de
different enough to cause troudble. For example, {f station 100 has o
time™ that 1s 1IX slow, 1t may attempt reinitiadizatior at just the same
time as station 10!, This prodblem can arise 4f thers are no low-numbered
stations, and the high-numdbered stations have closely-spaced numders,
Similarly, a station may happen to join the ring in the middle of an
ongoing reinitialization sequence, notice the lack of signe) format, ang
try to inttiate yot another reinitialization sequence. Both these
problems are eliminated dy providing one more degree of dackoff. A node
should try enactly once to do retnitialization with the virtugl token, If
that attempt fails, it should get out of the way to iet some other node
try. If. after a few seconds, no station has successfully reinitialized
the signal format, sutomatic retnitialization 13 probahly a hopeless
activity anyway. and manual intervention should de called for. Assuming
lhe ring s not actually damaged and thus the only problems are new
participnnts and off-beat clocks, thiy tey-al-maat-ance rule provides a
very high probability of eventual gucsess. Every active station will get
to try, while collision-type interference bDacomes Yess and less likely as
moro statione exhaust their try and back off. (This observation suggests
that one could ».an replace the systematic timeouts of the virtual toben
with random timeouts, end still expect a high probadility of eventual
reinitialization success. That approach would probably work, though with
260 Lcations 1t mighl be the usua) case that many collisions occur at
every roiuitlniization attempt.) Finally, & station that has tried,
failed, and backed of shuuld not inhibit i1tself forever from trying

again, A perfod uf correct ring operation can raolease the inhibition, or
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0180 an explicit reset request could be 18sued by the s0ftware of the
computer at the station,

o Imalicatinn fac fotaifases

Ohe of Ahe attractions o ARy methed of automatic protoco)
refnitialization 18 that 1t can be implemented entirely in herdware &s
part of th: 1ap controller, without involving host-specitic hardware of
software. This isolation of implemantation beiween the ring controller
end the station allows tne interface between the ring controller and the

station to be more technology-independent than 1t would otherwiae be.

Ralated abascvationi

The technique used here has the effect of raptdly distinguishing one
ring station from the others; in effect one station dynamically assumes @
role reminiscent of the role of the parmanentiy-assigned monitor station
of the Cambridge ring[8]. In contrast with the Cambridge ring, though,
any station can take on this distinguished role and the role can be
shifted from one station to another rapidly and autoematically. Thus the
sdvantege of having a distinguished station is obtained, without the usual
disadvantage that failure of the distinguished station takes the ring 6ut
of service until either the distinguished station 1s repaired or another

station 18 (manually) designated to be distinguished.

This observation can be turned to further advantage by 8llaowing
whichever station i1t 18 that succeeads in initialszation to perform other
distinguished services for the ring., Examples of such services that could
simplify & ring design are: insertion of the axtra delay necessary to pad
out short rings: error reports or statistics; and marking packets to

insure thoy do not pass by more than once. There is ono obdjectton,
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however, Lo adéing such additional services 12 o gynamicaliy-destgnated
mester station. Many stations (for example, thoss with Ngh station
numbers) wil) rarely, 1f ever, be called upon the exercise these services.
and failures 1n the asscciated circuitry may accumulate, undetected. When
¢ low-numbered atation thet has always assumed the designated role for o
ring 18 one day removed from the ring, the higher-numdered stations may
suddenly manifest many accumulated failures. making the ring quite
unreliable for the while,
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Appendix: Application to the LCS yecsion 2 local network interface
Implementatio. of jamming, the virtual token, and the
try-at-most-once ryle f.. automstic ring reinitialization would involve
saveral changes and some substantial simpiification to the previcus
version 2 local network interface design(7]. The simplifications arise
because in the rcevious design, ring reinitialization involved the ring
controller, the host-specific hardware, software in the host and four
different timers, With this new »-,roach automatic ring retnitialization
can be carried out entirely by tne ring controller, and only two timers
ere reguired. Following is a 1ist of mechanisms and procedures that would

be 1mplementbd in sach station interface.

1. The four timers that provide flag detect timeout (1.2 ms), token
detect timeoui (300 ms), Originate timeout (300 ms), and lost message
timeout (1.2 ms), are replaced by two timers, all part of the ring
controller. The first provides token detect timeou., and is set to &
1ttle more than the maximum pcssible token circulation time. The
second providas flag detect timeout, and is set to a little sore than
the maximum ring trinsit time. The principle of operation of the two
timers is as follows: 1in a normally operating ring, the accuss token
%111 periodically circulate by each repeater. Lack of appearance of
the token 1s a certain indicati~n that the ring requires
reinitialization, so the token detect timeout is set to elapse »f the
maximum token ;1rcuidt1nn time is exceeded; whenever the repoater
notices the token passing it rasets this timer. The token datact
timeout by ftself would be sufficient to trigger reinitialization,

but the maximum token circulation Lime can he quite large. The tokan
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can (e captured by each statton in sequence for one maximum-length
massage transmission time, I ms. in the 10 Mb ring, so with 258
stations the token could teke as long as 266 ms. to circulate. To
detect ring failures more quickly, and to insure rapid agreement
amon§ all stations as to the starting time of the reinitializetion
proceuure, a second timer is used. Iﬁ a correctly operating ring, &
71ag sequence will appear at the beginning and end of every message
and at the beginning of every token. Therefore, failure to seo @
flag within one ring transit time (determined by the repeater delay
time, the maximum number of repeaters, and the maximum length of wire
connecting the repeaters--about 0.5 ms in the prasent design) is
another certain indication that tha ring requires reinitislization.
The flag timeout detector therefore is set to elapse if more than one
ring transit time is exceeded; whenever the repeater notices a flag
passing It resets this timaer. (The flag timeout detector by i1tself
is pot sufficient to detect all neaed for ring initialization, since a

fatiure could in principle leave the ring with a circulating flag and

all stations ir repeat modae.)

Whensver a station detects a token it loads a virtual token counter
#1th the station address. A zero value in tha virtual token counter
inhibits entry to reinitialization rivnde. This zero-inhibit is the

mechanism that implemants the try-at-most-once rule,

Elapsing of either timer causes the control} card to enter a
rainitialization sequence unless reinitialization is Inhibited by a
zero in the virtual token counter. The ring control card pertorms

the following sequence:
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e, Immediately abandon any ongoing copy or ariginate operation,

returning error status to the host-spe;if!c board ("Message
lost" on originate, "Bad format" on cody).

b. Continue as pending any pendiny originate operatiorn

c. Force the transmittar to idle (with PLL modem, send 2eros) fo:
one flag detect timeout time. (This idle ensures that every
other flag detect timeout in the ring elapses.) Then return the
transmitter and receiver to repeat mode.

d. Inhibit the token detect timeout.

e, Reset the flag detect timeout and allow it to run untfl it
lapses or a flag 1s detected. If a flag is detected, the
control card resets hoth detector timeouts, leaves
reinitialization mode, and returns to normal operation,

f. If the flag detect timeout lapses, lower the virtual token
counter by one, and if greater than 2ero, repeat step e.

g. If the virtual token counter reaches zero, reset both detector
timeouts, originate a broadcast packet with no data, and after
removing this packet return to normal operation,

Note that trying to initialize the ring inhibits any future attempts

to reiniti~lize until such time as a token is detected. Thus for a

single ring failure each station makes no more than one attempt to

rainitialize.

If token detect f.imeout occurs while refnitialization i1s inhibited,
this coincidence can be interpreted as failure of the ring
reinitialization procedure by all parties involved. This event
should be reported as an error status to the host specific board.
The line "ring not OK" s used for this purpose. Once assertad, the

status "ring not OK" remains asserted unti) Lhe next time a token is
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detected. (Note that thit reuse of the token detect timeout is not
strictly legitimate since the tir- normally required to complete tne
reinitialization procedure 1s only accidentally smaller than the the
maximum token circulation time. However, 1t is very iikely that if
the ring is operating normally, some station wil) successfully
reinftialize within that time. Further, the software responss to
this status 1s supposed only to log ﬁ status report and invoke
external intervention. In the case that the ring ltater succeeds with
reinitialization after this status is reported, the station can

discover this fact by inspecting the status line.)

Whenever a station powers up, or enables or disables its modem, 1t
should also reset the two timers and enable inftialization by loading
the virtual token counter. With this provision, startup of an LNI
praceeds as follows:

a) Power is applicd to the LNI, at which time 1t comes up in
digital loopback mode with both timeout detectors reset but
active, the virtual token counter loaded, and tdle (zeros)
circulating by digital loopback.

b) When the flag timeout detect elapses, reinitialization becomes
sctive, should succeed, and digital loopback from then nn
sirculates a token. Tho station can now test the LNI.

c) The statirn enables the LNl modem, cutting in the analog cable.
A momont later the flag timer will elapse, and the analog toop
wil) be initialized with a token. The station can now test the
cable, and bacause a token is circulating reinitialization is
nol inhibited.

d) Now the station joins the ring, probubly dostroying the

curventty circulating ring token. Ring reinitialization
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sutomatically occurs, this time in concert with other 1ing
participants.
If at any stage the station decides to abort the startup sequence,
Jisabling the modem wil) reload the -irtual token counter, thereby

sllowing the sequence to be tried again without need to power down.

Whenever a brosdcast packet of 2erc length is received, it can be
taken as a signal that the ring was just reinitialized. Individual

stations may ignore this notice, log it, or investigate the status of

“their current connections, as appropriate,

Following 8 ring fadlure al) LNI's will be inhibiting
reinittalization and swaiting further instructions. After the ring
is thought to ve ropﬁirod. some L%I should be run through 1ts startup
sequence. This sequance, 1f successful, will end with 3 circulating
token, which wil) notify every station that the ring is again
operating. If, while the ring awsaits repair, some new station
attaches itself to the ring, it will attempt reinitialization and
(rresumably) fail., The token at the end of the broadcast message it
launches may cause some set of stations to balieva the ring is
operating, time out. and reattempt fnitialization. These stationsg
will soon reinhibit roinitial1zation. $0 such transients are

harmless.

If joining the ring is accompiished by closing 8 relay, the jamming
time T should be set to the larger of tho ring transit time and the
relay bounce tima, so as to insure that reinitializatton is not

atlemoted until there is 8 chance it will work.

{and)
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