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This short memoranduo describes a novel combination of three well-known

techniques; the combination providaes a systematic way of initializing a lct-al-

area ring network without previous, static designation of a distinguished
station. The result is a distributed algori~t•h, that dynamically designatn

a distinguished station from among a group of stations whose ability to com-

municate is hampered by the fact that the ring is not yet initialized. An ap-
pendix describes how this approach could be implemented as part of the 10/.4ega-
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Coenmurlcation ring lnitialization without central control

3. H. Seltzer

Thisl short memorandum describes a novel con~btnatton of three

well-known techniques; the combination provides a systematic way Of

initializing a local-area ring network without previous, static

designation of a distinguished station. The result is a distributed

algorithm that dynamically designates a distinguished station from among a

group of staraons whose ability to communicate is hAmplPred by the fact

that the ring is not yet initialized. An oppendix daseribeS how this

approach could be Implemented as part of the 10 Megabit/second (Ver3sion 2)

ring network currently being installed At the M.I.T. Laboratory for

Computer Science.

hni~radurc.UAn

One of the more subtle problems of design in a digital communlcatioln

ring is how to do initialization of the access I)roto.-ol without

designating a dsti1nguished station to do housekeeping. rn a ring, a

signal once launched can circulate whether the sigual is legitimate or

spurious. Since a spurious signal may resoemble anythfin., including

Ingitimate traffic ar protocol signals. the normal iice,;s protocols for

any ring depond for their correctness on the ring -tarL'inCJ off with a

predictable signal pattern or format. (Even a contenrtion rii1(g depofid5 on

tho predictable Initial state of no Signal it a11.) InItializntion of the

b.Ignlal fnrsitat that drives thr, a3,tL1.,S pi ot• r.ols k Is i@l0lill At stnrti-,lp 11nd



also following any failure that causes the expected signal format to be

damaged, It is esay enough to insist that every station be pPeparfd to

reintitialize the signal format (and to detect the need for

reinitialization) but this insistence introduces the danger that two or

more stations will independently attempt reinitialization. These

contonding reinitialzers can interfere with one another in Such a way

that none is successful. In a ring of 100 stations, one can ilaginte (in

nightmares) an avalanche of contending attempts to roinitialite, none

successful, Coing on indefinitely.

Earlier solutions to this problem have not been systematic or even

very satisfactory. Prime fOmputer, Inc., in its Rtngnet, for example,

uses station-address-dependent timeouts (similar in function to the

virtual token technit'..e described here) to reduce the chance of

contention, but relies primarily on small numbers of stations to av11d

problears[t]. The L.C.S. version one ring network relies on the software

At each node testing for ring format correctness either periodico;ly or

before eic'h message origination[]2. The only protection against the

.einitlalization avalanche effect is that itý probability is low with the

small nunber of stations (fewer than ten) in the not. This approach

ignores the coordination problem rather thin solving it. The original

design of the L.C.S. version two ring network envisioned an automatic

schvinn based on placing reinitialiZation responsibility only on stations

tint discover the need for reinitialization while attempting to originate

a message. This scheme does not solve the contentlo0 problem. It ilstead

nttompts to reduco the typical number of contending stations tu a level

w•iore a contor,tiOn-bdCkoff-rvtry algorithm his a greater chance of

working.
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Some more recent approaches have attacked the problem more

systematically. Although there currently appoars to be no published

documentation on the subject, thi Data Point ARC network (a star-organized

bus rather than a ring) is reported to use a token-initialization

technique closely similar to the one proposed here, The IBM Zurich

Laboratory in its Z-ring has developed a quite dfferent (and complux)

ring format initialization algorithm using the distributed minimization

technique of repeating only messages conteining station qumbers cmaller

then one's own[33.

To do protocol reinitielization systematically yet without central

control, we here propose a novel, straightforward approach for rings that

use a token or fixed frame format. The approach has three coordinated

elements, ,•J~annftn, a J£r.uLunI n, and a .try-aLniast once rule.

1) JaquiLiog is a technique borrowed fromn the Ethernet, whore it is

used to insure that all contending stations agree that there was a

collislon[4]. In the Etherpet, whenever an Originntiuig station detects a

collision by analysis of the signal levels, that station impresses an

easily recognizable Jamming signal on the net for a time long enough to

propagate to every other network station. lhis Jmnmilng guarantees that

all contenders agree on tha need to backoff and rWtry. It also guarantees

that all agree (to within a couple of propagation times) on when to begin

tho backoff timeout. it is this last property that Is of interest in the

ring. Therefore. the first step in systematic siggpal format

initialization is that whonever any station dotacts a ovoud for signal

format roinitlalization (generally by nutlcinqj th•t no frm,,at flangs have

passed b)y for one ring transit time) that station Janms the ring by

trnnsmitting a chm'actvristic pattern nf data thAt doos not rus.umtbluo a

/



normal froam or token (for examplo, a string of Nero$) for T $#conds,

where T is chosen to be a little longer then one ring transit time. Since

the jamming signal contains no format Information, every other stat'on

will, within one ring transit time, similarly detect that the ring needs

signal format reinitialization and omit T seconds worth of Jamming signal.

Thus a little more then Z.T seconds later all stations will have completed

jimmlng and be In agreeinent, within about 2.1 weconde, on when the entire

procedure started, Note that this approach assume# that the lower-levOl,

analog communication system is correctly operatino (it must have its own

tnltialization strategy).

Z) Orderly. contention-free initialization can now be accomplished
simnply by hevino exactly one station place a correct signal format on the

ring The trick is to find a distributed algorithm that chooses exactly

one station from a collection of stations that cannot currently_,

comm)unicate anything more sophisticatod then a jamming signal and that are
not even certain which other stations are participating In the exercise.

A token-access ring nermally avoids contention for message origination by

circulating a token, and requiring that a station not originate a message

unless it possesses the token. A similar technique can be used too ring

initiallzation, with the exception that since the ring is not operating

yet. the circulation of the initializat.,on token must be simulated. Thi%

simulatod :nitializetion token is called a vJ.x&uea •±.Wkn. The virtual

token tochnique Is borrowed from the Chaosnet, which uses it to reduce

contention At every message origination(6].

In the ring, the virtual token works as follows: each station sets a

timer to a valuo coosiast'ng of its station numiibor imones 29T, When LhiS

tL ieurj riia(ly "xpirai' . it is this stAtion's turn to illitializo tOn silj•,'l



format. sf ome ether station iftit4ialise the signal format first, a

format correctness detector in each station will terminate that station's

interest in protocol reinitialitation, and operation will return to

normal.

Thus Whe virtual token in effect visits each station in the ring In

the order of its station number. The lowest-numbered active station will

first decide that it he* possessjon of the virtual token, and will

reinitialize the signal format. The rest, waiting fr their turn, will

notice that the signal format has been restored and will return to their

usual activities,

One interesting difference between this technique and that of the

Chtainet is the time scale involved. In the Chaosnet, multiples of the

network propagation time are measured in microseconds. tI the 'ing,

because of per-station repeater delays and longer allowablo cable runs,

the transit time is more likely to be measured in milliseconds. If, for

example. a value of T a 0.8 ms. is chossn, and there are 200 stations on a

et',ork. one might wonder Itf it will often require the better part of a

second for the Initialiation to complete. This concern is not really

important, howe or, for two reasons. First, since relantialiaaticn should

occ,.r relatively rarely, promptness is not so Important a design criterion

or is inevitability and accuracy of the automatic procedure. Second, it

is very likely Lhpt some low-numbered station will be active (one might

intoiltionally assign bridges, gateways, and other high-availability

servers low network numbers) so that relnitialization niormally will occur

very rapidly.



31 Soe final, minor problems must be accounted for. U4le6s

high-precision components are used the timers in different stations may be

ditfirent enough to cause trouble. For enample, if station 100 his a

timer that i1 It slow, it may attempt reinittltseatior at just the same

time as station 10!. This problem can &rise if there are no low-numbered

Stations, And the high-numbered stations have closely-spaced nubiers.

Similarly, a station may happen to join the ping in the middle of an

ongoing roinitialixation sequence, notice the lack of signel format, ARC

try to initiate yet another reinitialization sequence. loth these

problems are eliminated by providing one more degree of backoff. A node

should try emnctly once to do retnitialization with the virtual token. If

that attempt ftill, it should got out of the way to let some other node

try. If. after a few seconds, no station has successfully reinitialized

the signal format, automatic ,einitialization it probably a hopeless

activity anyway, And manual intervention should be called for. Aasuming

the ring is not actually damaged And thus the only problems are now

participnnts and off-beat clocks. this tcy-sl-m1BJ±-oinJI rule provides a

very high probability of eventual success, Every ative station will get

to try, while collision-type Interference becomes less and less likely as

moro stations exhaust their try and back off. (This observation suggests

that one could Poan replace the systematic timeouts of the virtual token

with random timeouts, and still expect A high probability of eventual

r|enitialization success. That approach would probably work, though with

260 IOAtions it mighL be the usual cals that many colalsions occur at

overy ruiiiittiliaption attempt.) Finally, a station that has tried,

failed, and backed Oer shuulcl not inhilbit itself forever froti trying

again. A period of correct ring operatiOn con rolease the Inhibition, or
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ele An eupt1cit Pomet roqvest coulO bo iesued by the software of the

computer at too station,

Ott o % watvlobs Ot Th0 method ot automatic protocol

reiititalilation is that it can be implemented entirely in hardware as

part of ti% -i.ig controller, without involving bOst-&pacific hardware or

software. This isolation of implementation between the ring controller

and the Station allow8 the interface between the ring CoAnt'oiler and the

station to be more technology-independent than it would otherwise be.

Au LadabALLLA

The technique used here has the affect of rapidly distinguishing one

ring station from the others; in effect one station dynamically a$SUmes a

role reminiscent of the role of the permanently-assigned monitor station

of the Cambridge ring(Se. In contrast with the Cambridge ring, thOugh.

any station can take on this distinguished role and the role can be

shifted from one station to another rapidly and automatically. Thus the

advantage of having a distinguished station is obtained. without the usual

disadvantage that failure of the distinguished station takes the ring out

of service until either the distinguished station is repaired or another

station is (manually) designated to be distinguished.

This observation can be turned to further advintage by allowing

whichever station it is that succeeds in Initialization to perform other

distinguished services for the ring. Examples of such services that could

simplify a ring design are: insertion of the extra delny necessary to pad

out short rings; error reports or statistics: And mar'kng packets to

Insure thoy do not pASS by more than o0ce. There is ono objection,



hoewever, to addie such additiesil services in a iynl yde soatot

meeter etatien, Nal stetieone (for eaemle, these with bigh station

numbers) will rarely, If ever, be celled upon the exercise these services,
and failures in the Associated citruitry may accumulate, undletected. Wfho"
a low-numbered station that hWs alweys assumed the designated role for a

ring is one day removed from the ring, the higher-numbered stations may

suddenly manifest many accumulated fealures, making the ring quite

unreliable for the while.

Oavid Clark, David Reed, ,. Noel Chiappe, and Kenneth Pogran

participated in several rounds of itienlt discussions that laid the

groundwork for the ideas suggested here.

1. Gordon, R.L., Farr, W.W., end Levine, P., "Ringnet: A Packet
Switched Local Network with Decentralized Control," C.omoiuJleJ ItL"Qrk~A
1 (1900) pp. 373-37g,

2. Clark, 0,0., Pogrtn, K.T,, end Need, OP., "An Introduction to Local
Area Networks," P.Loc. JUFL AA, It (November 1074) pp. 1407-1517.

3. ox. W., at 0l,, "A Reliable Token-Ring System for Local-Area
Contnication," to be presented at Notio-na-l TJAJecg~anauaIa tLr,
Clntr,)••nce 1••1, Nuw Orleans, LA., November 29-December 3, 1081.

4. HMisLrnlfo, R.M,, nmid DatIgs, D.R,, "ELheroot: Distributed PVýkot
Sw i.t.htng for Lucal Computer Netwo'ks," QMuw. AW 11, 1 (July, 1070)
pp, 305.404.

6. Moon, Iavid A., "Chlnosneo," Mnssachusett% Institute of Technolngy,
ArL,ilcial Intelligence Laboratory Memorandum 828, June, 1981

6. Wii•es. N.V., •od Wheeler, D.J., "The CnnbritUe )ipital Coimwunteation
1tiii j." PrIoc. Lo.jI Arl.tA •..otun i cat lins Ne91uYk, S•.LiUim, h'aston, MA,
May, 1079, pp. 47-01.

7. Slftznr, JH., "Vursion Two Local Net Interface Desion
Luti,,Idoratton,.," Massachusetts Institute or Technologj Laboratory for
CuiJsiuLter Sc•lmg•ro, iii pr'epara2tion. .

II.



10

Implementatioi of jamming, the virtual token, and the

try-at-most-once rule f. automatic ring reinitialization would involve

several changes and some substantial simplification to the previous

version 2 local network interface design(7]. The simplifications arise

because in the p;evious design, ring reinitialization involved the ring

controller, the host-specific hardware, software in the host and four

different timers. With this new op.roach automatic ring reinitialization

can be carried out entirely by tne ring controller, and only two timers

are required. Following is a list of mechanisms and procedures that would

be implemented in each station interface.

1. The four timers that provide flag detect timeout (1.2 ms), token

detect timeout (300 ms). Originate timeout (300 ms), and lost message

timeout (1.2 ms), are replaced by two timers, all part of the ring

controller. The first provides token detect timeouu, and is set to a

little more t'jan the maximum possible token circulation time. The

second provides flag detect timeout, and is set to a little nore than

the maximum ring trinsit time. The principle of operation of the two

timers is as follows: in a normally operating ring, the accoss token

will periodically circulate by each repeater. Lack of appearance of

the token is a certain indicati,'" that the ring requires

reoii|tialization, so the token detect timeout is set to elapse .f the

maximum token JArcul]Linn time is exceeded: whenever the repoater

notices the token passing it rasets this timer. The token detect

timeout by itself would be sufficient to trigger relnitialization,

but the maximum token circulation Lime can he quite large. The tokail

. _. __________ - .•



can be captured by each station In sequenci for one maximum-length

message transmission time, I ms. in the 10 Mb ring, so with 266

stations the token cotild take as long as 256 ms. to circulate. To

detect ring failures more quickly, and to Insure rapid agreement

among all stations as to the starting time of the roinitializetion

proceaure, a second timer is used, In a correctly operating ring, a

flag sequence will appear at the beginning and end of every message

and at the beginning of every token. Therefore, failure to see e

flag within one ring transit time (determined by the repeater delay

time. the maximum number of repeaters, and the maximum length of wire

connecting the repeaters--about 0.5 ms in the prasent design) is

another certain indication that the ring requires reinitialization.

The flag timeout detector therefore is set to elapse if more than one

ring transit time is exceeded; whenever the repeater notices a flag

passing It resets this timer. (The flag timncuut detector by itself

is oat sufficient to detect all need for ring initialization, since a

failure could in principle leave the ring with a circulating flag and

all stations in repeat mode.)

2. Whenever a station detects a token it loads a virtual token counter

with the station address. A zero value in the virtual token counter

inhibits entry to reinitialization r:nde. This zero-inhibit is the

m echanism that implements the try-at-most-once rule.

3. Elapsing of either timer causes the control card to enter a

reinitialization sequencP unless relnitialization is Inhibited by a

zero in the virtuial token counter. The ring control card pertorms

the following sequence:
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a. Immediately abandon any ongoing copy or originate operation,

returning error status to the host-specific board ("Message

lost" on originate, "Bad format" on copy).

b. Continue as pending any pending originate operation

C. Force the transmitter to idle (with PLL modem, send zeros) for

one flag detect timeout time. (This Idle ensures that every

other flag detect timeout in the ring elapses.) Then return the

transmitter and receiver to repeat mode.

d. Inhibit the token detect timeout.

e. Reset the flag detect timeout and allow it to run until it

lapses or a flag is detected. If a flag is detected, the

control card resets both detector timeouts, leaves

reinitiallzation mode, and returns to normal operation.

f. If the flag detect timeout lapses, lower the virtual token

counter by one, and If greater than zero, repeat step e.

g. If the virtual token counter reaches zero, reset both detector

timeouts, originate a broadcast packet with no data, and after

removing this packet return to normal operation.

Note that trying to initialize the ring inhibits any future attempts

to reinititlize until such time as a token is detected. Thus for a

single ring failure each station makes no more than one attempt to

reinitialize.

4. If token detect timeout occurs while reinitidlization is inhibited,

this coincidence can be interpreted as failure of the ring

reinitialization procedure by all parties involved. This event

should be reported as an error' st•,tus to ttio hoit specific board.

TIe line "ring not OK" is used for this pi)rpose. Oncc nsserted, the

status "ring not OK" remains assertnd until the next tfine a token is
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detected. (Note that thitc reuse of the token detect tiMeout i$ not

strictly legitimate since the tti..- normally required to complete the

relnitializetion procedure is only accidentally smaller than the the

maximum token circulation time. However, it is very likely that if

the ring is operating normally, some station will successfully

retinitialize within that time. FurLher, the software response to

this status is supposed only to log a status rteort and invoke

external intervention. In the case that the ring later succeeds with

reinitializatlon after this status is reported, the station can

discover this fact by inspecting the status line.)

6. Whenever a station powers up, or enables or disables Its modem, it

should also reset the two timers and enable initialization by loading

the virtual token counter. With this provision, startup of an LNI

proceeds as follows:

a) Power is applied to the LN!, at which time it comes up in

digital loopback mode with both timeout detectors reset but

active, the virtual token counter loaded, and idle (zeros)

circulating by digital loopback.

b) When the flag timeout detect elapses, reinitialization becomes

active, should succeed, and digital loopback from then on

l..rculates a token, Tho station can now test the LNI.

c) The statirn enables the LNI modem, cutting In the analog cable.

A momont later the flag timer will elapse, and the analog loop

will be initialized with a token. The station can slow test the

cable, and because a token is circtlating reinitiallzation is

nout inhibited,

d) Now the staLion joins the ring, prob|ably douLroying the

currently ji-culating ring token. Ring reinitialigation
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automatically occurs, this time In concert with other Haitg

participants.

Zf at any stage the station dcldeas to abort the startup sequence,

disabling the modeen will reload the ",irtual token counter, thereby

allowing the sequence to be tried again without need to power down.

d•. Whenever a broadcast packet of zero length is received, it can be

taken as a signal that the ring was just reinitializod. Individual

stations may ignore this notice, log it, or investigate the Status Of

their current connections, as appropriate.

7. Following a ring failure all LNI's will be inhibiting

reinitialization and awaiting further instructions. After the ring

is thought to be repaired, some I.,I should be run through its startup

sequence. This sequence. if successful, will end with a circulating

token, which w1ll notify every station that the ring is again

operating. If, while the ring awaits repair, some new station

attaches itself to the ring. it will attempt roigiitialization and

(rresumably) fail. The token at the end of the broadcast message it

launches may cause some set of stations to believe the ring Is

operating, time out. and reattempt initialization. These stations

will soon reinhibit reinitiallzation, so such transients are

harmless.

8. If Joining the ring is accomplished by closing a relay, the Jamming

time T should be set to the larger of tho ring transit time and the

relay bounce tione, so es to insure that reinitiolization is not

attemoted until there is a chance it will work.

(a.d)


