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1. INTRODUCTION.

This program was a three year effort to analyze and develop
new acousto-optic techniques for signal processing that utilize time
integration in one and two dimensions. The following paragraphs in

this section summarize the results of the first two years (phases 1 and

2). Sections 2 and 3 present a review of the results of the final
phase, which includes the extension of system architectures to achieve
high performance processing and an investigation of realizability

considerations, including laboratory measurements of some time-integrating

processing systems.

1.1 Summary of Phase I.

1.1.1 Architectures.

Time integrating optical signal processing has been
generalized for one- and two-dimensional complex signal processing.
Signal processing architectures utilizing actively generated reference
waveforms such as chirps realize a wide range of algorithms, and
variable time integration allows further flexibility. The class of
signal processing operations achieved with time integrating acousto-
optic techniques has been described, and hybrid architectures using
both time and space integration have been discussed. Particularly
attractive is the multi-purpose capability of the time integrating
optical processor, e.g., the same optical system is used for both
spectral analysis and ambiguity function processing.

1.1.2 Optical Processor Realizations.

Several optical realizations were analyzed including inter-
ferometric and non-interferometric implementations. Interfereometric
techniques are based on linear electric field modulation and non-
interferometric techniques are based on linear intensity modulation.
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1.1.2 -- Continued

The concept of interferometric detection with electronic reference was
introduced. In this implementation, a local oscillator is added to the
acoustic modulation rather than a coherent optical reference added to
the image. This method, therefore, permits non-coherent optical
implementation, with the advantage of directly modulated diode light
sources and increased immunity to artifacts of coherent optical imaging
systems. The correlation is performed at a carrier, thereby enabling
complex operation. Furthermore, the interferometric method circumvents
the difficult requirements for acoustic modulation at a high diffraction
efficiency bias point, which is necessary for linear operation in the
non-interferometric technique.

1.1.3 Statistical Analysis.

Fundamental limitations were established with regards to
signal~-to-noise and signal-to-bias ratios. The reduction in signal-
to-noise ratio due to detection noise and bias variation was analyzed.

It was shown that the average bias reduces the dynamic range and that
the bias variation cause a loss in sensitivity. Expressions were
derived for the optical processor output that include the signal depen-
dent bias contribution. This contribution may be filtered or subtracted.
Several schemes were analyzed.

The optical implementation, utilizing acousto-optic input
and integrating image sensor output devices, creates a processor that
is highly compatible with signal processing systems. Such implementa-
tion affords very large time-bandwidth product signal processing without
the input signal storage requirement associated with spatial integrating
methods. The requirement for high resolution large dynamic range output
image sensors becomes the key device limitation. Acousto-optic devices
are available with time~-bandwidth product much greater than the number
of resolvable image samples.
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1.1.3 -~ Continued

The key attributes of time integrating techniques are
summarized in the following: extremely large time-bandwidth
correlations may be performed, independent of the device time-bandwidth
product; a flexible, multi-purpose processor is realized by use of
actively generated reference waveforms and variable time integration;
an important class of two-dimensional algorithms, including complex
spectral analysis and ambiguity function processing, may be performed
without having to store the entire time history as a spatial history;
the system may be implemented with non-coherent diode sources, acousto-
optic devices, and integrating image sensors.

1.2 Summary of Phase II.

Efforts during this phase concentrated on system
architectures for spectrum analysis, including a comparative analysis
of various approaches to one-dimensional processing, dynamic range

studies and implementation requirements, and coherent hybrid approaches
to ambiguity function processing.

1.2.1 One-Dimensional Spectrum Analysis.

Many acousto-optic techniques are available for spectrum
analysis. The interferometric schemes can be divided into three groups:
time-integrating, space-integrating and hybrid space/time integrating.
These have been analyzed to establish their capabilities with respect
to each other and in comparison with an acousto-optic (non-interfero-

metric) power spectrum analyzer (which we will call a Bragg receiver).

A Bragg receiver measures the signal power spectrum, so that
long detector integration can be used to gain signal-to-noise ratio for
narrowband signals and to ease the detector read rate requirements.
major difficulty with the Bragg receiver is the limitation on the
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1.2.1 -- Continued !

dynamic range imposed by the detector noise. A common characteristic ‘ i
of all the interferometric approaches is the considerable improvement

of the dynamic range attained by measuring the complex amplitude
spectrum.

1.2.1.1 Time Integrating Technigques.

A number of configurations for time integration spectrum
analysis, both coherent and incoherent, have been analyzed. Their major
characteristics may be summarized as follows:

° The bandwidth is limited to about 25% of the Bragg
cell bandwidth by chirp transition effects.

® Chirps that are not highly uniform in amplitude and
linear in phase can produce spurious signals. A

noisy chirp will produce a noisy spectrum when a signal
is present.

® Multiple signal handling capacity is low. Unit
modulation can occur only for a narrowband signal. ¥
The dynamic range therefore degrades as the
spectrum becomes more dense. i

® Counterpropagating schemes sometimes require an
external delay of T (equal to the Bragg cell delay) {
for the chirp signal applied to one of the cells. A N
Also, whenever a baseband signal is mixed with a CW
or chirp, the product must be generated single side- 1
band to avoid a 3 dB loss in dynamic range. : ‘

® Optical scatter noise is suppressed. Light scattered i
from optical elements is not Doppler-shifted, and ’

1-4
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1.2.1.1 -- Continued

therefore the only components in the exposure that do
not integrate to zero are products containing only
scatter elements. The dynamic range referred to
scatter noise is twice as large (in 4dB) for time-
integrating techniques as it is for a Bragg receiver.

1.2.1.2 Space Integrating Interferometric Techniques.

The configuration considered here is one using a pulsed
coherent source, such as a laser diode, to generate a snapshot of the
amplitude spectrum. The chief attraction of this technique is the
removal of the requirement for a chirp. An additional favorable aspect
of the pulsed laser scheme is that, unlike the time-integration
techniques and wider-band hybrid techniques, the reference wave does
not need to be diffracted by a Bragg cell. Since the reference wave
needs to illuminate all the diodes in the detector array, a low
efficiency diffraction of the reference wave could have a serious
impact on the system light budget, especially at wide bandwidths.

Optical scatter, however, is not suppressed unless a supple-
mentary Bragg cell is used in the reference arm of the interferometer,
complicating the design.

Laser diodes are presently the only realistic pulsed light
source for this application. Diode sources with adequate coherence
and sufficient peak and average output powers are available, but the
transverse mode structures of these devices are grossly inadequate.

1.2.1.3 Coherent Hybrid Techniques.

The coherent hybrid approach to interferometric spectrum
analysis described here uses both space integration and time integration.
In summary




1.2.1.3 -= Continued

° Spectral sidelobes are down by a factor of two in dB
compared with the above techniques and with the Bragg
receiver. Sidelobes of the very bright zero order
(undiffracted by the acoustic wave) that extend into
the signal band are similarly suppressed. This

‘. inherent sidelobe suppression is the result of the

b combined effect of the localization of the signal

illumination at the detector by spatial integration

{i.e., the optical Fourier transform) and localization

of the interference fringe pattern by time integration.

; ) As in the purely time-integration techniques, scatter
noise from optical elements is suppressed. Dynamic

} range relative to scatter noise is doubled in dB
compared with that of the Bragg receiver.

e Hybrid techniques, unlike time-integrating techniques
are not sensitive to chirp noise and chirp-related
intermodulation distortion.

° The multiple signal handling capability of a hybrid

3 spectrum analyzer is not degraded from that of a Bragg
receiver. Whereas time-integration techniques degrade
in dynamic range by 10 log N due to the buildup of bias
; terms when N equal amplitude signals are present,

hybrid and space-integrating techniques spatially
separate the light associated with signals of different
frequency.

1.2.2 Dynamic Range and Implementation Factors.

| Dynamic range for interferometric detection was shown to be
} limited by the detector noise (of variance 02) to

1-6




1.2.2 -~ Continued

2

where Vsat is the detector saturation voltage. Since for a Bragg

receiver DR = V /o, the gain in dynamic range is considerable.

sat

Shot noise due to the bias can be significant in large
dynamic range systems. Large saturation values for the detector and
high light powers are required to avoid this limitation.

Other serious dynamic range limits, as mentioned above, can
be overcome with the correct system architecture. Time-integration
suppresses scatter noise, and, in addition, hybrid techniques overcome
chirp distortion and noise and also suppress sidelobes.

Chirp linearity requirements and the effects of nonlinearities
were investigated. It was found that resolution considerations permit
larger percent linearity error for time integrating techniques, but the
requirement to suppress intermodulation terms imposes a much more severe
linearity requirement for time integrating than for hybrid techniques.

1.2.3 Ambiguity Function Processing.

A hybrid ambiguity function concept was developed that )
utilizes a space-integrating ambiguity function generator in one arm of
an interferometer and a chirp-generated spatially distributed local
oscillator in the other arm. Time integration detection yields an
estimate of the ambiguity function with finer Doppler resoltuion (than
a space integrating technique) but with a signal-dependent bias
localized in the delay direction. It was shown that a multiplicity of
correlation peaks does not result in a decreased dynamic range due to
bias buildup, as it does in purely time integrating techniques, provided
that the peaks are separated by at least one delay resolution element.
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2. ARCHITECTURES.

It has become apparent that there is an innumerable variety
of architectures, implementation variations and algorithms possible ‘
with acousto-optic techniques, and that optimum architectures for one "
algorithm are not generally optimum for another algorithm. Further-
more, implementational variations may differ widely in performance, i
b : relative to signal-to-noise ratio, bandwidth and other important
b parameters. It is further recognized that the driving motivation for
A-O processing is the ability to process data at very high rates. With
these considerations in mind it is highly relevant to compare and

contrast A-O techniques, time integrating, space integrating and hybrid
architectures for correlation, generalized triple product processing
and ambiguity function generation. In the paragraphs below we discuss
some extensions of previously described configurations and introduce
several new architectures.

2.1. Correlation.

In this section one dimensional A-O techniques for signal ‘
correlation are discussed. The performance of time-integrating,
space~integrating and hybrid configurations are compared with one

another and with respect to the performance of an ideal correlator. i !
-
2.1.1 Ideal Correlator. E
o
, Let
- I
§ !
S;(t) = S(t-tjy) + n,(t) (2-1) il
|
) Sz(t) = S(t) + n,(t) 3
1
3

be complex signals plus noise; the cross-correlation function between
l these signals is defined as

"’:\l
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2.1.1 -~ Continued

R, (1) = E{sl(t)sg(t-r)} ' (2-2)

where E {} represents an ensemble average. The time integrated
estimate of the correlation is

T
Elz(r) = -,},-f 5,(£)S§(t=1) at . (2-3)
0

The output signal-to-noise ratio for the correlation estimate is
defined as

|E{R, , (1) }]?
SNR(t) = =< 3 . (2-4)
E|R), (1) ]

If B is the signal bandwidth (assumed equal to both noise bandwidths)
then Equaticns 2-1 through 2-4 lead to the SNR at the peak of the
correlation

BT SNRl SNR2

(2-5)
I + SNR, + SNR,

SNR(t,)

for signals of constant modulus, and when SNR1 and SNR2 are small.
SNR1 and SNR, are the input signal-to-noise ratios for S, and Sz,
respectively;

Rg (0)

SNR, = R T0) (2-6
RS(O)

SNR, = R, (0)

where Rl(O), RZ(O) and RS(O) are the input noise and signal powers,
respectively.
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- 2.1.2 Acousto-Optic Time-Integrating Correlator.

There are many variations of A-0 time~integrating correlators.
] For the present discussion we will choose the noncoherent configuration
in which a light source is modulated in intensity according to

70

i I (k) = 1+ mllsl(t)lcos[2wft + ¢, (0)] ' (2-7)

and the Bragg cell is driven so that the diffraction efficiency at a
point t from the transducer is Iz(t-r), where

—

I,(¢) = 1+ mzlsz(t)lcos[wat + 6, (t)] . (2-8)

It is assumed that f > 3B/2. The input gains m, and m, are adjusted
so that

A
=

mi E[ISl(t)lzl mi[RS(O) + R (0)] < (2-9)

; ny EL|s,(6)]%] = m2IRg(0) + Ry(0)]

A
[

The light diffracted from the Bragg cell, imaged onto the detector

array, is integrated for timeT, after which the voltage output from
the diode at Tt is

T
v
Vit) = & J[ I, (£) I (t-T)dt + Vga(r) (2-10)
o

where vB is the accumulated bias and Vd is the electrical noise added

by the detector. From Equations 2-7 and 2-8, %
<
Vit) = Vg + Vg(t) + V4(1) (2-11) :
.
2-3

i
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2.1.2 -~ Continued
where
Vglt) = —5— |R1’2(T)|cos[21rfr + ¥(1N)] ' (2-12) :
; h
|

and where

“

Ry 5(1) = }Ry ,(0)[expl3v()] .. j

With appropriate demodulation the signal can be detected with an output
signal-to-noise ratio given by

. ¢

2
m.m,V ~
E ;%('—2_‘1 : B‘) RIPY 0”2;

m.m,V PS
EH—(—I—}?——B) [Riz(to) -'Riz(to)l

SNR' (t (2-13)

o)
+0

2 .
a A

where og is the mean of ]Vd('r)[2 times the number of detector elements B

per delay bin. With the signals of Equations 2-1 and 2-2, this reduces

to i
SNR(t,)

SNR'(t,) = | [aBT . (2-14)

1+ — ;
M {

In this example a = 8. SNR(tO) is the SNR for an ideal correlator {
(Equation 2-5), and M = VB/od represents the dynamic range of the
detector. A value of Vg equal to the saturation voltage determines {
the limiting performance. Equation 2-14 quantifies the limit of
processing gain for a noncoherent time-integrating correlator. For ,
example, if the saturation-to-rms noise of an element of a detector |
array is 1000, and if there are 8 sampling elements per correlation

width, the limiting value of M2

is 8 x 106, and 60 dB of processing

gain is achievable. This may not be adequate for some applications




2.1.2 -- Continued

when used as an auto-correlator with a low input SNR. The dynamic
range limitation is aggravated by the presence of other signals in the
signal band, which contribute to the bias.

The bandwidth of the Bragg cell in this noncoherent time-
integrating configuration must be at least twice the signal bandwidth,
since a reference tone must be placed at a frequency at least 3B/2
away from the center of the band.

Noncoherent schemes using two Bragg cells permit the use of
a bright light source, such as an arc lamp, that cannot be directly
modulated. Two Bragg cells, one imaged onto the other in a counter-
propagating mode, also permit correlations to be measured over twice
the relative delay as a single cell correlator. The same bandwidth
and dynamic range considerations as outlined above apply, however.

A coherent time-integrating correlator can be implemented
so that the Bragg cells have the same bandwidth as the signal. We
assume a configuration in which two Bragg cells are in separate arms
of an interferometer, such that the signal amplitudes, represented
by the optical amplitudes diffracted from the cells, are imaged onto
a linear detector array. The power density on the array is

j2mfT 2

I(t,1) = |mS)(t-1) + m,S, (t+1)ed <" 7| , (2-15)
where the exponential describes the effect of the offset angle
between the beams. The time integrated array output is

2mlm2 -
V(t) = Vg {1+ v |Ry, (1) [cos(2mfr + o (1)) + Vg4 (2-16)
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2.1.2 -- Continued

where the bias is
m2
Vv = 1

T 2 T
2 ™2 2
B 5 lsl(t—r)l at + lsz(t+r)l dt (2-17)
o} o

It can be shown that the output SNR for this coherent technique used
as an auto-correlator is given by Equation 2-14 with a = 2, indicating
that the processing gain limitation is 6 dB less serious than for a
noncoherent technigue. Interference can degrade the performance of a
coherent correlator also.

2.1.3 Noncoherent Space-Integrating Correlator.

The noncoherent correlator with two Bragg cells can be
used, with slight modification, as a space-integréting processor. If
the input to one cell is a time-reversed version of the input to the
other, and if the linear detector array is replaced by a single large-
area wideband detector, the cross-correlation of the signals is
contained in the time-varying output of the detector:

mlmZVB ~

V(t) = Vg + —5— R;,(2t)cos[4nft + Y (2t)] + V4

B (2-18)

The correlation function is on a temporal carrier and, therefore,
requires a detector with a wide bandwidth. A detector with a large
active area has a large capacitance, making it difficult to provide
wideband response with high dynamic range. A space-integrating
correlator provides processing gain equal to the time-bandwidth product
of the Bragg cells, and therefore limits its usefulness when large

When

used as a cross-correlator, the frequency of both signals must be equal

processing gain is required, particularly in an auto-correlator.

to an accuracy of the reciprocal of the integration time (as for all
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2.1.3 -- Continued

linear correlators). A sequential search through frequency may be
required; to minimize total search time it is desirable to provide the
minimum processing gain required to detect the signal. In those

cases where space integration provides adequate gain, a space-integrating

correlator may be a useful device for rapid search. Coherent
implementations, however, can provide significant advantages. These
advantages include the capability for parallel search over frequency;
such configurations perform simultaneous cross-correlation and spectrum
analysis and are referred to as ambiguity function processors.

2.1.4 Coherent Space/Time-Integrating Correlator.

The technique described here is a coherent optical approach
that exploits the advantages of space integration processing and yet
permits the extended gain provided by time-integration. It is also
hybrid in the sense that the technique includes a digital processing
step; this occurs, however, after time integration where the data rates
are compatible with digital techniques.

The approach is illustrated in Figure 2-1, and is basically
an integrating acousto-optic power spectrum analyzer followed by a
digital Fourier transform. The input to the Bragg cell is the sum of
the two signals being correlated. The optical power integrated over
time T, on the detector results in an exposure

T
2
0

where for Al and A2 are the optical Fourier transform estimates of

signals S and S,,
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2.1.4 -- Continued

o
+

1
A(f,t) = ] S(t-1)e
0

I where Tl is the Bragg cell delay. The detector output is proportional

jenf ¢ (2-20)

to E(f), plus detector noise Vd(r). The Fourier transform of the
result, performed digitally, is

Vv A
W(t) = 1? lRlz(T)|cosh(T) + n(T1) . (2-21)

The FT of the bias term occurs at 1 = 0 and has been ignored. VB is

the bias level of the detector, n(tr) is the FT of the detector noise,
where

2 _ 2
Ein“ (1)1 = (B/Tl)E[Vd(f)] ’

and

b
i

T2
2 2
f [1a;[% + |a,]“1at
0

1 2
[Rgy (0) + RS, (0)1/B . (2-22)

Equation 2-21 indicates that the real output of the correlation
estimate is obtained. A second measurement with 52 shifted in phase by
90° yields the quadrature component,

A calculation of the output signal-to-noise ratio for signals
and noise are defined in Equation 2-1 leads to

Vo aew o

i
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2.1.4 -- Continued
SNR(to)
] — e —————— . Aot -
SNR (to) ZBTz N ’ (2-23)
1 + =-—=1(z
BT, (M)

i.e., a = 2/BT1. The processing gain achievable for a hybrid space/
time integrating correlator is, therefore, larger than that for a
1° This
improvement in performance over purely time-integrating techniques is

purely time-integrating correlator by at least a factor BT

directly analogous to the signal handling ability and dynamic range
improvement in the hybrid space/time spectrum analyzer and the hybrid

ambiguity function processor reported earlier (see the Interim Technical

Report, 1980). This technique of measuring the joint spectral density
with the detector array also permits the excision (or at least
limitation) of narrowband interference signals occurring in the band
before digital Fourier transformation. It is also tolerant of point
blemishes.

2.2 Triple Product Correlator.

A triple product processor performs the estimate

T

2 1

R(Tl,Tz) = 7 ‘jr Sl(t)Sz(t-Tl)S3(t-T3)dt ' (2-24)
0

which can be implemented optically in a variety of ways. Below we
contrast two techniques, one purely time integrating, the other a
scheme that employs both space-integration and time-integration.

2.2.1 Noncoherent Time Integrating Processor.

The noncoherent correlator of subsection 2.1.2 can be
expanded to two dimensions by passing the light diffracted from the




[V .

M PES)  EE e ey e e ey

2.2.1 -~ Continued

Bragg cell through a second cell orthogonal to the first driven by

the third signal. The second Bragg cell produces a diffracted
intensity.

I3(t—T2) = 1 + m3s3(t-13) (2-25)

S3 is assumed to be real. Both Bragg cells are imaged onto a two
dimensional photodetector array. The important term of the triple
product exposure integral over time T is !

m1m2m3VB A~
——— IR(Tl,TZ) Icos[21rf'rl+w('tl,'r2)] (2-26)

Vgltyrty) =
where the correlation estimate is on a carrier in the Ty direction, in
this example. The output SNR can be shown again to be given by
Equation 2-14 with @ = 8, This means that the noncoherent two-
dimensional triple product correlator permits the same processing gain
as the one-dimensional device. For cross-correlation of noisy signals,
where large processing gain is desired, this technique will frequently
be inadequate, especially if interfering signals are present. The
Bragg cell bandwidth again must be at least twice the signal bandwidth.
{The full Bragg cell bandwidth may be used if the measurement is made
without a carrier twice.) Coherent time-integrating techniques can
provide some improvement, as in the one-dimensional case, but not nearly
as much as hybrid space/time integrating techniques.

e §

2.2.2 Coherent Space/Time Processor.

The optical configuration shown in Figure 2-2 generates a
two dimensional cross-spectral density that is transformed into the
triple product integral by a digital Fourier transform. Light from a
coherent source is split into two arms each containing a Bragg cell.
The light diffracted from each of the orthogonally oriented cells,
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2.2.2 --~ Continued

driven by S2 and S3, is opticaily Fourier transformed onto a two-
dimensional detector array, where the optical power density is

_ 2
I(f,,£,,t) = IAl(fl,t) + Az(fz,t)l , (2-27)

where Al and A, are the spectral amplitude estimates of Sl and §, as
defined in Equation 2-20. The light source is modulated in intensity

by a third Bragg cell. The time integrated power density produces a
detector output signal

T
2
VI£,,f)) = Vg ./. (1 + S3(t)][Al(fl,t) (2-28)
0

2
+ Az(fz,t)l at .

The two dimensional digital Fourier Transform produces
auto-correlation lines at T, = 0, T, = 0, a diagonal cross-correlation
line between Sl and 52, and the term of interest

Vg(t) = VglR(ty,7,)|cos(ty,1,) (2-29)

The second guadrature component is obtained by a second measurement
with the identical input signals but with one of the signals having a
90° phase shift imposed. The processing gain permitted with this
technique is limited by Equation 2-14 with o = 2/BT1, as in the one-
dimensional space/time integrating correlator. 1In addition to the
large gain that is achievable, this technique permits relatively simple
suppression cof narrowband interference signals after time-integration
but before the digital transform. Point blemishes on large two-
dimensional photodetector arrays are almost impossible to avoid with

the present state of technology, and these are particularly troublesome
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2.2.2 -- Continued

when they occur in the correlation domain. However, in the spectral
domain, as in the present case, blemishes are not particularly damaging,
as their effect is more or less uniformly distributed over the
correlation field after Fourier transformation.

2.2.3 Space-Integrating Triple Product Processor.

A space-integrating processor that computes the triple
product integral is shown in Figure 2-3., The first Bragg cell has a
diffracted optical amplitude that, when imaged onto the second Bragg
cell, is proportional to the signal traveling opposite to that in the
second Bragg cell. The light diffracted from the second cell is
Sl(x+t)sz(x-t). This is imaged in the x direction through the third
Bragg cell onto plane P; the plane of the third cell, driven by S3(t),
is imaged in the y direction onto plane P. The result is Fourier
transformed in the direction v = (x+y)//2 and imaged in direction
2 = (x-y)/Y2 onto the detector plane. The resulting amplitude is

E(t,w) v,ﬂsll(V+W)//7+t152[(V+W)//7-tls3[(v—w)//7+t]ej2"vxdv

= 32 ‘w'ﬁt)zfsl(s)sz(e-zt)sg(e-wmejz"agzd . (2-30)

At z = 0 the detected intensity is
2 _ 2
|lE[© = |RI[2t,/2w]] . (2-31)

recognized as the square of the triple product integral, with T, = 2t
Ty = v2w. A linear photodiode array with parallel outputs placed along
z = 0 permits very high speed processing in those cases in which a

processing gain equal to the time bandwidth product of the Bragg cell

— _4}.4
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2.2.3 ~- Continued

is sufficient. Detector processing considerations are similar to
those of the one-dimensional space-integrating ambiguity processor.

A triple product processdr can be used in a linear carrier-
dependent mode, where fregquency must be known. The processor of
Figure 2-3 can, in principal, be expanded to a three-product ambiguity
processor by implementing a two-dimensional detector array in which all
elements have parallel outputs. Very high processing speeds would be
achievable with this processor. The detector array problem, however,
is extremely difficult. Some compromises might be made to provide
some, but not all, of the frequency coverage, such as placing a number
(say N) of linear arrays equally spaced in the plane, with a consequent
reduction in Doppler search time by a factor N. '

2.3 Ambiguity Function Processing.

When a correlation is performed, for example, between an
unknown signal and a hypothesized signal, the frequency of the unknown
signal must be known to an accuracy of at least the reciprocal of the
correlation integration time. If it is not, a search through frequency
is required. Cross-correlation between a received signal and a
multipath component also requires a search through frequency if the
relativa Doppler shift is not known to the required accuracy. Ambiguity
function processors permit simultaneous correlations to be performed
between a signal of unknown frequency and a signal with many hypothe-
sized frequencies.

Below we discuss several types of ambiguity functions that
promise to be of value in substantially reducing processing time in
applications requiring search through delay and Doppler.

. e, P8
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2.3.1 Triple Product Ambiguity Processor.

BRny processor that generates the triple product integral
can be used for ambiguity processing by making one input a chirp and
premultiplying one of the signal inputs with the same chirp. For
reasons discussed above and in earlier reports, time-integrating
processors have some disadvantages compared with space/time integrating
hybrid techniques. A difficulty with a wideband ambiguity processor
using time integration is that a wideband highly linear chirp is
required, if a triple product processor is used directly, or else the
processor must be reconfigured to use a narrower bandwidth Bragg cell
with which one could use a digitally generated chirp.

Wideband analog chirps can be generated with a VCO, for
example, but the linearity of such a device, even with the most
sophisticated linearization techniques presently available, is not
nearly adequate. Highly linear surface acoustic wave (SAW) devices
with wide bandwidths are becoming available (see Section 3). These
suffer the severe disadvantages, however, of having a fixed delay
and bandwidth and cannot be fabricated with the very large chirp
time-bandwidth product required for high Doppler resolution.

2.3.2 One-Dimensional Space Integrating Processor.

An extension of the one~dimensional space-integrating
correlator can be configured to permit parallel frequency search.
Figure 2-4 illustrates a correlator that performs parallel frequency
testing. Coherent light diffracted from a Bragg cell driven by Sl(t)
is imaged onto a second cell driven by 82(-t) so that the signals are
counterpropagating. The light diffracted from the second cell is
optically Fourier transformed onto an array of photodiodes with
parallel outputs. The optical power density in the array plane is
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T 2
, * .

I(t) = f 5, (t-1) 5, (-t-1) eI fae (2-32) !
‘ 0
[
{ ~ 2
B IX),(E,00 % .
5
R The detector array senses the absolute sgare of the ambiguity function,

where time is the correlation axis and position in the diode array is
the frequency axis. Since there is no time-integration processing,
this technique is only useful when the processing gain equal to the
time bandwidth product of the Bragg cells is sufficient. 1In such cases
this device could be a valuable tool for very rapid search, since
ambiguity surfaces can be generated at very high rates due to the
channelization in frequency. Note that for a signal bandwidth

B = 200 MHz, for example, with a signal length T = 20 pus, a Bragg cell

' bandwidth of 400 MHz and time-bandwidth product of 500, a search of

105 ambiguity surfaces per second results, each surface containing
8 x 105 delay-frequency elements. The surfaces would be detected by a
linear array of 250 photodiodes, each with a 200 MHz video bandwidth.

For applications requiring only threshold detection, post-
detection processing architectures can be several levels of complexity.
The technique providing the highest degree of sensitivity is to implement a
synchronous video integrator on each channel, thus noncoherently adding
successive ambiguity planes. This post-detection integration generates
further processing gain over and above that provided by the coherent
space integration. The size, speed, versatility and quantity of these
channel processors make this approach presently impractical. A realistic
approach is to threshold each channel and process threshold crossings : ;
to detect signals while minimizing errors. The probability of false

B 4t e s

alarm (Pfa) is a function of the threshold level, which affects sensi-

tivity. In the above example a threshold-to-noise ratio of 12 dB
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2.3.2 -- Continued

(corresponding to Pfa = 2.5 x 10-7 for each delay bin) provides a Pfa

of 10"3 over a 4000 bin delay range. If each frequency channel is

revisited for confirmation the net Pfa is 10"6 for each frequency
channel over 20 us, or one confirmed error every 20 seconds. The same
false alarm rate can be achieved with a 5 dB threshold-to-noise ratio
if each delay bin of each frequency channel can be tested for confir-
mation.

schemes (including channel integration of threshold crossings) need to
be determined.

In an alternate arrangement, the second Bragg cell, driven
by a digitally stored and time-reversed signal, is narrower bandwidth
but with larger delay than the first cell, driven by a wideband
signal. The imaging optics provides a magnification equal to the

ratio 32V1/51V2 where B, and V, are the signal bandwidths and acoustic

velocity of the first cell, etc. This alternate scheme reduces the

processing rate by a factor of about 2, but has the advantage of
greatly reducing the bandwidth requirement for the memory feeding the
second cell. For a system composed of a PbMoO4 and a (Teoz)s Bragg
cell, the memory speed requirement is reduced from 200 Msamples/s to

20 Msamples/s, as compared with a system containing two PbMoOy cells.

— g~ -

The detailed behavior and requirements for various post-process
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3. IMPLEMENTATIONS.

A consideration of some practical limitations and constraints
for A-0 processors and some experimental measures of performance were
made to evaluate to some degree the realizability of high performance
systems based on the concepts developed during the first two phases of
this effort. The experimental efforts included a laboratory bench
version of a coherent hybrid space/time integrating spectrum analyzer
and a packaged brassboard noncoherent two-dimensional ambiguity function
processor.

3.1 Space/Time Integrating Spectrum Analyzer.

An experimental configuration of the one-dimensional coherent
hybrid spectrum analyzer of Figure 3-1 was implemented. The intent was
to present an uncomplicated and straightforward illustration of the
concept discussed in detail in the Annual Technical Report of 1980,

The parameters of the experiment were chosen to provide such an
illustration with devices and components immediately available to us,
and no attempt was made to maximize those parameters, such as bandwidth
and time-bandwidth product, that would otherwise be important in the
design of a high performance system.

The optoelectronic devices used in the experiment were a
5 mW fundamental transverse mode HeNe laser, two slow shear mode TeO
Bragg cells and a Reticon CCPD1024 charge coupled photodiode array.
The portions of the bandwidth and time delay of the Bragg cells that

2

were utilized in the experiment were, respectively, 5.3 MHz and 6 us.

3.1.1 Chirp Spatially Distributed Local Oscillators.

One of the Bragg cells in this interferometric system is
driven by a reference signal that contains all the frequencies in the
analysis band, in order to generate a coherent optical reference wave
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3.1.1 -- Continued

to interfere with the signal optical wave at the detector. It is
desired that this reference have a uniform power density across the
band. The reference waveform used in these experiments was a periodic
chirp, generated digitally, with a variable bandwidth (up to about

20 MHz) and a variable chirp time. The chirp time was set a 6 us.

The baseband chirp was mixed single sideband with a 50 MHz local
oscillator as the reference waveform driving the Bragg cell. The
optical power spectra of chirps with bandwidths 5.3 MHz, 10.6 MHz and
21.2 MHz are shown in Figure 3-2 as detected by the CCD photodiode
array. These exhibit the familiar Fresnel ringing pattern that is most
pronounced for small time bandwidth products (BT). For comparison,
Figure 3-3 shows the calculated moduli of the Fourier transforms of
chirps with BT values of 20, 21, 100 and 300. Note that the details

of the ringing structure are very sensitive to BT, as evidenced by the
patterns for BT = 20 and BT
practice may be degraded by amplitude and phase errors in the chirp

21. The power spectrum of a chirp in

temporal waveform. These types of errors are usually negligible for
digitally generated chirps. Achievable bandwidths, however, are
limited by the rise-time limitations of digital systems. A voltage
controlled oscillator (VCO) can produce very wide band chirps, but
linearity problems are severe and chirp-to-chirp coherence (a necessity
for these applications) is extremely difficult to achieve. Surface
acoustic wave (SAW) linear dispersive filters are approaching adequate
amplitude and phase behavior and are highly periodic (chirp-to-chirp
coherent), controlled by the timing of the RF pulses feeding the
filter. Figure 3-4a shows the spectrum (using an HP spectrum analyzer)
of a RAC SAW filter of 500 MHz bandwidth and 0.5 us dispersive delay.
Figure 3-4b shows a portion of the Spectrum at an expanded scale; the
comb structure illustrates the periodic nature of the chirp (chirps
were made contiguous with an 0.5 us period).
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Figure 3-2.

BT = 128

Acousto-Optic Measuremnt of Power Spectrum of Digitally
Generated Chirps.
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a) Horizontal Scale: 100 MHz/div.
Vertical Scale : 10 dB/div.

b) Horizontal Scale: 10 MHz/div.
Vertical Scale : 10 dB/div.

Figure 3-4. Spectrum of a SAW Dispersive Filter.
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3.1.2 Experimental Results.

For the spectrum analyzer experiment a 0-5.3 MHz chirp was
generated digitally in 6 us and mixed single sideband with a 50 MHz
local oscillator as the reference waveform driving one Bragg cell.

The other Bragg cell was driven by a single tone within the analysis
band (~50-55.3 MHz). Figure 3-5 shows the integrated intensity in the
detector plane, as reflected in the serially addressed output of the

photodiode array. Figure 3-5a shows the bias over the band due to the

Fourier transformed chirp reference and the localized interference
fringe pattern on an additional localized bias generated by the pure
tone signal. In this experiment BT = 32, so that the chirp spectrum
nonuniformity is quite pronounced. Nevertheless, the spatial frequency
content is near spatial baseband. Highpass filtering of the output
shown in Figure 3-5a results in the signal shown in Figure 3-5b, where
the reference bias structure and that due to the signal have been
removed.

The Reticon CCPD1024 integrates the incident optical power
density for 250 ps, about the shortest time in which the CCD register
can transfer the 1024 charge elements. Since the Bragg cell delay
and chirp period are 6 us, we are integrating by a factor of 42 longer
than prescribed. The effects of such a long exposure is to introduce
a frequency comb filter. The teeth of the comb response are separated
by 1/T = 167 kHz and the width of a tooth is 1/Tl = 4 kHz, which was
observed. When the frequency is tuned to a peak, the intensity

integrated for Tl

is (Tl/T) times the intensity integrated for time T.
The 1980 Annual Technical Report presented an analysis of
the dynamic range characteristics of direct detection and interfero-
metric detection, demonstrating the advantages of the latter. Figure
3-6 shows a comparison of the measured detector outputs for direct
detection and for interferometric detection. For Figure 3-6a the
reference path is blocked so that only the light diffracted from the
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-y —————

Signal Plus Reference Spectrum and High Pass
Filtered Version.

-

¥ —

] '

v
§ oy

H




e e e e ey e =

' m

-

r———— a—ny [ [ ] —— Pasineg b

-

0 4B
0.5 v/div
-20 dB
0.
-30 dB
(A) DIRECT DETECTION
0 dB
50 mv/div
-20 dB
10
-50 dB
5

() INTERFEROMETRIC DETECTION

Figure 3-6. Dynamic Range Comparison.




3.1.2 -- Continued

signal Bragg cell illuminates the detector. The top trace corresponds
to a signal level that just saturates the detector and the lower traces
correspond to 20 dB and 30 dB attenuation of the signal. These traces
were obtained with two forms of noise reduction; a single frame of the
detector output in the absence of a signal was subtracted from the
detector output in the presence of the signal, and the result was .
passed through a lowpass filter. The background subtraction served to f @
reduce the effects of diode-to-diode nonuniformities in dark current,
and the lowpass filter constrained the detector noise bandwidth to the
signal bandwidth. Figure 3-6b shows the results when the reference
wave was added. Background subtraction and bandpass filtering were !
performed. A signal is seen to be still detectable when it is 50 4B

below the maximum signal (upper trace) for interferometric detection, \
compared with a barely detectable signal 30 dB down for direct detection. E

The spectral line shape for interferometric detection is !

shown in Figure 3-7. Figure 3-7a was obtained by interfering the

signal spectral line with a reference wave that was generated by driving
the reference Bragg cell with the same signal tone and spreading the
diffracted light uniformly over detector. The reference wave has, -
therefore, a Doppler frequency shift that is independent of position.
The interference pattern has approximately a sine envelope, following !
the shape of the spectral amplitude of the signal, a result of the ‘
spatially integrated Fourier transform. This would also result from a
snapshot exposure when the reference wave is not the same frequency as
the signal. A purely time integrating spectrum analyzer exhibits the _
same spectral line shape, a result of integration over the exposure i
time window. Figure 3-7a illustrates the resulting line shape with the

hybrid space/time integrating technique. The rapidly decaying sidelobes l
are evident. This data demonstrates the characteristics derived

theoretically that the sidelobes for a coherent hybrid spectrum analyzer 1
are lower by a factor of two in B compared with a purely space-
integrating system, whether the latter is interferometric or square-law.
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3.2 Performance Evaluation of a Time Integrating A-O Processor.

R two dimensional implementation of a time integrating
acousto-optic signal processor, configured to compute the cross
ambiguity function, has been quantitatively evaluated in a limited
series of tests. Although the tests are limited in scope, the results
provide significant insights into the performance limitations and
capabilities of a real implementation. The performance results are
compared with those of an ideal cross-correlation processor.

3.2.1 Ambiguity Function Processor Description,

The ambiguity function processor is based on a time inte-
grating acousto-optic signal processing architecture developed at ESL.
Time integrating acousto-optic processors realize flexible, multi-
purpose complex signal processing architectures based on correlation
algorithms. Interest in time integrating techniques is due to the
attractive device technology as well as flexibility in time integrating
algorithms. An important consequence of time integrating techniques
is the ability to operate on signals with very large time-bandwidth
without having to store the entire time history as a spatial record.
Therefore, an important class of two-dimentional and multi-channel
algorithms may be performed without requiring two-dimensional spatial
light modulators. Acousto-optic devices and charge coupled image
sensors are particularly well suited for time integrating processor
implementation. Further, these signal processing techniques may be
realized with either coherent or non~coherent optical systems.

The theory of operation is summarized in the following
section. For more detailed explanation of time integrating techniques,
refer to the earlier reports (Time Integrating Optical Signal
Processing, Annual Technical Report, 1 August 1978-31 July 1979,
Contract F49620-78~C-0102 and Interim Report on Time Integrating Signal

Processing, September 1980, Contract F49620-78-C-0102).
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3.2.1.1 Theory of Operation.

Two-dimensional integral transforms, for which the kernel
is decomposable in the proper way, may be implemented by time inte-
grating optical processing. An important example is ambiguity

function processing. Consider the optical realization shown conceptually

in Figure 3-8. The optical train has a modulated illumination source,
two acoustic delay line light modulators, and a matrix array of
detectors. This configuration may be employed for several functions,
determined by input signal and reference waveforms.

The light diffracted by the first acousto-optic modulator
A0l, is diffracted by the second, A02, in an orthogonal direction.
Both acoustic signals are imaged on the detector plane. The desired
image plane intensity distribution has a term proportional to the
product of acoustic signals, sl(t-rl)sz(t-rz), where T, = y/v and
T, = x/v are time variables. The resultant detected output voltage is

proportional to the integrated charge. This structure implements
integrals of the form:

R(Tl,‘l'z) = /so(t)sl(t-'tl)sz(t-'tz)dt
T

In this configuration, all signals are real. In order to

perform complex computation, the real and imaginary components are used
to modulate a carrier in quadrature.

The cross ambiguity function may be implemented using the

two-dimensional optical system shown in Figure 3-8. The cross ambiguity

function between complex signals x(t) and y(t) may be defined as

T
Ay, (T/5) / x(t)y*(t-1)e 32 Eta¢
0
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3.2.1.1 -- Continued

where the variables T and f may be interpreted as delay and Doppler,

respectively. The spectral analysis operation is performed using the
chirp algorithm. Define the complex input signals so(t), sl(t), and

s, (t) by

. 2
so(t) = x(t)e lamt
sl(t) = y*(t)

. 2
. Jiart
sz(t) = e .
The output is given by
-ionrt2 imr(t-'rz)2

R(1,,1,) = / x(t)e y*(t-1;)e at

iawrg -i2wat12
= e /x(t)y*(t—rl)e dt

iawrz
Axy(rl,aTZ)e .

The quadratic phase term may be ignored if magnitude square calculation
is desired. The variables Tl and T2 correspond to delay and Doppler,
respectively. The Doppler resolution is commensurate with the inte-
gration time; the analysis bandwidth is determined by the chirp
bandwidth and acoustic delay. A coarse resolution may be maintained
during a signal acquisition period, and a higher resolution zoom can be
achieved by longer integration. Multiple correlation peaks or targets

can be processed simultaneously since a linear system implementation is
used.
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3.2.1.2 Acousto-Optic Subsystem,

The time integrating signal processor has been implemented
with a non-coherent optical system using a diode source as shown in
Figure 3-8. Devices include a Hitachi HLP-40 light emitting diode,
Fairchild CCD221 charge coupled image sensor, and Isomet acousto-optic
devices. The diode has a 30 MHz 3-dB bandwidth and is biased at an
average optical power of approximately 20 mW. The image sensor has
488 x 380 elements and is operated with an integration period of
33.33 msec (30 frames per second). The acousto-optic device have a
30 MHz 1-db bandwidth and both use a delay range of approximately 20
usec.

In order to realize complex computation with real input
modulation, the complex signals modulate a local oscillator in quadrature.
An interferometric technique with electronic reference is used. The
diode is internally modulated with a current driver (at a carrier), and
the acoustic devices are modulated at a carrier with a summed reference !
oscillator. The analog signal processor requires three inputs: input
signal 1 multiplied by a chirp waveform, input signal 2, and the
reference chirp waveform. The required frequency translations and
chirp multiplication are performed in an analog frequency translation :
unit. The three inputs have the form

i(21f_t-ant?)) ' {
Re x(t)e :
i
i2ﬂf1t
Re yi{t)e
. 2
-1(2nf2t-aﬂt )
Re e

where x(t) and y(t) are the complex input time series, f , f and £

o' "1’
denote carrier frequencies, and a is the chirp rate.
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3.2.1.3 Bias Elimination.

An optical bias results due to the use of intensity
modulation. Filtering or subtraction may be used to eliminate the bias.
The use of intensity modulation offers a number of advantages in
comparison with coherent systems including compact non-coherent optical
system realization and increased immunity to artifact noise. Through
interferometric detection and complex demodulation, the complex ambiguity
function may be computed. 1In the current unit a bias subtraction scheme
is employed, though other techniques may be implemented. The bias
Subtraction method utilizes two consecutive ambiguity functions where
the second calculation has effectively the opposite polarity. That is
to say, the first frame consists of the bias plus signal and the second
consists of bias minus signal. The two frames are subtracted yielding
twice the signal. The throughput rate is decreased by a factor of 2.
However, if filtering were used, the bias could be eliminated with a
single frame. The bias elimination is performed digitally in a high-
speed memory (the DeAnza System IP5000).

The technique that has been implemented to provide two
sequential frames -- one representing bias plus the real part of the
complex ambiguity function and one representing bias minus the real
part of the complex ambiguity function -~ is suboptimum. The technique
provides an average signal phase difference of 180° between sequential
frames (thus allowing bias removal by subtraction) by allowing a
differential carrier phase drift rate that is matched to the processor
framing rate. Although this implementation provides the desired bias
elimination, it uses phase averaging over 180° for each frame to achieve
the phase differences of 180° over sequential frames. Analysis has
shown that there is a minimum loss of 3.25 4B processing gain as a
consequence of this technique. This loss may be easily recovered by
using a relatively simple phase switching approach. As a consequence,
effective processing gain as measured in the quantitative performance
tests were at least 3.25 dB lower than they need to be.




3.2.2 Quantitative Processor Evaluation,

Quantitative evaluation of the A-O processor operating as a
gated cross-correlator has been performed by considering processing
results from two distinctly different points of view. Both of the
approaches consider the dual hypothesis detection process associated
with the detection of a peak in the ambiguity plane. The first
approach is based on the assumption that the underlying statistics
of the detection random variables are unknown and it is necessary to
develop the comparison with an ideal processor through measured prob-
ability of detection, P4+ and probability of false alarm, Pear
characteristics. In the second approach, the underlying statistics of
the detection process are hypothesized (and tested to a limited extent)
and measured processor output SNR values are compared with those of an
ideal correlator.

3.2.2.1 Test Conditions.

The quantitative tests on the A-O processor all used

simulated signals with additive Gaussian noise. The signals of interest

have been simulated as a repetitive pulse train with a multipath delay
of nominally 25 us and with PRI variation between 19 us and 312 us.

The pulse width has been fixed at 1 us. The input signal-to-noise
ratios (both direct signal and multipath) are specified as the ratio of
peak signal power (power measured during the 1 us pulse) to the equiva-
lent noise power measured in a 1-MHz bandwidth. The pre-D bandwidth
for the composite signal plus noise was varied from 300 kHz to 1 MHz.

Gated correlation processing was used on all of the tests.
The gate was derived from the noisy signal in much the same way in
which the process might be automated in a real multipath prccessing
configuration. Specifically the noisy pre-D signal is AM detected and
passed to a recursive synchronous video integrator (SVI) that has a
length corresponding to the PRI of the desired signal (assumed known

a'priori).
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3.2.2.1 -- Continued

The output of the SVI is reconstructed through a signal
synchronizer to provide a repetitive gate signal that is centered on
the direct signal and has a width on the order of 2 us. The width of
the gate may be varied to approximately match the signal that has
passed through a pre-D filter. The gate signal as well as the pre-D
input signal that is used to modulate the LED in the ambiguity function
processor are digitally delayed by a pre-computational delay unit that,
by adjustment, provides the means to select the delay range to be
processed in the ambiguity function processor. That is, the delay
window of approximately 20 us can be centered on any particular delay
value by adjustment of the pre-computational delay.

A block diagram of the experimental configuration is shown
in Figure 3-9. The ambiguity function processor in this case includes
a digital chirp generator, a frequency translation unit, the A-0 triple
product processor, a camera control unit, and a special purpose digital
image processor. The Doppler window is centered on the desired range
(positive or negative) by simply tuning the frequency synthesizer. The
range of Doppler that is processed is selected by choosing the chirp
rate. For the tests that are reported here, the Doppler range is
approximately 1.1 kHz. '

3.2.2.2 Data Collection.

For each set of conditions a block of data is collected so
that subsequent analysis can provide as complete a picture as possible
of the processor performance. The processor is set up with controlled
and known conditions. These include signal properties such as RFI,
pulse width, direct path and multipath SNR's. Processor parameters
such as pre-D filtering bandwidth, gate width, Doppler and delay offset,
and Doppler range are also established. For each of these fixed con-
ditions, a large sequence of processing runs (generally on the order of
1000, however some at 10,000) are performed to measure the statistical
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3.2.2.2 -=- Continued

properties of the ambiguity function envelope in the noise region and
in the signal peak region. The properties include the mean, the
standard deviation and the cumulative distribution function. The number

of points used for the noise only, and signal plus noise CDFs were 10,000

and 1,000 respectively. At a selected threshold value, the Pfa is given
by one minus the noise only CDF value and Pd is given by one minus the
signal plus noise value. As an example from the table, a threshold
number of 108 corresponds to a Pfa of 10-2 and a Pd of 0.39. The
additional statistics, mean and standard deviation, are useful in the
performance analysis in a way that will be described.

3.2.2.3 Processor Analysis Based on Pfa and Pd.

As has been described in the preceeding section, the CDFs of
the linearly detected envelope at the peak of the cross ambiguity
function and in a "noise only" region of the ambiguity function plane
have been measured for various input signal conditions. By varying
the threshold on the pair of CDFs a curve of Pd versus Pfa may be con-
structed. This type of curve is normally called a ROC curve or Receiver
Operating Characteristic.

Theoretical ROC curves for a detection process based on a
decision at the output of a linear envelope detector where the input
is either Gaussian noise only or a sinusoid in Gaussian noise are
available in the literature. Curves of this type will enable us to
relate the measured Pd/Pfa characteristics to an equivalent input SNR
for the detection of a single sinewave pulse in Gaussian noise.

H

Receiver operating characteristics for which values of
constant SNR are straight lines have been developed by Robertson (G.H.
Robertson, "Operating Characteristics for a Linear Detector of CW
Signals in Narrow-Band Gaussian Noise", BSTJ, April 1967, pp 755-774).
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3.2.2.3 -- Continued

An example of the set of curves is given in Figure 3-10 (from A.D.
Whalen, Detection of Signals in Noise, Academic Press, New York, 1971,
p. 248). Comparable data are also available in D.K. Barton, Radars,
Volume 2, The Radar Equation, Artech House, Inc., 1974, p. 115.

The theoretical results represented by these curves are
based on the detection of the envelope of a single pulse of sinusoid in
Gaussian noise. Thus, as we superimpose the measured ROC data points,
departure of the set of points from a line parallel to those for con-
stant input SNR could be indicative of departure from the Gaussian
assumption. Assuming there is nominally a straight line, the
"equivalent single pulse input SNR", Yo Mmay be estimated by curve
matching and interpolation. Measured data values for a variety of input
conditions are shown superimposed on the theoretical ROC curves in
Figure 3-11.

These data may be compared with an "eguivalent single phase
input SNR", FO’ that has been derived from an analysis of an ideal
gated correlator. For idealized gated correlation processing,

(SNRl)(SNRZ)
(SNR1 + 1) '

Po = n

where SNR1 is the direct path input SNR, SNR2 is the multipath input
SNR, gating is performed on the direct path pulses and n of these pulses
are used in the processing.

The results of the data analysis are summarized in Figure 3-12.
Based on this comparison, the apparent loss in processing gain relative
to an ideal gated cross-correlator ranges from 10.6 4B to 16.8 dB. For
these data, the largest apparent loss occurs for conditions under which
the expected processing gain is largest. The possible increase in
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3.2.2.3 -- Continued

apparent loss for high processing gain (a larger number of pulses in
the processing interval) will be examined further in a subsequent
section.

Another possible insight into processor performance may be
available by considering the apparent loss as a function of the multi-
path SNR. These data are shown in Figure 3-13. A straight line with
a slope of 1/2 is superimposed on the data to illustrate a trend.

3.2.2.4 Detector Input Output Relationships.

The Pd/Pfa measurements have been used to provide an estimate
of the effective SNR, Yo at the input to a linear envelope detector.
As part of our data collection, the mean and variance of the output of
the linear envelope detector have also been measured both in a noise
region and at the peak of the ambiguity function. Based on the central
limit theorem we might expect the random part of our ambiguity function
estimate (before taking the envelope and in any region of the plane) is
Gaussian. The fact that the measured ROC data points generally follow
straight lines (Figure 3-11) supports a Gaussian assumption. Additional ;
support is provided by the measured statistics., Specifically, the
envelope of a zero-mean Gaussian random variable, as is expected in the

"noise-only" region of the ambiguity plane, is Rayleigh and the ratio !
of the mean to the standard deviation is

LAY,
'n 2 £ 1,913 !
%n 2 - l:,)!’ ) ) )

For a set of 21 measurements (each of which represents the computation

of a thousand or more ambiguity surfaces), the mean of this ratio is
1.904 and the standard deviation is 0.047.
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3.2.2.4 -- Continued

For a linear envelope detector with a sinewave plus zero
mean Gaussian noise on the input, the first and second moments of the
output, z, are given by Whalen (Anthony D. Whalen, Detection of

Signals in Noise, Academic Press, New York, 1971, p 105) as

E{z}

E{gz}

[

2
(2020 (3) Py (35 1 -%)

2
2 a
(20 )r(Z)lFl(-l; 1; ——2—)

where 02 is the variance of the Gaussian noise, a is the ratio of the
sinewave amplitude to the rms level of the noise, T'() is a gamma
function and 1Fl(a; b; x) is the confluent hypergeometric function.

-If one computes the detector output SNR as

10 loglo s
20

8

where Mg is the mean detector output and Og is the standard deviation
of the detector output (both taken at the peak of the ambiguity
function), then at high SNR values (say greater than 10 4B, the output
SNR equals the input SNR. The complete relationship is shown in
Figure 3-14. Superimposed on the theoretical curve are measured data
developed from the output envelope statistics and Yo {developed from
the Pd/Pfa measurements). These data provide additional support for
the contention that to establish performance we can simply measure
statistics at the peak of the ambiguity function and from these infer
expected Pd/Pfa characteristics.
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3.2.2.5 Processor Evaluation Based on Peak Envelope Statistics.

For each of the various measurement conditions, the measured
mean and standard deviation values for the envelope of the peak of the
ambiguity function can be used to compute an effective output SNR that
in turn can be transformed through the theoretical curve of Figure 3-14
to an eguivalent input SNR that will be called Y1- These data will be
compared with theoretical results based on an analysis of an ideal
cross-correlation processor. The model in this case was reported in
the Interim Technical Report, 1979. The ideal processor output SNR is
defined as the ratio of the squared mean of the correlation estimate to
its variance. The output SNR, rl, is given by

ZBnT SNRISNR2

1 1+ SNRl + SNR2 + XSNRlSNRz

where 2BnT is the time-bandwidth product and is in our case equal to
n, the number of pulses; A is a parameter, typically with a value near
unity. The A term takes into account the estimation error due to
finite time integration.

The measured results have been compared with those of an
ideal correlator for values of )X equal to one or zero and are presented
in Figure 3-15. The data seem to be concentrated in a band with an
apparent loss ranging from 10 to 13 dB and a second band with an
apparent loss on the order of 16 dB. If the data are examined in terms
of the apparent loss as a function of n, the results are summarized in
Figure 3~-16. Here it seems clear that the larger apparent losses are
occurring when n is large. Large n corresponds to the higher duty
cycle signals, in this case a PRI of about 19 usec. Note that the number
of pulses also corresponds to the processing time-bandwidth product or
equivalently the processing gain. Performance analysis of the optical
correlator, as reported in the 1979 Interim Report has suggested a
processing gain of the form
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3.2.2.5 -- Continued

n

1 + k—2
(DR)

2

where k is a constant related to the signal modulation depths of the
three optical processor inputs and DR is the dynamic range of the photo-
detector array. For very large n the processing gain approaches a
constant given by (DR)Z/k. At this time, we have insufficient measure-
ments to establish the presence of the effect, however, it is a
candidate for controlled experiments in the future.

The apparent loss is plotted as a function of the multipath
input SNR in Figure 3-17. These data may be further compared with the
data presented in Figure 3-13. With the additional data available in
Figure 3-17 the possible trend identified in Figure 3-13 is not apparent.

3.2.2.6 Summary of Quantitative Test Results.

The time integrating triple product processor has been
configured as an ambiguity function processor and operated in a gated
processing mode to evaluate its performance for the detection of
multipath. The test signal is a repetitive pulse train with a 1 usec
pulse width and a PRI that was varied between 19 usec and 312 usec.
The multipath delay was nominally 25 usec and the pre-D bandwidth for
the composite signal plus noise was varied from 300 kHz to 1 MHz.

Gated correlation processing allows one to increase the
effective average SNR for pulse signals. The gate in this case was
derived from the noisy pre-D signal and had a nominal width of 2 usec.

A key attribute of the processor is its highly parallel
processing capability. For the tests reported here the processor was
configured to compute the real part of the complex cross ambiguity
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3.2.2.6 —-= Continued

function in real time and for a region 20 usec by 1.1 kHz, The
measurement interval was (1/15) sec, however, the effective integration
time depended upon the gate width and the signal PRI. The.region of
the ambiguity function that is processed may be centered wherever
desired or sequentially stepped in a search scenario by the simple

selection of a pre-computational delay parameter value and a synthesizer

frequency parameter value.

The processor output values are in digital form and at a
cursor selectable position a series of digital samples are used to
compute the envelope of the complex ambiguity function via the Hilbert
transform.

The performance evaluation was placed in the context of a
detection problem, that is, is signal plus noise present or is noise
only present. The signal here is. the real part of the complex
ambiguity function at a carrier and at the multipath delay and Doppler
offset. The processor Pd/Pfa characteristics were estimated by
performing a large series of tests at various input SNR's. Additional
statistical characteristics such as the mean and variance of the
envelope output were measured in both signal and noise only regioas.

The measured data were processed to arrive at an effective
SNR of a sinewave (phase unknown) in Gaussian noise that would be
applied to a linear envelope detector for the detection process. This
effective SNR is a consequence of the processor and can be compared
with an equivalent SNR for an ideal correlator operating with the same
input signals. The differences between the effective SNR's derived
from measurements and comparable values for the ideal correlator repre-

sent an apparent loss in processing gain associated with this particular

real processor implementation.
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3.2.2.6 -- Continued

The apparent losses that were measured concentrated in a
band ranging from 10 to 13 dB and in a second band with an apparent
loss on the order of 16 dB. The higher apparent loss was observed at
high processing time-bandwidth product and may be a manifestation of
an effect anticipated by Kellman and associated with a signal modulation
depths in the optical processor and dynamic range limtiations in the
photo-detector array. It has been determined that a minimum of 3.25 4B
of this apparent loss is due to the phase averaging technique used for
bias elimination. Alternative bias elimination techniques are available
that do not suffer this loss and that are relatively simple to implement.
With the assumption that this is correct and if we consider the low-duty
cycle signals (lower effective processing gain available in the measure-
ment interval), then it is concluded that the apparent loss of the
optical processor relative to ideal is on the order of 7 to 10 dB. The
level of processing gain that is achievable is quite satisfactory for
many applications. 1If the apparent loss could be reduced by another
3 to 6 dB many more applications would become viable. It is recommended
that additional controlled tests be performed to establish the sources
of the loss and evolve techniques to improve performance.
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DETECTOR INTEGRATION ACOUSTO-OPTIC
SIGNAL PROCESSING

P. KELLMAN
ESL Incorporated
Sunnyvale, California 94086

1. INTRODUCTION

Detector integration optical signal processing
techniques presented in this paper are a generali-
zation of the one dimensional time integrating cor-
relator demonstrated by Sprague’ and transvetsal
filter architectures described by Whitehouse,
et al?. The class of achievable signal processing
functions is described, and examples of one and two
dimensional realizations of spectral analysis and
ambiguity function processing are given.

Detector integration optical processing methods
implement time integrating, rather than spatial
integrating, algorithms, which result in a processor
with increased flexibility and multiple purpose. An
important consequence of time integrating methods is
the ability to operaie on signals or imagery with
very large time-bandwidth products (~10%) without
having to store the entire time history as a spatial
record. Therefore, an important class of two-
dimensional and multi-channel processing algorithms
may be performed without requiring two-dimensional
spatial light modulator devices. Rather, the opti-
cal implementation presénted utilizes acousto-optic
devices and charge coupled image sensors, which are
highly compatible input/output devices for signal
processing applications. Further, these techniques
nay be realized with either coherent or non-
coherent optical systems.

The one dimensional time integrating correla-
tor is reviewed in Section 2 and a spectral analy-
sis implementation is described in Section 3. Two
dimensional detector integration processors are
introduced in Section 4 and examples of ambiguity
function processing and two dimensional spectral
analysis are given in Sections 5 and 6.

2. TIME INTEGRATING CORRELATOR

The one dimensional time integrating correla-
tor! is reviewed. Consider the optical realization
shown conceptually in Figure 1. The light source
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Fiqure 1. Time Integrating Correlator

is temporally modulated by a signal, sl(t), to
produce an output intensity Il(t), which illumi-

nates an acoustic delay line light modulator. A
second signal, sz(t), is introduced into the

acoustic cell, which spatially modulates the source
intensity by an amount denoted by Iz(t-x/v), where

x is the spatial dimension and v is the acoustic
velocity. The acoustic signal is Schlieren imaged
onto a linear photodiode array; the intensity dis-
tribution in the image plane is given by the pro-
duct Il(t)Iz(t-x/v).

The charge integration, directly proportional
to exposure, is performed by detectors at discrete
positions, x,. The resultant output voltage at the

ith detector element is therefore:

Ry, (1) = 4 I, (811, (t-x, /v) dt (1)

where Ti = xi/v, and T, the integration time of the

detector, is set by the timing of the charge trans-
fer readout register. This is the desired correla-
tion, where I1 and 12 are directly related to the

input signals s, and s._.

1 2

The range of relative delay between input
signals is limited by the acoustic delay length,
and the integration time is set by the detector
readout geriod. In the spatial integration
approach”, the integration period is determined by
the acoustic delay; in configurations employing
fixed reference masks, the range of relative delay
is unlimited, however, in correlators with active
reference, the range is limited to the acoustic
delay. Long integration and flexibility of vari-
able integration are achieved with the time inte-
grating approach.

In order to operate in a linear region of
intensity modulation, it is necessary to bias the
input signals. The resulting intensity modulation
is:

1-8108

1 1

Iz 2 sinzla + 52] = B2 + 5, (2)
where the acousto-optic modulation is considered

in the Bragg limit. 1In this case the spatial modu-
lation is approximately linear for weak modulation
biased at 508 diffraction efficiency. The output
voltage may then be written as,
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R, (1) =1 (01, (t-x /nat
= Jélmsz(t—xi/v)dc + JoByat

+ B, fsz(t-xi/v)dt +B, fsl(t)dt . (3

The first term of Equation (3) is the desired cor-

relation between sy and 5, The second term is

fixed bias, and the last terms are signal depend-
ent, though effectively zero mean (signal com-
ponents at frequencies higher than 1/T will
integrate to zero).

Operation at low signal to bias ratio (modu-
lation depth), in order to achieve linear intensity
modulation, reduces the correlator dynamic range.
Furthermore, wideband acousto-optic devices with
high diffraction efficiency are difficult to
realize. A technique, introduced in this paper,
for overcoming this limitation, is described as
follows. The acousto-optic deflector is modulated
single sideband with the carrier offset by an
amount greater than the signal bandwidth; in addi-
tion the illumination source must be modulated on
a carrier with equal frequency offset. In this
way, undesirable products resulting from non-
linear intensity modulation are offset in frequency,
and integrated to zero. Consequently, low signal
to bias ratio and high diffracticn efficiency are
not required. The spatial sampling in the detec-
tion plane must then be commensurate with the band-
width of signal plus frequency offset. The sgpatial
carrier can be eliminated by means of a grating in
the image plane, thereby reducing the detector
sampling requirement, Other, more general, func-
tions can be realized with spatial masks, and by
post detection electronic weighting.

Detector noise determines the achievable time-
bandwidth product for a given sensitivity. Detec-
tor noise has a shot noise contribution due to the
optical bias, as well as post integration readout
noise due to reset charge uncertainty in charge
transfer devices. The achievable time-bandwidth
and Jynamic range can be extended, however, by
employing post detection digital integration.
Baseline variation due to optical bias and detec-
tor array non-uniformities also reduces the dynamic
range., However, this baseline may be effectively
removed by electronic techniques.

3.  TIME INTEGRATING SPECTRAL ANALYSIS

An approach to real time optical spectral
analysis of electrical signals, that uses a time
integrating, rather than spatial integrating, ver-
sion of the chirp-z transform, is described. The
large time-bandwidth correlation is accomplished
by means of the correlator described in the pre-
vious section. A time integqrating architecture,
for correlation and spectral analysis, using
oppositely traveling acoustic waves, has been
described by Hontqomery'. For time integrating
realizations, frequency resolution is determined
by the detector integration period, rather than
the acoustic delay length, therefore, higher
resolution can be achieved than by spatial inte-
gration. Variable resolution is attainable through

variable detector integration. Use of non-coherent
intensity modulation leads to detection of the mag-
nitude spectrum rather than the power spectrum
which yields a considerable increase in dynamic
range. This approach to spectral analysis achieves
a flexibility not readily achieved by coherent
optical spatial methods. The chirp algorithm is
reviewed, and the real implementation is discussed.

The Fourier transform integral of Equation (4)
may be rewritten as Equation (5) by expressing f.t

as 1/2[f2 + t2 - (t-f)zl.

-i2
i ﬂftdt

s(f) =JSs(t)e (4)

2 2 . 2
s(f) = e 3 Lo ey it QAT(E-D) (5)

The complex realization is shown in Figure 2. The
post phase weighting may be ignored if only the
magnitude or power spectrum is required. This
realization converts the integral transform to
time invariant filtering of a preweighted signal,
followed by post weighting.
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Figure 2. Complex Realization of Chirp Algorithm

In general, linear time-variant operations of
the form:
y(1) =JSx(t)h(t,T)dt (6)

may be implemented whenever the kernel can be
decomposed as:

hit,t) = a(t)b(t-T)c(T) (7)

A necessary and sufficient condition for the above
decompositions is given as:

2109 h , 3log h _ @)
alar aear®

The chirp algorithm may be realized with a
single real correlation by translating the real
chirp to a carrier frequency, fo' greater than the

signal analysis bandwidth, B. This implementation
is shown in Figure 3. The desired difference fre-
quency is translated to baseband, and the sum fre-
quency is an out of band chirp that integrates to

OPTICAL
CORRELATOR
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Figure 3. Single Channel Real Implewentation
of Chirp Algorithm
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zero. The product of the difference frequency,
which is a linear function of delay, and the input
signal, is integrated, producing the spectrum.

Frequency resolution of this spectrum analyzer
is inversely proportional to the detector integra-
tion time, T. The resolution is not set by the
acoustic time delay which typically limits the use
of acousto-optical processing to wideband analysis.
A wide range of integration times are possible
(0.1 - 10 msec) using self-scanned arrays of
moderate size (e.g., 1024). Integration time
periods can be extended easily by means of elec-
tronic accumulation.

The delay line length, T, and the number of
detectors, N, set the difference, A1, between
detector elements in the image plane. This deter-
mines the chirp bandwidth, B'. The required reso-
lution or integration period fixes the chirp rate
(see Figure 4). The above relations may be written
as:

T = NeAT
Af = 1/T

. (9)
g— = %% + B' = 1/At
B' = N/T

The chirp bandwidth, B’, will be greater than the
analysis bandwidth, B, if the integration time, T,
is greater than the delay line length, T.
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Figure 4. Ingtantaneous Frequency of Chirp

The samples must be spaced less than 1/T
(modifying Equation 9) in order to satisfy Nyquist
sampling of the signal plus the carrier offset.
The spatial carrier may be eliminated by means of
a grating in the image plane, or by electronic
detection. The magnitude spectrum corresponds to
the detected envelope; the phase modulates the
carrier and may be detected as well, resulting in
a complex spectrum output.

The dynamic range is primarily limited by the
detectors, provided there is sufficient signal
light power. If there are M distinguishable levels
in the output voltage between the noise floor and
the photoelement saturation value, the dynamic
range in dB is given by 20 loglon, since incident

exposure is directly proportional to spectral mag~
nitude. This results in & considerable increase

in dynamic range as compared to coherent optical
spectral analysis in which incident exposure is
related to spectral power density and the dynamic
range is given by 10 loglon.

4. TWO-DIMENSIONAL PROCESSING

Two-dimensional integral transforms, for which
the kernel is decomposable in the proper way may be
implemented by detector integration optical pro-
cessing. Two important examples are ambiguity
plane processing and spectral analysis which are
described in the next sections. The general class
of achievable operations is described in this sec-
tion.

Consider the optical realization shown con-
ceptually in Figure 5. The optical train has a
modulated illumination source, two acoustic delay
line light modulators, and a matrix array of detec-
tors. This configuration may be employed for
several functions, determined by input signal and
reference waveforms. It is assumed throughout this
discussion, that two-dimensional processing is
applied to either very long one-dimensional signals
or to two-dimensional signals (e.g., imagery) that
are in raster format. In this way, the input,
x(t), will be a function of one variable, t; the
output, y(Tl,Tz), is a function of two variables.

MODULATED
SOURCE
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‘ MATRIX
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Figure 5. Generalized 2-D Detector Integration
Processor

The light transmitted by the first acousto-
optic modulator AOl, is diffracted by the second,
A02, in an orthogonal direction. Both acoustic
signals are imaged on the detector plane. The
desired image plane intensity distribution has a
term proportional to the product of acoustic sig-
nals, b(t-Tz)c(t-Tl), where 11 = x/v and Tz = y/v

are time variables. The resultant detected output
voltage is proportional to the integrated charge as
in the previously described correlator. This
structure implements integrals of the form:

YIT,,T,) = o x(t)h(T),T,,t)at (10

where

h(Tl,Tz) = a(t)b(t-Tz)c(t-Tl)d(Tl,Tz) . (1)

N




{a, b, ¢, and d} are reference signals, and x(t) is
the input signal. 1In this configuration, all
signals are real. In order to perform complex com-
putation, similar considerations apply that were
given for one-dimensional processing. The output
weighting, d(11,12), may be applied electronically

as indicated, or by means of a spatial mask in the
image plane.

Alternate arrangements include applying inputs
at A0l or A02. A dual input processor, that uses
the same optical system, implements integrals of
the form:

yU1,.T,) = fxl(t)xz(t-‘rl)h(rl,rz,t)dt (12)

where h iy given by Equation (l1), the source modu-
lation is xl(t), and A02 is driven by c(t)xz(t).

Additional input sources and multichannel acoustic
devices may be employed as well. These possibili-
ties are not detailed here.

The two-dimensional time integrating optical
processor inay be implemented with several modula-
tion/detection schemes. A description of a coher-
ent optical implementation using an interferometric
reference beam has been given by Turpin®. Non-
coherent implementation using an intensity modu-~
lated light emitting diode offers immunity to noise
suffered in coherent imaging. The light budget is
an important design consideration. Source collima-
tion is required for efficient acousto-optic inter-
action. For acousto-optic modulation at low
diffraction efficiencies, the doubly diffracted
imaging scheme has substantial insertion loss.
Alternatively, single diffraction imaging may be
realized by utilizing the undiffracted light trans-
mitted by AOl that is diffracted into the first
order of A02. This signal is mixed, in the detec-
tion process, with the first order signal of AOl
that passes undiffracted by AO2. Both singly
diffracted signals are in phase and may be
Schlieren imaged. Input modulation must be
designed such that the undesired terms are out
of band.

The next examples demonstrate the strength of
two-dimensional detector integration processing.

5. AMBIGUITY FUNCTION PROCESSING

Ambiguity function processing is important in
resolution of delay and Doppler uncertainty. In
application to radar signal processing or external
signal parameter measurement, delay and Doppler
are often time-varying. An ambiguity function
snapshot is therefore desirable. A non-coherent
optical parallel processing implementation for
achieving such a snapshot is given in this section.

This example utilizes the 2-d optical system
shown in Figure 5 which was generalized in the last
section. Define the cross ambiquity function
between two signals, s1 and 52' as:

X1zt = L sl(t)sz(t-r)e'“"ftdt TE))
where 1 and f are the delay and Doppler variables.
The dual input optical processor output is
described by Equation (12) which becomes:

3 R T e hint SR st

2 2
Y(TIITZ) = f[ll(t)e-r”t ]oéi"‘t-g

T sz(t-Tl)dt

iﬂTz —i2nt12
=e ‘oS s (t)s,(t-T))e at

(14)

where {a,b} are complex chirp waveforms. This is
the expression for the cross ambiguity function
with a quadratic phase term that may be cancelled
through post detection weighting. The real archi-
tecture may be realized by the method described for
spectral analysis. 1In fact, the ambiquity function
may be interpreted either as a multichannel spec-
trum analyzer given by:

X260 =Fis) (818, (£-1)) (15)

for multiple time delays, T, or as a multichannel
correlator given by:

-i2nft

(£,7) = [sl(t)-e Iais, (t)} (16)

X12
for multiple Dopplers, f. The one-dimensional pro-
cessing considerations previously discussed are,
therefore, applicable. The Doppler resolution is
commensurate with the integration time, a coarse
resolution may be maintained during acquisition
period and a higher resolution zoom can be achieved
by longer integration. Multiple correlation peaks
or targets can be processed simultaneously since a
linear system implementation is used.

6. TWO-DIMENSIONAL SPECTRAL ANALYS1S

A non-coherent optical time integrating
approach to two-dimensional complex spectral analy-
sis is described. This method is an extension of
the technique described for one-dimensional analy-
sis. Very large bandwidth (greater than 10%)
spectral analysis of electrical signals can be
performed using this time domain approach, without
requiring storage of the signal. Spectral analysis
of raster scanned video imagery can be performed as
well.

The optical system (Figure 5) described in the
last sections is used in this example as well. The
algorithm is implemented with three reference chirp
waveforms. The source is modulated with the input
signal, which is pre-multiplied by a chirp, and the
other chirps modulate AOl and AO2. The chirp rates
are chosen such that the product of the three
chirps result in a temporal sine wave, with fre-
quency that is varying from pixel-to-pixel on the
detector array. Each detector element integrates
the product of this sine wave times the input
signal, and, in this fashion, produces the spec-
trum. The frequency difference between output
lines in one dimension is taken to be N times the
frequency difference between lines in the other
dimension, where N is the number of detectors per
line. For a square array, the number of spectral
samples is proportional to N2, The technology is
currently limited by detector array size, and
detector readout rate.

The high rate chirps are folded over on the
order of N times during the integration period,
which creates a comb frequency sampling along the
coarse frequency axis, with comb samples being a
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“function of the fine frequency axis. The real
implementation is performed with frequency offset
chirps, similar to the previous examples. Trans-
forms of raster scan imagery are more complicated,
requiring synchronization that is not described in
this paper.

High resolution spectral analysis by detector
integration processing has several advantages over
coherent spatial techniques. These include, larger
dynamic range, no signal storage, complex output,
flexibility in processing, advanced device tech-
nology (acousto-optic), and non-coherent optical
system implementation.

7. SUMMARY

Detector integration optical signal process-
ing, as introduced in this discussion, has been
generalized for one- and two-dimensional complex
signal processing. These techniques are imple-
mented by time integration and are well suited to
time domain algorithms. The optical realization,
utilizing acousto-optic input devices and charge
coupled image sensor output, creates a processor
that is compatible with signal processing systems.
Such implementation affords very large time band-
width signal processing without the storage prob-
lem associated with coherent spatial techniques.
Flexibility of the transversal filter architecture
is achieved by means of variable time integration
and actively generated reference waveforms. The
optical system described is multi-purpose as
illustrated in the examples. Complex computation
is performed without requiring a coherent optical
system.
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Coherent optical hybrid techniques for spectrum analysis

T. R. Bader
ESL Incorporated
Sunnyvale, California 94086

Abstract

A hybrid optical approach to coherent spectrum analvsis realizes gains associated with
time-integrating techniques while still retaining some of the advantages of svace-
integrating techniques. Measurement of large time-bandwidth spectra is nerformed with high
sensitivity, efficiency, and range of detectable signal power levels, varticularlv in large
bandwidth applications, where an optically transformed periodic chirp forms a distributed
local oscillator as a reference for time integration.

Introduction

The continuing advancement of electro-optical component technologies is increasingly aid-

ing realization of optical techniques for signal processing. These developments have been
encouraged by the rapid advancement in electronic processinag techniques and hardware. This
latter, seemingly paradoxical, effect derives from the fact that the progress in electronic
processing has made sophisticated but practical processors realizable provided the burden
of very high throughput rates for certain onerations can be borne, nreciselv in the area in
which the parallel processing capabilities of optical technicues are most valuable.

Spectrum analysis is an operation that has become particularly well addressed bv optical
methods. In this paper we will focus our attention on two-dimensional coherent opbtical
techniques for sgsc&rgT analysis, presenting a brief review of the snace-inte?r?tinnfl) and
time-integrating!'<r ¢ approaches and a discussion of hybrid implementations 5) that exhib-
it space-integrating and time-integrating characteristics. Our attention is directed
toward the examination of those characteristics that make optical techniques most useful in
processing systems, particularly bandwidth and time-bandwidth product, and a comparison of
implementation variables such as optical efficiency and signal detectabilitv. Since svace-
integrating, time-integrating, and hvbrid techniques can be configured in two dimensions for
compact, large time-bandwidth processing, the discussions below, organized to emnhasize the
close parallel among the techniques, will be given in terms of two-dimensional architectures.

Coherent Space-Integrating and Time-Integrating Spectrum Analysis

Space-integrating coherent processors rely on the physics of coherent light provagation,
which permits a simple lens to transform a light amplitude into its amplitude svectrum.
Since this can be performed in two dimensi?Y?, larae blocks of information can be processed
simultaneously. Figure 1 shows an example of a two~dimensional spectrum analyzer using
acousto-optic devices to deflect and modulate the laser light. Each acousto-optic beam
deflector (AOBD) causes the light to be deflected in such a manner that the combined result
is that the light focused at the recording medium is scanned in a multiline raster as it is
modulated in intensity by the acousto-optic modulator (AOM).

X DgrLECTOR v DEFLECTOR RECONDING
ADSD ACBD PLANE

LASIR LGN o MOOULATED
BCANNING
wor

Figure 1. Two~dimensional space-~
integrating spectrum

analyzer. omronw contnsnt
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COHERENT OPTICAL HYBRID TECHNIQUES FOR SPECTRUM ANALYSIS

Since the recording medium responds to light intensity, the signal modulating the light
power must be on a bias. The recording medium is used in a lincar region of the ampl.itude
transmittance versus exposure curve. After a full frame has been recorded ...e medium is
illuminated with a uniform wave of coherent light. The transmitted amplitude is trans-
formed by a lens to produce a two-dimensional intensity distribution that is proportional
to the signal power spectrum arranged in a multiline format, one coordinate correspcrding
to coarse frequency increments and the other to fine tuning; in other words, the high reso-
lution spectrum is folded into many horizontal lines (in Figure 1) in the same manner that
the signal is folded into many vertical lines on the recording medium.

An analogous two-dimensional time~integrating analyzerf2) is shown in Figure 2, config-
ured as the space-integrating system of Figure 1, except that the recording -ecium is
removed and the scanning, modulated light is transformed by a lens to a modulated plane
wave deflecting in two directions at a detector array plane. Here it interferzs with a
constant, uniform reference wave incident from an oblijue angle. The signal, without a

i

Figure 2. Two-dimensional coherent
time-integrating spectrum
analyzer.

bias, modulates the amplitude of the light at the AOM, rather than the intensity, with the
result that the time-integrated energy distribution in the detection plane after a full
frame is the amplitude spectrum. This technique of recording the spectrum is equivalent to
recording an off-axis Fourier transform hologram of the transparency generated in the
space-integrating technique of Figure 1 while scanning it with a focused spot rather than
illuminating it all at once, as in Figure 1. The time-integrated spectrum is an amplitude
spectrum on a spatial carrier, still maintaining all the phase information, that may be
electronically demodulated. The exposure in the detection plane of the space-integrating
analyzer is a power spectrum, requiring no demodulation; if an amplitude spectrum is
desired, an off-axis reference wave, as in Figure 2, may be added, producing a Fourier

transform hologram of the signal transparency, with precisely the amplitude spectrum dis-
tribution as that of Figure 2.

The time-integrating technique can be viewed as a heterodyne detection technique in

DETECTION
PLANE

e
C'ICK,lIi C,

Figure 3. Two-dimensional coher-
ent time-integrating
spectrum analyzer with Aow
separated signal and f;;>
spatially distributed
local oscillator refer-
ence waves.
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detection plane, the frequency of the local oscillator being a function of the coordinate
of the point.‘zs Figure 3 is another optical scheme for a time-integrating analyzer; while
Figure 2 was designed to illustrate the close relationship between time-integrating and
space-integrating techniques (Figure 1), the rearrangement of Figure 3 is meant to help
clarify the concept of the distributed local oscillator by creating a physical, correspond-
ing to the mathematical, separation of the signal and the local oscillator reference.
relevant term in the power density integrated over time T, at the detector nlane can be

which the signal is detected by comparison with a local oscillator at every point in the ]

The

written !
T2/2 -
E(x,y) -/ S(t) R(x,y,t) dt. (1)
=T/2
The precise form of the local oscillator R(x,y,t) is discussed below. -l
Hybrid Spectrum Analysis
The above two approaches to high resolution spectral analysis exhibit different perfor- ;(
mance bounds and implementation requirements. The TI technique

does not require a record-
ing material for intermediate signal storage or the associated dual optical system (for

recording and reading). Since the AOM is used in the intensity modulation mode in the i

space-integrating system, it has only half the bandwidth capability as the same device in

the time-integrating system. 1In wide bandwidth applications a device with a low figure of -
merit (such as LiNbO3) must be used because of acoustic attenuation. However, in a space-

integrating system the requirement to drive the AOM with a bias at the linear region of the - 1
diffraction efficiency versus drive voltage curve may be impossible to meet. On the other .‘
hand, spatial integration is capable of providing much higher signal levels at the detec-

tor, and the power is localized to the signal area, whereas the presence of a signal in the
time-integrating scheme contributes a bias to the entire detector. The significance of .
this is that the presence of a strong, but perhaps uninteresting, signal does not interfere ; i
with the detection of a much weaker signal that is not overlapping in fregquency. The light i
power incident on the signal transparency can be increased to bring a weak signal into the .
dynamic range of the detector, allowing the strong signal to saturate. This cannot be done
with a time-integrating system because a strong signal adds a saturating bias to the entire
detector plane. (The important considerations of dynamic range improvement by heterodyne
detection compared with direct detection do not qualify this observation if, for comparison

purposes, a constant off-axis reference wave is added to the space-integrated spectrum at
the detector.)

me—

A hybrid spectrum analysis technique that succeeds in combining the above important fea-
tures of space-integrating and time-integrating architectures is illustrated in Figure 4.
Two important features distinguish this arrangment from that of Figure 3.

First, the opti- .

cal aperture of the AOM has been increased (to become an AOBD, by our definition), thus 3

generating, by spatial integration, an amplitude spectrum at the detection plane. Second, .
the reference wave has been redefined to be the Fourier transform of the wave diffracted X
|
: |
|
DETECTION .

rLANE

PR

Figure 4. Two-~dimensional coher-
ent hybrid spectrum
analyzer.
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COHERENT OPTICAL HYBRID TECHNIQUES FOR SPECTRUM ANALYSIS

from the AOBD that is driven by the fast axis periodic chirp. The form of this is given
below, but whatever form the reference wave takes, the relevant exposure term is

/‘T2/2
E(x,y) = A(x,t) R(x,y,t) dt , (2)
~T2/2
where
- ]
A(x,t) =[ e12MEE y(g1) sinc 7T (avx-f') af’ (3)
-oC

is the signal, spatially distributed according to its amplitude spectrum, the estimate of
which is limited by the delay time T) of the ADOBD. v is the acoustic velocity, a = 2n/)F,
X 1s the optical wavelength and F is the focal length of the transform lens.

Spatially Distributed Local Oscillators

The reference wave of Figure 4 can be described(S) by

Rix,y,t) = etk* 5 o 12WIp+ (/DN I/ TA) o500 ar [@fx/D)- (p/T ), £, € /T, < £40F (4)
F
where k is the wave vector of the spatial carrier, f) is the minimum chirp frequency ancd Af
1s the chirp bandwidth. (Unimportant cuadratic phase factors have been omitted for simpli-
city.) The frequencies f] to f1+Af are assumed to lie in the Bragg bandwidth of the AOBD,
and the chirp period is equal to the delay time T;. The distributed local oscillator des-
cribed by Eguation 4 and illustrated in Figure 5 is seen to consist of an array of grid
lines, each «rid line having width 1/T; and frequency (p+(y/D}]/T;.

Vigure 5.

Representation of a
two-dimensional dis-
tributed local oscil-
lator reference ampli-
tude. A periodic
chirp is optically
Fourier transformed ir
the x direction.

Let us now return to the reference wave of Figure 3 and consider the effect on the light

amplitude of the chirp drive for the fast axis only. Considering the periodic chirp func-
tion

e (t) = T eifatt=nTp? + b(t-nT))]
1 n

“n

rect t-nT;, a = 1A
T

TAF, b = 2nf, (5)
T

—

applied as a Doppler up-shift by the AOM and a down-shift by the AOBD, the net result is

R(x,t) = I e1[bx + 2axt-2anT] rect t-nT)] rect t-nTj-x/v, (6)
" T T

To render this in a more visible form, we define G(t-nT;) and use the identity

G(t-nTl) = rect t-nTl rect t-nT1-x/v = rect _X rect t-nT -x/gz. (7)
T, T, 2vT) ﬂqT%DV
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With Equation 7 and the transform relationship

0
) ; P
F(f) =/ el2"EtG (t)at = rect _x elznfx/zv['l‘l'lﬂ] sinc "'f[Tl’R;l]r (8)
-0 2vT b
1

Eguation 6 can be written, after some manipulation, as
i i -3 ax _ P
R(x,t) = elPX * 12axt/v'§ Fl2X - %3 e 1zv[ﬂv Tl]t (9)
T ™

If we now include the y deflection, neglecting any periodicity, substitute the explicit
form for F (again omitting an unimportant quadratic phase factor), and include an angular
offset, the two-dimensional spatially distributed local oscillator becomes

R(x,y.t) = e & e

ikx i21l[p+(y/D)]t/T1 x . Afx X
z [1'|VT_I ] sznc{ﬂ‘l[ 5 p][l-lm']}, o< x <p. (10)

Equation 10 represents a two-dimensional distributed local oscillator that is characterized
by degradation in high frequency resolution when the fast axis AOBD is driven at high chirp
repetition rates. As illustrated in Figure 6, the uniform modulus reference wave is com-
posed of a set of grid lines (labeled by p), with spacing 1/T; having frequencies
[p+(y/D)]T;, as does the distributed local oscillator of Ecguation 4, represented in Figure
5. However, the width of a grid line is larger by a factor [l-(x/vTi)]-l and the peak is
lower by {1-(x/vT;)]. Noting that the opticai aperture D is equal to |v|t, where 1 is g?e
acoustic transit time cf the cell, the line width degradation factor is {[1l-(x/D) (r/T1)] ~.
The ratio 1/T)} is the fraction of the chirp that is within the AOBD aperture. As the chirp
period T; approaches t the grid lines get broader. This spreading results in an ambiguity
at higher frequencies due to overlap or crosstalk onto neighboring frequency locations in
the coarse freguency direction, observed as ghost signals in a measured signal that are
separated by N; resolvable elements (where N, the time-bandwidth product in the y direc-
tion). A constraint is, therefore, placed on the chirp period, and in turn on the band-
width and resolution of the system. A ratio Tj}/t = 4 corresponds to a 33% spread at the
maximum frequency, or about 10 dB crosstalk suppression at a nearest neighbor peak. If we
choose this to be the maximum allowable error, then the bandwidth to which the AOBD must
respond (N}/T1) is four times larger than the system bandwith (Nl/Tl)-

Figure 6.

Representation of a
two-dimensional dis-
tributed local oscil-
lator reference ampli-
tude. A periodic
chirp is imaged in the
x direction.

System Design and Performance Considerations

The preceding discussion of distributed local oscillators serves to illustrate one of the
benefits of utilizing the Fourier transform oromerties of lenses with svatially modulated
coherent light. Specifically, the full bandwidth canability of acousto-optic devices can be
exvloited. As an illustration of the operational limitations involved in using acousto-
optic cells, Figure 7 contains some tradeoff curves relative to some reoresentative mater-
ials. The solid lines represent rather soft uobper bounds to the time-bandwidth oroduct as
a function of bandwidth, assuming a device bandwidth to center freauency ratio of 0.5, and
limited by acoustic absorption. An acoustic attenuation of 3dB over the optical anerture
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Figure 7. Acousto-optic device )
tradeoff curves for ~
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ials. Solid lines de-
fine acoustic attenua- Voo

tion bounds. (TeOj)( 2
and (TeO,)g represent, [
respectively, the long- o
itudinal and slow shear | )
modes of TeO;. w
w i Rt //
o L4 "’
o / /
/
t /1 J/ 1/
0.1 Mtz 1 ALl 100 10Mr

at

was assumed here. The dashed lines are lines of constant cell length: 30mm remresents a
practical upper limit in most cases. Figure 7 does not mretend to summarize all the con-
straints involved in fabricating acousto-optic devices, even for the materials revresented,
but to provide a reasonable basis of discussion of the omerating regions of devices that
might be realized for the systems we are presentlv considering.

As an example, a LiNbO3 AOBD with 1 GHz bandwidth and time-bandwidth prcduct of 103 is
within the realm of existing technology, and may be used to implement a 1 GHz spectrum ana-
lyzer only if the distributed local oscillator is of the spatially transformed chirp varie-
ty in the fast axis direction (Equation 4). The number of resolvable frequencies of such a
system would be 10® if the slow axis factor to the two-dimensional local oscillator was
implemented as an imaged AOBD (rather than optically Fourier transformed), using a 25mm TeO,
device in the slow shear mode with a chirp bandwidth of 25 MHz. The slow chirp period would
be 1 ms, so that Ty/t = 25 for the slow axis device, large enough to avoid significant chirp
fill time effects.

As a general rule the diffraction efficiency of an AO device, for the maximum rated drive
power, decreases with the bandwidth of the device, at least in the high frequency region.
Requiring a device several times wider in bandwidth than the signal to be analyzed could be
a significant factor in optical power considerations. This is especially true where a change
in acousto-optic material is involved. For example, a 120 MHz system with 700 resolvable
frequenc:es 1n the coarse direction could be implemented with a 25mm TeO7 device operated in
the longitudinal mode in a hybrid system. A purely time-integrating system would require
about 500 MH? ?f device bandwidth, imolyving a LiNbO3 AOBD, a material with a much lower fig-
ure of merlt,6 and, as a result, lower optical efficiency.

Hybrid systems retain an important characteristic not shared with purely time-integration
spectrum analysis; very weak signals can be detected in the presence of strong signals no*
overlapping in coarse frequency lines by raising the laser power incident on the signal
AOBD, permitting the st ong signal to saturate its line and raising the power of the weak
signal into the dynamic range of the detector. 1In addition to the optical efficiency gains
resulting from device bandwidth considerations, a large gain in efficiency in the signal
path of the hybrid system of Figure 4 is achieved by concentrating the signal light into the
spectrum, rather than distributing it uniformly over the detector.

The coherent hybrid approach, like the purely time-integrating technique, avoids the
necessity of using an intermediate recording medium and associated optical readout com>li-
cations. On the other hand, such recording media could be used in the detection vplane to
produce an intermediate recording of the amplitude spectrum, with real-time optical demodu-
lation. This optical demodulation by coherent illumination and spatial filtering provides
the two-dimensional detector array with the power spectrum, decreasing the number of
required array elements bec?Bss)of the absence of the carrier, and permitting multi-frame
time-integration detection.'“’ (It should be emphasized that when recording media are
used in the detection plane of hybrid systems the bandwidth advantages of such architectures
are retained.) There is a degree of versatility of detection techniques therefore associa-
ted with time-integrating and hybrid schemes, a fact that may be of some significance in the
wide bandwidth applications we are addressing, where the state of the art in detection hard-
ware is presently the limiting implementation problem,
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Summary

The hybrid approach to the two-dimensional coherent spectrum analysis combines some
important features of space-integrating and time-integrating techniques. Smatially trans-
formed periodic chirps provide a distributed local oscillator that permits time-integration
detection at the full bandwidth of acousto-optic devices. The range of detectable signal
levels can be extended well beyond the instantaneous dynamic range of the detector because
of the spatial separation of the light energy in the spectrum. This spatial spectrum also
results in higher optical efficiency: overall efficiency is improved further by permitting
the use, for the same system bandwidth, of acousto-optic devices of lower bandwidth and
therefore, higher achievable diffraction efficiency, a reflectjon of the tradeoffs involved
in the performance of such devices. Some versatility exists in the methods available for
optical detection, the aspect that presents the most difficult implementation problem for
wide-bandwidth systems.
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Time integrating optical signal processing
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Abstract. Time integrating acousto-optic processors realize
flexible, multipurpose complex signal processing architectures
based on correlation algorithms. One- and two-dimensional
techniques are presented including examples of spectral
analysis and ambiguity function processing. Noncoherent opti-
cal processor implementation using interferometric detection
with electronic reierence is described and experimental results
are given.
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1. INTRODUCTION

Optical techniques for linear signal processing lend themselves
naturally to large time-bandwidth product operations due to the
high degree of parallelism found in optical systems. Parallel optical
signal processing has traditionally exploited spatial integration' ?
to realize tunctions such as filtering and spectral analysis. In this
manner. the potential time-bandwidth product, or number of
cycles integrated, is proportional to the large number of degrees of
treedom of the optical system, though a practical limitation is
imposed by input and output devices such as .ught modulators and
detectors.

Integration in time rather than space may be used to realize ex-
tremely large time-bandwidth products. Time inte; - ating techni-
ques have recently been generalized for one- and two-dimensional
complex signal processing.”* [nterest in time integrating techniques
has resulted due to the attractive device technology as well as flexi-
bility of time integrating algorithms, An important consequence of
time integrating techniques is the ability to operate on signals with
very large time-bandwidth product without having to store the
entire time history as a spatial record. Therefore, an important
class of two-dimensional and multichannel processing algorithms
may be performed without requiring two-dimensional spatial light
modulators. Acousto-optic devices and charge coupled image sen-
sors are particularly well suited for time integrating processor
implementation. Further, these signal processing techniques may be
realized with either coherent or noncoherent optical systems.

The optical signal processing architectures discussed in this
paper are based on acousto-optic or other traveling wave input
modulation devices. Time integrating optical correlators were first
demonstrated using translating optical masks,*® and scanning
detector systems.” '° In signal recording applications, time inte-
grating techniques have been used to compensate Doppler shift."' '
Time integrating correlator implementation has been demonstrated
using acousto-electric surface wave technology.' Acousto-optic im-
plementations of one-dimensional time integrating correlation and
spectral analysis have first been introduced by Montgomery,™
Sprague, and Koliopoulos.!* Two-dimensional time integrating
techniques were introduced by Kellman® ¢ and Turpin.® In this
paper, time integrating acousto-optic signal processing is reviewed,
and the concept of interferometric detection with electronic reference
is described. These techniques are generalized for complex computa-
tion, and examples of spectral analysis and ambiguity function pro-
cessing are given.

This paper is organized as follows. Time integrating correlation
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is reviewed in Section 2 and interferometric implementation with
electronic reference is described. Time integrating spectral analysis
by means of the chirp algorithm is described in Section 3, and the
experimental result of a noncoherent optical implementation is
given. Two-dimensional processing is presented in Section 4 and
examples of ambiguity function processing and spectral analysis are
given in Sections 5 and 6.

II. TIME INTEGRATING CORRELATION

The one-dimensional time integrating correlator is reviewed. Con-
sider the optical realization shown conceptually in Figure 1. The
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Figure 1. Time integrating correlator.

light source is temporally modulated by a signal, s,(t), to produce
an output intensity I,{t), which illuminates an acoustic delay line
light modulator. A second signal, s.(t), is introduced into the
acoustic cell, which spatially modulates the source intensity by an
amount denoted by [,{t —x/v), where x is the spatial dimension and
v is the acoustic velocity. The acoustic signal is schlieren imaged
onto a linear photodiode array; the intensity distribution in the
image plane is given by the product I,(t)I,(t —x/v). Distinction be-
tween coherent and noncoherent optical system implementation
and interferometric versus noninterferometric detection will be
described.

The charge integration, directly proportional to exposure, is
performed by detectors at discrete positions, x;. The resultant out-
put voltage at the ith detector element is theretore:

Ryulr) = 5 LOL(t—x;/v)dt 1)

where 7; = x;/v, and T, the integration time of the detector, is set
by the timing of the charge transfer readout register. This is the
desired correlation, where I, and I, are directly related to the input
signals s, and s,. Several modulation/detection schemes may be
employed in order to achieve a linear relationship.

The range of relative delay between input signals is limited by
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the acoustic delay length, and the integration time is set by the
detector readout period. The correlator time-bandwidth product,
BT, may therefore be larger than the delay line time-bandwidth
product, Br, since the integration time period may be longer than
the acoustic delay. In spatial integrating correlators, '* the integra-
tion period is determined by the acoustic delay; in configurations
employing fixed reference masks, the range of relative delay is
unlimited, however, in correlators with acoustic reference, the
range is limited to the acoustic delay. Long integration and flexibil-
ity of variable integration are achieved with the time integrating
approach.

The achievable processing gain is limited by the correlator
dynamic range which is determined by the detector dynamic range
and the signal-to-bias ratio. The signal-to-bias ratio depends on the
light intensity modulation depth. Detector dynamic range is limited
by saturation and is defined as the ratio of saturation level to rms
noise. The processing gain and dynamic range can be extended,
however, by post-detection digital integration.

In all approaches to time integrating optical correlation, the goal
is to achieve a term in the detected light intensity that is propor-
tional to the product of the input signals. Acousto-optic devices
modulate optical phase, thus are basically nonlinear modulators of
electric field amplitude or intensity. However, linear electric field
modulation is approximated at low diffraction efficiency (depth of
phase modulation). Linear intensity modulation is approximated
by operation with an optical bias at high diffraction efficiency (x/4
phase shift) and a small signal modulation depth. This latter techni-
que has been exploited by Sprague and Koliopoulous.'* Inter-
ferometric detection may be used when acowusto-optic modulation
of electric field is linear. In one implementation, a coherent optical
reference beam is used for interferometric detection. Another im-
plementation is described that uses an electronic reference to realize
interferometric detection with either coherent or noncoherent light.
This approach is realized by adding a reference oscillator signal to
the acoustic modulation, rather than using a reference beam with
separate optical path. The basic difference between the coherent
and noncoherent implementation is the spatial and temporal diver-
sity of the illumination. Tolerance to angular and wavelength
dispersion is determined by the acoustic diffraction and the Bragg
condition. The magnitude transfer function, MTF, is related to the
illumination and acoustic field by convolution of their angular
spectrums.

In the interferometric schemes, it is assumed that acousto-optic
modulation of the electric field is linearly proportional to the drive
voltage, and that the imaging optics pass only the first diffraction
order. This condition is approximated at low diffraction efficiency.
Third order intermodulation may be in band and may contribute to
the output. In special cases, these terms time-integrate to zero.

The implementation described uses an internally modulated
diode source as shown in Figure 1. A reference oscillator signal is
added to the acousto-optic deflector input with a frequency that is
offset from the signal modulation; in addition the illumination
source must be modulated on a carrier with equal frequency offset.
Both single and double sideband modulation are analyzed.

The image intensity distribution, 1, is given by the product of
the source modulation, I,, and acousto-ogtic modulation denoted
by I, = E,'* where E, is the complex electric field modulation.

Wt = Lt -xrsv) . (2)
For double sideband modulation

Lotr = AL+ v2m,s,(t) cosi2afet] ]

Foro= A 1s v2m,s,(t)e 12t JeiZtct

[ U

C ALY+ 2mistit 4 22mus,(ticos|2xfot )] 3)

TR

« the trequercy difference between the reference

oscillator at f and the double sideband suppressed ca:rier modula-
tionat f. + f,. The +1 diffraction order is passed by the imaging
optics. A, and A, correspond to light intensity and diffraction effi-
ciency respectively: m, and m; are constants that determine the
modulation depth. It is assumed that signals s, and s, are
bandlimited to a bandwidth B (i.e., |S(f)| = 0,|f| > B). and have
unit average power. The spectrum of the input modulation is
shown in Figure 2. The device bandwidth is f, + B.

e = 0 8 -
4 ,
NP P
b) M
'0
[}
\
,/\W ..
[13] L —
'c 'c"o

Figure 2. Spectrum of {a) input signal, (b) diode source modulation, and
{c) -optic defl dul for DSB sxample.

For f, > 3B several cross terms effectively integrate to zero and
the output becomes approximateiy-

R(r)= AA,[T + 2m}s gs;«- ridt
+ 2mym,cos(2xf,7]e Ss,(l)s,(t - 1)dt} (4)

where 7 = x/v. The first two terms are bias and the last term is the
desired correlation on a spatial carrier, f,. The bias terms may be
eliminated through filtering. The ratio of signal-to-bias for maxi-
mum correlation is given by 8 = 2m,m,/(1 + 2mj).

For single sideband (SSB) modulation the bandwidth require-
ment is cut in half. The spectrum of the input modulation is shown
in Figure 3. For f, > 3/2 B the output correlation is approximately:

R = AA{[de+mif[sitt- 0+ 3e-n]de

+ 2m;m,(R,y(7)cosi2xfor]+ R u(1)sin[2'kfo‘r])} (5)
/
[£Y] 0 i
T AA N
) ;
k) 'c 'c + 'o

Figure 3. Spectrum of (a} diode source dut
optic deflector modulation for SSB '

where R,,(7) is the desired correlation and R,; is the Hilbert
transform of R,;(R,; = R}. The desired correlation R,; may be
synchronously detected.

Complex correlation using real computation is described in the
following. In general, calculation of complex multiplication or cor-
relation requires four real operations. Alternatively, frequency
translation may be utilized to realize complex correlation with a
single real correlator at the expense of bandwidth. The time inte-
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grating spectrum analyzer described in the next section is an exam-
ple of complex correlation by this method. Further advantage of
correlation at a carrier frequency is the ability to filter the desired
correlation from additional bias terms. The expressions for com-
plex correlation are derived in the following.

Define the correlation between complex signals x(t) and y(t) by:

ny(ﬂ = <x(tly*(t—7)> (6)
where

x(t) = XR(t) + ixl(t)

yt) = ypl(t) + iy(t)

and < +> denotes ensemble average.

ReIny('r)l = <xgltlyglt=7)> + <xt)yy(t—1)>

Im[R, (1= — < xglty(t ~ 1) > + <x{thyg{t—7)>. J)
Consider the real correlation between xo(t) and y.(t),

Rx.,y., (1) = <xolt)yolt—7)>

Xo(t) = Refx(t)ei2etet | (8)
yolt) = Rely(v)eiz=iet |
where x(t) and y(t) are bandlimited with bandwidth B, and f, > B.

Ryy (M = % Re{ny(T)eiZﬁ"I . 9

Cross products at the sum frequency 2f, average to zero for f, >
B. Thus, the correlation between x, and y, is at a carrier frequency
fo. with carrier phase modulated by the phase of ny, and envelope
equal to the magnitude of R,,. The real and imaginary parts of
ny(r) may be derived from l¥x°y° by synchronous detection (in
quadrature).

1. TIME INTEGRATING SPECTRAL ANALYSIS

An approach to real time optical spectral analysis of electrical
signals that uses a time integrating, rather than spatial integrating,
version of the chirp z-transform, is described. The large time-
bandwidth correlation is accomplished by means of the correlator
described in the previous section. A time integrating architecture
for correlation and spectral analysis, using oppositely traveling
acoustic waves, has been described by Montgomery.'* For time
integrating realizations, frequency resolution is determined by the
detector integration period, rather than the acoustic delay length,
therefore, higher resolution can be achieved than by spatial integra-
tion. Variable resolution is attainable through variable time inte-
gration. Use of intensity modulation leads to detection of the
magnitude spectrum rather than the power spectrum which yields a
considerable increase in dynamic range. This approach to spectral
analysis achieves a flexibility not readily achieved by coherent opti-
cal spatial methods. The chirp algorithm,'”'* is reviewed, and the
real implumentation is discussed.

The Fourier transform integral

Stf) = Ss(m*ﬂ'f' dt (10)
may be rewritten as

Sif) = e [seim ert an
by expressing fot as 11[f? + t* — (t—£)?]. The complex realization is

shown in Figure 4. The post-phase weighting may be ignored if
only the magnitude or power spectrum is required. This realization
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Figure 4. Complex realization of chirp algorithm.

converts the integral transform to time invariant filtering of a
preweighted signal, followed by post-weighting.

The chirp algorithm may be realized with a single real correla-
tion by translating the real chirp to a carrier frequency, f,, greater
than the signal analysis bandwidth, B. The desired difference fre-
quency is translated to baseband, and the sum frequency is an out-
of-band chirp that integrates to zero. The product of the difference
frequency, which is a linear function of delay, and the input signal,
is integrated, producing the Fourier transform. The magnitude
spectrum corresponds to the detected envelope. The phase
modulates the spatial carrier and may be detected as well, resulting
in a complex output.

Frequency resolution of this spectrum analyzer is inversely pro-
portional to the detector integration time, T. The resolution is not
set by the acoustic time delay which typically limits the use of
acousto-optical processing to wideband analysis. A wide range of
integration times are easily realized (0.1-100 msec) using self-
scanned arrays of moderate size (e.g., 1024). Integration time
periods can be extended by means of electronic accumulation.

The delay line length, 7, and the number of detectors, N, set the
delay, Ar, between detector elements in the image plane. This
determines the chirp bandwidth B’. The required resolution or inte-~
gration period fixes the chirp rate, a, (see Figure 5). The spatial
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Figure 5. Instantaneous frequency of chirp.

bandwidth equals the chirp bandwidth, B’, plus carrier frequency,
fo. Let k be the number of samples (detectors) per cycle of the
highest frequency (k = 2 for Nyquist sampling), and define k' as
the ratio of frequency offset to chirp bandwidth, f,/B’. The above
relationships may be written as:

N= kif; + B)r
a=B/T=B/r
k' =f/B 21. (12)

The time-bandwidth product is, therefore
BT = N/k(1+k’) < N/4 . (13)
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The dynamic range is limited by detection noise. If there are M
distinguishable levels in the output voltage between the noise floor
and the photo element saturation value, and if 8 is the maximum
ratio of signal-to-bias, then the dynamic range in dB is given by 20
logis MB/(1+ 8), since incident exposure is directly proportional to
spectral magnitude. This results in a considerable increase in
dynamic range as compared to coherent optical power spectral
analysis in which incident exposure is related to spectral power
density and the dynamic range is given by 10 log,,M.

An experimental breadboard was constructed using a non-
coherent implementation with a light emitting diode source. The
modulation was double sideband and the chirps had octave band-
width (k'=1). The correlator output for a sine wave input is shown
in Figure 6. In this photograph the envelope is observed since the

Figure 6. Time integrating spectrum analyzer output.

exposure covers multiple integration periods in which the signal
phase is changing. Parameters of this example were: N = 1000,
=40 psec, B'=2.5 MHz, T=2 msec, BT=100, k=5, k'=1. The
signal-to-bias ratio, 8, was 20% and the detector dynamic range
(peak to rms) was M =1000. The dynamic range observed was 40
dB (BM/2) since the bias was set at M/2 rather than optimized at
M/(1+¢). The dynamic range is 3 dB greater using SSB input
modulation.

IV. TWO-DIMENSIONAL PROCESSING

Two-dimensional integral transforms, for which the kernel is
decomposable in the proper way, may be implemented by time
integrating optical processing. Two important examples are am-
biguity plane processing and spectral analysis.

Consider the optical realization shown conceptually in Figure 7.
The optical train has a modulated illumination source, two acoustic
delay line light modulators, and a matrix array of detectors. This
configuration may be employed for several functions, determined
by input signal and reference waveforms. It is assumed throughout
this discussion that two-dimensional processing is applied to either
very long one-dimensional signals or to two-dimensional signals
le.g.. imagery) that are in raster format. In this way, the input will
be a function of one variable, t; the output R(7,,7,) is a function of
two variables.

The light diffracted by the first acousto-optic modulator A01, is
diffracted by the second, A02, in an orthogonal direction. Both
acoustic signals are imaged on the detector plane. The desired
image plane intensity distribution has a term proportional to the
product of acoustic signals, s,(t—7,)s,(t~7,), where r,=y/v and
7,=x/v are time variables. The resultant detected output voltage is
proporticnal to the integrated charge as in the previously described

———— e ——

MODULATED
SOURCE

L4

3 ( '

Rirg [P fs,,ms,u oSl -

ity rg) #

Figure 7. Two-dimensional time integrating optical processor.

correlator. This structure implements integrals of the form:

Rir,.m) = S solthsy(t— 7,)s,(t — 7,)dt . (14)
r

In this configuration, all signals are real. In order to perform
complex computation, similar considerations apply that were given
for one-dimensional processing.

Hybrid realizations that use a combination of spatial and time
integration can be used to implement a variety of other operations.
An example of spectral analysis utilizing spatial integration for
coarse resolution and time integration for fine resolution is des-
cribed by Bader.**

The two-dimensional time integrating optical processor may be
implemented with several modulation/detection schemes. A
description of a coherent optical implementation using an inter-
ferometric optical reference has been given by Turpin.® Non-
coherent implementation using an intensity modulated light emit-
ting diode offers immunity to noise suffered in coherent imaging.
Noncoherent optical implementation using a reference oscillator
for interferometric detection may be used to realize complex opera-
tion. Input modulation must be designed such that undesired terms
are out of band.

The next examples demonstrate the strength of two-dimensional
time integrating processors.

V. AMBIGUITY FUNCTION PROCESSING

Ambiguity function processing is important in resolution of delay
and Doppler uncertainty. In application to radar signal processing
or external signal parameter measurement, delay and Doppler are
often time-varying. An ambiguity function snapshot is therefore
desirable. A noncoherent optical parallel processing implementa-
tion for achieving such a snapshot is given in this section.

This example utilizes the 2-D optical system shown in Figure 7
which was generalized in the last section. The cross ambiguity func-
tion between complex signals x(t) and y(t) may be defined as

T
Axy(rf) = S x(t)y*(t—rle-izrit dt (15}
o
where the variables 7 and f may be interpreted as delay and Dop-
pler, respectively. A real implementation of the complex cross-
ambiguity function is described that uses the architecture of Section
4. The spectral analysis operation is performed using the chirp
algorithm. Complex correlation was derived in Section 2 and is
easily extended to two-dimensional computation.
Define the complex input signals so(t), si(t), and s,(t) by

so“) - x(t)e"‘""
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s;(t) = y*(t)
(1) = ™ (16)

and consider the interferometric implementations of Section 2 with
electronic reference. In the case of complex inputs, the intensity
modulation is given by

Io(t) = Ao[1+v2moRe[so(t)ei2™} ]
Lt = A[1 + 2milsi(0)]7 + 2v2mRefsi(t)eZmt} |
I (t) = A,[l + 2m;}|s,(t)]* + ZVZm,Re{s,(t)e“z"“” a7

where double sideband modulation is assumed. The integrated
intensity, R(r,,7,),

T
Rir.1) = S Lo(OL (t — 7 (t = 72)dt (18)

0
contains the desired ambiguity function term,
Re[ Axy(.,huh)e—illt(f.n =) + atril} ) (19)

which is at a carrier frequency and may be filtered from other
cross-product terms. The quadratic phase term may be cancelled
through post-detection weighting. The variables 7, and 7, corres-
pond to delay and Doppler respectively. The Doppler resolution is
commensurate with the integration time; the analysis bandwidth is
determined by Eq. (13). A coarse resolution may be maintained
during a signal acquisition period, and a higher resolution zoom
can be achieved by longer integration. Multiple correlation peaks
or targets can be processed simultaneously since a linear system
implementation is used.

Ambiguity function processing was demonstrated using the
noncoherent optical implementation shown in Figure 7. Devices in-
cluded a Hitachi HLP-20 light emitting diode, Fairchild SL62926
charge coupled device image sensor, and Isomet acousto-optic
devices. The diode has a 30 MHz 3 dB bandwidth and was biased at
an average optical power of approximately 10 mW. The image sen-
sor has 380X 488 elements and was operated with an integration
period of 33.34 msec. The acousto-optic devices have a 30 MHz 1
dB bandwidth and S0 usec delay. Chirp waveforms of very large
time-bandwidth product (BT <2!"=524,288) were synthesized
digitally. The delay range was limited to 3627 usec (4:3 aspect
ratio) to increase the signal bandwidth. The image plane sampling
was, therefore, 380+ 36 usec = 10.6 MHz in one delay dimension
and 488 + 27 usec = 18.1 MHz in the other dimension. The overall
system frequency response (MTF) was approximately 3 dB lower at
the Nyquist limit (2 samples per cycle) 5 and 9 MHz, respectively.
An example ambiguity function of a short psuedo-random code is
shown in Figure 8. The Doppler range was 1-3.5 kHz determined by
the chirp rate. The code repetition period was 6.2 usec (31 length, 5
MHz rate), therefore, 4 correlation peaks are evident in the am-
biguity function; the Doppler was 2 kHz. The time bandwidth pro-
duct was 5 MHz X 33.34 msec = 166,700. No post-detection pro-
cessing has been applied to the output video. A signal dependent
bias variation, proportional to the pairwise cross-correlations be-
tween inputs, has not been filtered. The image has several
blemishes due to the CCD camera. The sensor dynamic range is
approximately 60 dB, and the maximum signal-to-bias ratio was
25%: the resultant input signal dynamic range was, therefore, 48
dB.

V1. SPECTRAL ANALYSIS
A noncoherent optical time integrating approach to two-

dimensional complex spectral analysis is described. This method i~
an extension of the technique described for one-dimensional
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Figure 8. Ambiguity function for short code.

analysis. Very large time-bandwidth (greater than 10°) spectral
analysis of electrical signals can be performed using this time
domain approach, without requiring storage of the signal. Spectral
analysis of raster scanned video imagery can be performed as well.

The optical system (Figure 7) described in the last sections is
used in this example as well. The algorithm is implemented with
three reference chirp waveforms. The source is modulated with the
input signal, which is premultiplied by a chirp, and the other chirps
modulate A01 and A02. The chirp rates are chosen such that the
product of the three chirps result in a temporal sine wave, with fre-
quency that is varying from pixel to pixel on the detector array.
Each detector element integrates the product of this sine wave times
the input signal, and, in this fashion, produces the spectrum. The
frequency difference between output lines in one dimension is
taken to be N times the frequency difference between lines in the
other dimension, where N is the number of detectors per line. For a
square array, the number of spectral samples is proportional to N2,
The technology is currently limited by detector array size, and
detector readout rate.

A two-dimensional chirp algorithm with three complex
reference chirps is described next. The real implementation is per-
formed with frequency offset chirps, similar to the previous
examples. Define the transform (optical processor output) by

NT/2

R(r, 1) = S s(tja(t)b(t — 7,)c(t — 7,)dt 20)
2

where
a(t) = Ee-ial(!-nT)l rect t—nT
n T

b(t) = eiam/N recy(t/NT)
c*(t) = a(t) b(t) . (21)

Waveforms a{t) and c(t) are periodic chirps with period T and chirp
rates a and a(N—1)/N, respectively. Waveform b(t) is a low rate
chirp with period NT and rate a/N. The chirp rates are chosen such
that a constant difference frequency, f = afr, + (N-1)n:[/N, is
generated by the product a(t)b(t—7,)c(t—~17,), Frequency discon-
tinuities occur during intervals nT < t < nT + 7, due to the chirp
transition traversing the acoustic delay aperture. This effectively
reduces the integration time by the factor (T —r,)/T. However, this
may be completely compensated by increasing the chirp band-
width. This effect is ignored in the following analysis, thus

'Eﬁ‘,—'";;
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atb(t~7))clt~71;) =

Ee ithcmTr. ~-2rat{r, + (N-1ir,i/N+ 0(1..1.)'
n

-r!ct(t_.;lr)nct(i:.—r) (22)

where
#(r.m) = ax[7; + N-D7] )N |

The spectral phase weighting, ¢(r,,7,) may be compensated post-
detection. Equation (20) becomes

Rr,, ) = & [NT sinc(Tf) S[f-afr,+ (N-1mIN]

. Esinc[ NT(f+ ar,— n/T]df . (23)
n

As evidenced by the term S|la(r, + (N—1)r,)/N], the variables 7,
and 7, may be interpreted as fine and coarse frequency, respec-
tively. Integration over N chirp repetitions has created a comb sam-
pling along the coarse frequency axis, with comb samples a func-
tion of the fine frequency axis. The spectral resolution is propor-
tional to 1/NT where NT is the total integration period.

VII. SUMMARY

Time integrating optical techniques for one- and two-dimensional
complex signal processing have been described. Signal processing
architectures utilizing actively generated reference waveforms such
as chirps realize a wide range of algorithms and variable time inte-
gration allows further flexibility. Particularly attractive is the
multipurpose capability of the time integrating optical processor,
e.g., the same optical system is used for both spectral analysis and
ambiguity function processing.

The technique of interferometric detection with electronic
reference was described. In this implementation, a local oscillator is
added to the acoustic modulation rather than a coherent optical
reference added to the image. This method, therefore, permits non-
coherent optical implementation, with the advantages of directly
modulated diode light sources and increased immunity to artifacts
of coherent optical imaging systems. The correlation is performed
at a carrier, thereby enabling complex operation. Furthermore, the
interferometric method circumvents the difficult requirement for
acoustic modulation at a high diffraction efficiency bias point, that
is necessary for linear operation in the noninterferometric techni-
que.

The optical implementation, utilizing acousto-optic input and
integrating image sensor output devices, creates a processor that is
highly compatible with signal processing systems. Such implemen-
tation affords very large time-bandwidth product signal processing
without the input signal storage requirement associated with spatial
integrating methods. The requirement for high resolution, large
dynamic range output image sensors becomes the key device limita-
tion. Acousto-optic devices are available with time-bandwidth pro-
duct much greater than the number of resolvable image samples.

The key attributes of time integrating techniques are summa-
rized in the following: extremely large time-bandwidth correlations
may be performed, independent of the device time-bandwidth pro-
duct; a flexible, multipurpose processor is realized by use of ac-
tively generated reference waveforms and variable time integra-
tion; an important class of two-dimensional algorithms, including
complex spectral analysis and ambiguity function processing, may
be performed without having to store the entire time history as a
spatial record; the system may be implemented with noncoherent
diode sources, acousto-optic devices, and integrating image
Sensors.
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Coherent hybrid optical processors

T. R. Bader
ESL Incorporated, Sunnyvale, California 94086

Abstract

Utilization of both space and time integration in acousto optic signal processing over-
comes some of the limitations of purely space integrating and purely time integrating
techniques. A one-dimensional configuration for coherent hybrid spectrum analysis is used
to show that this approach exhibits superior dynamic range characteristics, including a
unigue sidelobe suppression property. A coherent hybrid ambiguity function processor is
discussed to illustrate the important advantages that may be exploited by using both
space and time integration in delay-Doppler plane processing.

Introduction

Acousto-optic techniques are becoming increasingly attractive for wide band parallel
processing because of the real-time capability, the maturing system architectures and
components, and the potential for small size and low power requirements. Time integration
techniques '™“ in one and two dimensional systems have overcome some of the device-related
limitations by permitting long time processing for spectrum analysis, correlation,
ambiguity function grocessing and other two-parameter processes. Hybrid space/time inte-
gration approaches ~° have been shown to retain some important characteristics of space
integration and permit extended time processing by time integration. This paper presents
a summary of some recent results on hybrid space/time integration approaches to signal
processing. Two topics are addressed. First, some further considerations of coherent
hybrid spectrum analysis are presented, emphasizing aspects of system dynamic range. It
is shown that the combination of space and time integration leads to a superior performance
that makes this approach attractive even for vne-dimensionzl systems. Most noteworthy is
the vnique behavior of hybrid systems of suppressing sidelobes.

The second part of this paper extends the coherent hybrid approach to the generation
of cross ambigqguity functions. It is shown that the combination of space and time integra-
tion here also leads to superior performance in dynamic range and signal handling ability.

Spectrum Analysis

A relatively simple but highly successful application of acousto optics in signal pro=~ .
cessing is the familiar acousto optic power spectrum analyzer. This is referred to as
a space integrating technique because the Fourier transform integral is over a spatial
coordinate. The usefulness of such a technique derives from the fact that processing of
many channels is performed in parallel over a wide bandwidth. Important limitations
encountered with this approach are that the frequency resolution is limited to the inverse
of the acoustic transit time, the number of channels is limited to the time-bandwidth pro-
duct of the device, and the dynamic range is frequently severely limited by the detector
noise, since the detector senses the signal power.

Time-integrating AO technigues overcome these limitations by coherent detection of the
signal by many local oscillators distributed over the signal band. Here the complex
spectral amplitude is detected so that the detector noise is significantly less important.
The frequency resolution is the inverse of the integration time and is (along with the
analysis bandwidth) electronically scaleable. The number of parallel channels can be
extended in two dimensions to the product of the time-bandwidth products of two Bragg
cells. Time-integrating techniques, however, have their own limitations, including the
constraint to lower bandwidths and a dynamic range that degrades as the number of
occupied channels increases.

Previous stgdies *+‘ have shown that hybrid configurations utilizing both space and
gxme integration can retain important performance characteristics of both space and time
xntegya;inq approaches. Here we continue the discussion of hybrid spectrum analysis by
describing a one dimensional configuration, focusing on the characteristics that princi-
pally affect the system's dynamic range. Such a system is shown schematically in Figure 1.
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Figure 1. One dimensional coherent hybrid spectrum analyzer

Coherent light is diffracted from two Bragg cells, one driven by the signal and the
other by a periodic chirp, such that they are both Doppler-shifted in the same direction.
Both optical waves are Fourier transformed by a lens onto a detector array, where they
interfere to form a fringe complex. This fringe pattern is integrated over time T. equal
to the Bragg cell delay time. The resulting exposure is a sampling of the signal's am-
>litude spectrum on a spatial carrier determined by the mean relative angle between the
incident waves.

The signal in Figure 1 is assumed to lie in the band of the Bragg cell. If v is the
acoustic velocity, x is the coordinate in the detector plane and z is the coordinate
ir the Bragg cell driven by signal s t), the amplitude at the detector is

s : '
S(x,t) = jr s(t + z/v) e 2270%Z 4, chélz“f a(£') sinc 7T, (avx-£') At (1)
vT
1
b where u(f) is the signal amplitude spectrum, a = 1/)\F, A is the optical wavelength and F
is the focal length of the lens. Consider a CW signal of frequency f. Then
S(x,t) = 8S_e i2nft sinc le(uvx-f). (2}

The periodic chirp, unlike the time-integrating techniques, has a chirp length and

' period equal to the Bragg cell delay T,. 1Its bandwidth represents the system's analysis
bandwidth and can be as large as that Of the Bragg cell. The Fourier transform of the
light diffracted from this periodic chirp can be considered a local oscillator in the
detector plane that has a frequency that is a linear function of position on the array.
It can be approximately described, as shown in the Appendix by

; R(x,t) = R, 2 2TPt/Ty + 18P gine lelavx - p/Tll (3)
| P
E The normalized exposure after some time T, > T, is
T,/2 .
E(x) = ,-},- / IR(x, 01 ¥* 4 gs(x,t) 12 at
2 =T,/2
- |R°[2 + |8y 1? sinc?rT) (avk - £)

+ kaosofzg sincnT (£ - p/Ty) sinchl(avx - p/Ty)

x sinchl(avx - f) coslikx + v + Q(p)]). (4)

SPIE Vol 232 1980 international Optical Computing Conference (1980; 83




BN

-

-~ -

., - ‘ .

BADER

When T, = T, it can be shown that the Whittaker-sShannon sampling theorem leads to the

identi%y 1
:E eig(p) sincﬂTl(f-p/Tll sinchllavx-p/Tll
P

elﬂ(avxT1)+12ﬂvouvx sincﬂTllf-ava (5)

where v, = (f-fn?T /0f; £ and Af are the minimum frequency and width of the band.
Substitution of Eguation g‘into Equation 4 yields the signal term

E_(x) = ZIROSOI sincznTl[avx - f] coslkx + y + Q«avle)]. (6)

Thus the signal envelope, the peak of which is proportional to |[S_|, has a sinc2 form,
rather than sinc as in the time-integrating and space integratingotechniques. An important
consequence of this is that the sidelobes are down by a factor of two in dB compared with
those techniques. Sidelobes of the very bright zero order (undiffracted by the acoustic
wave) that extend into the signal band are similarly suppressed. This inherent sidelobe
suppression is the result of the combined effect of the localization of the signal illumi-
nation at the detector by spatial integration (i.e., the optical Fourier transform) and
localization of the interference fringe pattern by time integration. In real space
integrating and time integrating systems the profile of a spectral line is not actually a
sinc function but is modified by the apodization of the optical wave illuminating the
Bragg cell, among other things. Similar apodizing behavior applies to hybrid systems;
moreover, if P{uvx-f) is the profile of the spectral ampl.tude for a spage or time inte-
grating spectrum analyzer, that for a hybrid system can be shown to be P? (avx-£).

A source of noise in optical processors that can limit the dynamic range is light
scattered from optical elements, particularly the Bragg cells. Such scattered light is
not Doppler shifted, and therefore in time integrating and hybrid systems, the only terms
in the exposure that do not integrate to zero are products containing only scatter
elements. If sn(x) and r_(x)exp{ikX) are the scatter amplitude components at the detector,
the exposure term len T, cos{kx+¢$) has a smaller variance than the signal power by a

factor {s, rhl” / [R SI2 . Therefore the dynamic range referred to scatter noise is

twice as Yarge (in_dB) for systems using time integration than for purely sgace integrating
systems. The |s |2 and |r_|< terms are also small, bu: are furthermore at low spatial
frequencies, out"of the siﬂnal band) .

It will be noted that in Eq, 4 the bias term contributed by the signal is localized
and does not contribute a bias to other signals in the band. Unlike time integrating
techniques that exhibit reduced dynamic range for multiple signals because of a uniform
bias contributed by each signal, hybrid techniques retain a high multiple signal or broad

band capability.

Let us now consider the dynamic range as limited by detector noise. The output voltage
of a linear detector array is proportional to the exposure, where we can write

Vix) = u|R|2 + alsl2 + 2a|Rs| cos$(x) .
The signal term remaining after bandpass filtering is

Vs(x) = 2a|RS| cos¢(x) .

This is a maximum when a|R|2 = uls

' I2 is the saturation voltage.
Thus the maximum detected signal powey is

=V /4, where Vsa

sat t

2

sat/a M

|2aRsMcos¢ (x) |2 =V

We define the minimum detected signal power to be

IZGRSmcos¢(x)|2 = o2

where o is the rms detector noise over one frequency resolution element. The dynamic
range related to detector noise is therefore

. 2 2
DR = |Sy/s | (Vgae/0) 78 .
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A space integrating power spectrum analyzer has a dynamic range DR z s /o so that
the advantage in dynamic range of interferometric techniques is degcrzbed Sy the relation-

ship DR = (DR 2,8 .

This advantage is directly analogous to the well-known improvement in dynamic range of
optical heterodyne detection compared with direct detection.

Ambiguity Function Processing

Two dimensional AO techniques have been found usgeful for simultaneous display of time
delay and Doppler shift of two signals in Eye form of their cross-ambiguity function

xlt.f] =jsl(t)s; (t-rre 1P EE 4

o (7)
There are numerous implementations ?-“ of time integrating techniques, both coherent and
incoherent, all of which are characterized by the property that the detector is in an
image plane of one or both of the Bragg cells driven by the signals. Let T, be the
Bragg cell delay. The exposure of the two dimensional detector with coordx&ates T and f
after time T2 is generally of the form

E(1,f) = B + C + rect 1 x[t,f) ®*sincnT

CTl

2f cos({kt + ¢), (8)

where "x" signifies convolution, B is a bias term that is more or less uniform over the
detector, C is a zero mean correlation noise, the rect function reflects the delay range
limitation to the Bragg cell delay (¢ = 1 or 2, depending on the particular implementation)
and the sinc function indicates that the Doppler Rayleigh resolution is the inverse of

the integration time. The cos term represents a spatial carrier that has been arbitrarily
chosen to be in the 1 direction.

Let us consider as an example a long pseudorandom signal of bandwidth Afg, The cross
aMblqu1ty function between the signal and a shlfted and delayed version over a time window

is shown schematically in Figure 2, exhlbltlng the familiar "thumbtack"”
sﬁape with a sharp peak of width 1/4fg and 1/T; in the delay and Doppler direction respec-
tively, (when the peak is not too far from the center). The correlation noise or
self-clutter is spread over a delay and Doppler area Afg T,. Figure 3 shows the cross-
ambiguity function measured by a time integrating processor integrating for time T It
is a small area cut out of the function of Fig. 2, where the delay range is limitea by the
Bragg cell delay, according to £q. 7, and the Doppler range is chosen for convenience.
The bias term is also included. A point to be noted is that if one of the two signals to
be processed contains more than one delayed or shifted component, each component adds a
bias contribution, thus reducing the dynamic range per component in a manner analogous to
the multiple signal dynamic range reduction in time integrating spectrum analyzers.

Figure 2, Cross Ambiguity Function of a Pseudorandom Signal
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Figure 3, Cross Ambiguity Function for
Time Integrating Processor

Space integrating technigues “’® have been used to generate the cross ambiguity func-
tion; the constraint encountered when acousto-~optic devices are used in real time is that
the Doppler resolution is limited to the inverse of the Bragg cell delay time. Further-~
more, unless the optical wave is cohérently detected the technique suffers from the same
dynamic range limit as a power spectrum analyzer; that is, the absolute square of the

ambiguity function is detected, permitting the detector noise to be a more serious
problem.

The combination of space and time integqgration can be applied to ambiguity function
processing to provide improved performance. C(onsider the optical schematic of Figure 4.
It consists basically of a space integrating ambiguity function generator designed to
facilitate expansion of the Doppler coordinate so that a small portion of the Doppler
range fills the detector array and a spatially distributed local oscillator that provides
a coherent reference for time integration. The first Bragg cell driven by S;(t) is
imaged with magnification m, onto the second cell orthogonal to it, driven by Sy(t).
Diffraction orders of the two cells of opposite sign are selected. This image plane is
rotated by angle 0 with respect to coordinates x and y with respect to which Fourier
transformation and imaging with magnification m), respectively, are performed. The
resulting optical amplitude at the detector is

~iy(1,f) i2nf(t-1/2)

Al(1,£f;t) = ce rect 1 ’X(T,f)'e *P(1,£f) ,

2T1 ' (8)
where
T = y cos® /vmlm2 , £ = xv/(AF cos?d)

are the delay and Doppler coordinates, respectively, F is the focal length of the trans-
form lens, and where

Pl1,f) = (T;- [T sincw(Tl— [t £

represents the Doppler resolution function. The best resolution is seen to be l/T1 cor-~
responding to small delays.

The objective of the hybrid scheme is to cut out a small band of the ambiguity function,
reducing the Doppler range, and improve the Doppler resolution by time integration.

Adding the reference wave R exp il2n(v/AF)xt - kx] and integrating the absolute square of

the result over time T, >>T1 leads to an exposure

E(r,£) = RZ + jeiT,-l1]) x(1,£)| 2% sinc?nr £

1
+ 2R(T1-l1|]|cx(1,f)* sincnT,f| cos(k'x+y')

for |1]- T, (9
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Figure 4. Schematic of Coherenrt
Hybrid Ambiguity Function Processor

For our psendorandom signal this is represented in Figure 5. The broad Doppler peak
has been reduced by time integration to a peak with a spatial carrier that is 1/T, wide.
An important characteristic of this measured cross ambiguity function is that the“bias
contribution from the signal arm of the interferometer is confined to the delay bias.
Multiple signal components generating peaks separated by at least the delay resolution
1/4fy do not degrade the dynamic range as a result of bias accumulation, as is the
case for purely time integrating processors. If the chosen Doppler range is larger than
the Doppler resolution of the space-integrating procesznr above, then some localization
of bias in the Doppler direction is also maintained.

Because of the time integration aspect, optical scatter noise, as in the spectrum
analyzer, integrates out except for small second order terms.

~ "
I~

CLUTTER

Figure 5. Ambiquity Function For Coherent Hybrid Processor.
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Summary

Using the examples of one dimensiconal spectrum analysis and two dimensional ambiguity
function processing, some of the limitations of purely space inteqrating and purely time
integrating techniques for acoustooptic signal processing can be overcome by utilizing
both space and time integration. Dynamic range advantages resulting from the coherent
detection aspect of interferometric techniques are enhenced by optical scatter noise
reduction, localized bias for superior multiple signal handling ability, and, in the case
of spectrum analysis, a reduction in spectral sidelobes. The inherent sidelube suppression
property of coherent hybrid spectrum analysis is an important factor in many applications,
particularly those involving threshold detection, and is characteristic of no other known
optical technique.

The author acknowledges support for this work by the Air Force Office of Scientific
Research under contract F49620-78-C-0102,
Appendix

An acoustooptic device having sound velocity v is driven by a periodic chirp of length
T}, period Tj;, bandwidth Af and minimum frequency fm such that the amplitude of the
up-shifted diffracted light is

}E ei[a(t-n'r1+€/v)2 + b{(t-nT1+£/v) ]
n

r{t,t) = rect(t-nT)+{/v) /T; rectf/D (a-1)

where

2}

_ 1 -
a =5 b= 2nf,

-

At the detector plane, an optical Fourier transform plane of the Bragg cell, the
convolution theorem yields

R(x,t) = j‘r(t,i) exp(=-i2mafx) df = D/V(x-x',t) sincnaDx' dx' (A-2)

-0 -

where

Vix, t) = z -/ei[a(t:-nTl+£/v)2 + b(t—nT1+£/v)1 - i2mnax¢
n

- 0o

rect(t—nT1+£/v)/T1 df  (A-3)

The change of variables z = t-nT1+£/v leads to

o0 @

. L2 .
Vix,t) = vz e i2mavx(t=nT,) [el“ - 1Q2TavxblZ pect(z/T)) az . (A-4)
n==wx -
Using the identity © ™
etan = 27 z d(a + 2np) , (A-5)
n==w p=->

where ¢({x) is the Dirac delta function, we have

-]

X . 2
Vix,t) = ¢ el2navxt }E &[x-(p/avT)) ) '/;1[32 - (2movx-b)z] rect(z/T,) dz
P - (A-6)
Substitution of Equation A-6 into Equation A-2 yields

Rix,t) = <y :z 0(p/T1) ei2npt/T1 sinc ﬂTllavx—p/Tll ' (A=7)
P
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where € is a constant and
0

2
o(p/T)) = fel[az + (b-2mp/T,) 2] rect(z/T)) dz . (A-8)

The function |¢(p/T}| describes the uniformity of the modulus in the transform plane

of the Bragg cell in“our model. For convenience of discussion of spatially distributed 4
local oscrllators we can derive an approximation to Equation A-8 in the limit of large -4
N. Using the convolution theorem,

@

¢(p/T)} = Tl/ GIl(p/Ty)-£") sinc =T g' d¢! ’ (a-9) i

where

-in? ((p/T )~ (b/2m-£"1%/a

Gi(p/Ty)=§') = c, e (A-10)

In the expansion of the exponent in Equation A~10 the (E')2 term can be considered -
negligible, because at the first null of the sinc function in Equation A-9, C'=1/Tl and

"2(5')2/3 = n/Ale = /N «<1 . -{

Therefore we can write approximately ;
. : 2

R(x,t) = , 25612ﬂpt/T1 - 1[(2ﬂP/Tl)—b] /4a sinc WTllavx _ (p/Tl)J, .

’ P {A-11) :

where p runs over intergers from f T1 to (fm+Af)Tl, and where we have observed that
D = vT,. €, is a complex constant.
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TIME-INTEGRATING PROCESSORS USING BRAGG CELLS

Todd R. Bader
ESL Incorporated
Sunnyvale, CA

Acousto-optic methods are currently gaining wide use in
electronic signal processing systems in a variety of appli-
cations, particularly communications and radar signal
processing. The motivation for acousto-optic technigues is the
associated wide bandwidth and parallel processing capability.
The blossoming realization of high performance hardware is a
result of the currently maturing technologies of key devices,
including the acousto-optic devices themselves and, equally
important, coherent and noncoherent light sources and high
guality optical detectors.

The acousto-optic devices (Bragg cells) used in signal
processing systems are real~time spatial light modulators; that
is, a signal impressed on the piezoelectric transducer is
represented (due to an acousto-optic interaction in the medium)
as a traveling spatial variation of the light amplitude
emerging from the device. The light diffracted by a component
of this traveling sound wave is also Doppler shifted in
optical frequency by the fregquency of that component, a signif-
icant property relative to the use of A-O devices for time-
integrating coherent processing.

Bragg cells are currently available in high guality
devices operating in bandwidths that range from several MHz to
perhaps 2 GHz, and with transit time x bandwidth products up
to about 2000. The required bandwidth determines the acousto-
optic material used. Generally the materials with the best
acousto-~optic coupling have the lowest bandwidth capability.

The most straightforward application of acousto-optic
devices for signal processing is a power spectrum analyzer (or
Bragg receiver) in which an array of photodetectors samples
the optical intensity pattern in the back focal plane of a lens
that Fourier Transforms the coherent light amplitude diffracted
from a Bragg cell. Also, a variety of simple optical systens,
both coherent and noncoherent, can be implemented to measure
cross-correlation functions between two signals. Bragg
receivers and time-integrating optical correlators are partic-
ularly useful for sensitive detection of narrowband and spread
spectrum signals, respectively. Both algorithms use a time-
integrated detected signal to improve sensitivity. This
post-detection integration has the additional benefit of
reducing the processor output data rate, easing the requirements
placed on the detector array. Interferometric techniques for
coherent detection may be used for complex amplitude spectrum
analysis at the cost of more scphisticated detector array and
post-detection processing technology.

SPSE Symposiuwm on Optical Data Display, Processing and Storage.
Las Vegas, March 196!
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Two-dimensional systems composed of a light source, Bragg
cells, two-dimensional detector arrays and simple passive
components can be configured to perform a variety of processing
algorithms. High resolution spectrum analysis is performed by
extending frequency resolution in the transverse direction of
a coherent spectrum analyzer by time-integration. Complex
spectra of imagery, for example, can be generated in this way
by providing an input electronic signal in the form of a raster
scanned image. Real-time cross correlacion of two images is
performed by generating an inverse 2-D transform of the product
of their spectra. Another 2-D process well-matched to A-O
techniques is the generation of ambiguity functions. This is a
valuable method of measuring the cross correlation of a signal
with a version of it having an unknown Doppler-shift.

Acousto-optic processing performance is presently limited
by detector array technology. Although systems are currently
being fielded with high performance A-O processors, these are
mostly one~dimensional. Detector technology is rapidly
advancing, however, and the near future should see a growing
volume and variety of one- and two~dimensional acousto-optic
signal processors for numerous applications.
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