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OBJECTIVES

Develop communication signal-processing techniques for hf channels consisting of
surface waves and/or skywaves. Address both conventional and spread-spectrum modula-
tion. Develop a wide-band channel model and software simulator. Develop adaptive equali-
zation signal-processing techniques and computer simulation software. Perform an hf
experiment to record signals for verifying the channel model and signal-processing algorithms.

RESULTS

1. Computer simulations were developed for four signal-processing algorithms:
RAKE, linear equalization, decision feedback equalization (DFE), and maximum likelihood
sequence estimation (MLSE). Tests showed that the MLSE performed the best and the
linear equalizer the worst; but since the MLSE receiver complexity grows exponentially with
multipath dispersion, the DFE was felt to be the best choice for the hf channel. The DFE
algorithm was extended to incorporate spread-spectrum demodulation.

2. Processing simulated and field test recorded data demonstrated the application of
the DFE to serially modulated signals in the hf band. For best performance, the algorithm
had to be configured manually for each channel condition.

3. All algorithms perform poorly when the received signal goes into a deep, flat fade.
To counter these fades, a technique such as diversity and/or error detection and correction
encoding with interleaving is required.

4. In general, the DFE and MLSE provided for significant improvement in bit error
rate on channels with severe multipath. The wide-band spread-spectrum signal usually per-
formed better than the narrow-band non-spread-spectrum signal.

5. The hf channel model of CC Watterson et al was extended to accommodate wide
bandwidths by taking into account the delay differences between the ordinary and extra-
ordinary wave and the signal distortion caused by variations of phase delay with frequency.

RECOMMENDATIONS

I. Process the data taken during the FY80 field test to verify the wide-band chan-
nel model assumptions.

2. Embed the DFE and MLSE algorithms in a real-time data link system and test it
over both short- and long-range hf paths.
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INTRODUCTION

PROJECT OVERVIEW

The Skywave Communication task was initiated in FY77 under the Survivable High-
Frequency Communications (SHFC) block program, which was concerned primarily with
developing technology to meet the Navy's need for extended task force communications
under hostile jamming conditions. In FY80 the task was moved into the High-Frequency
Improvement Program (HFIP).

The objective of the Skywave Communications task was to develop communication
signal-processing techniques for hf (2-32 MHz) channels consisting of surface waves and/or
skywaves. Because of interest in using spread-spectrum modulation for electronic warfare
(EW) environments, the task addressed both conventional and spread-spectrum modulation.
Tile approach was (1) to develop a wide-band channel model and software simulator, (2) to
develop adaptive equalization signal-processing techniques and computer simulation software,
and (3) to perform an hf experiment to record signals with which to verify the channel model
and signal-processing algorithms.

The purpose of this final report is to summarize the Skywave Communication task
and present some of the results of the work on wide-band channel modeling, adaptive equali-
zation, and field testing. Additional results of tests on the Decision Feedback Equalizer are
given in a companion Skywave Communication Techniques document (ref I).

Figure I is a bar chart showing the major emphasis of the Skywave task in each year
from its inception. In FY77, when the project was initiated, the major emphasis was on
developing a wide-band skywave channel model. The intent was to provide a good under-
standing of the channel for the purpose of developing adaptive signal-processing algorithms.
By the end of FY78 a channel model and software simulator for Skywave signals was com-
pleted (ref 2). These outputs proved to be useful tools for the evaluation of the receiver
algorithms that were developed later in the program. In FY79 the model and simulator were
modified (ref 3) to include the surface-wave and deviative (wave-bending) path losses
previously omitted.

The major emphasis shifted in FY78 from hf channel modeling to the development
of adaptive signal-processing algorithms for dispersive channels. Both narrow-band (3 kHz)
and wide-band (100 kHz spread-spectrum) signal modulations were included. For evaluating
the adaptive signal-processing algorithms, two computer simulation programs were developed-
one for maximum likelihood sequence estimation (ref 4) with narrow-band signals and the
other for decision feedback equalization with narrow-band and wide-band options (ref 5-7).

INOSC TD 471 (in preparation), Skywave Communication Techniques: Decision Feedback Equalizer
Test Results, by LE Hoff and AR King (1981).

2NOSC TR 208, Addendum 1, Hf Channel Simulator for Wideband Signals, by R Lugannani and HG Booker,
6 November 1978.

3 NOSC TR 208, Hf Channel Simulator for Wideband Signals, by R Lugannani and HG Booker, 31 March 1978.

4Adaptive Maximum Likelihood Sequence Estimation for the Hf Channel, by LE Hoff and S Norvell: Con-
ference Proceedings for the 13th Asilomar Conference on Circuits, Systems, and Computers, 5-7
November 1979, held at Pacific Grove CA, IEEE Catalog no 79CHiA68-8C, Library of Congress no 79-88185.

5Interim Technical Report, Hf Channel Adaptive Equalization Algorithm, by P Monsen and S ParI,
Signatron Inc, Lexington MA, Contract N66001-77-D-0248, December 1977.

6 phase I Progress Report, Hf Channel Adaptive Equalization Algorithm, by P Monsen, Signatron Inc,

Lexington MA, Contract N66001-77-C-2048, I February 1978.
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FY77 FY78 FY79 FY80 FY81

DESIGN HF CHANNEL MODEL ADD SURFACE WAVE
AND SIMULATOR TO MODEL
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ALGORITHMS AND SIMULATORS

SIMULATE SIGNALS ,CHANNELS, 1
AND ALGORITHMS

FABRICATE EQUIPMENT
AND CONDUCT

SHORT-RANGE TEST

PROCESS
DATA

Figure 1. Skywave Communications progress chart.

The fabrication of a data acquisition system was initiated in FY79 in preparation for
a field test. The system was designed to be able to transmit, receive, and record narrow-band
signals for computer processing. The field test was conducted in California between Pt Mugu
and San Diego, an over-water path of about 145 statute miles. The test demonstrated that
signals with bandwidths as wide as 100 kHz could be transmitted and received by means of
Radio Transmitting Set AN/URT-23(V) (modified for wide-band signals), Antenna Coupler
Group AN/URA-38, two whip antennas, a receive multicoupler, and a wide-band Racal
receiver (RS6595). Appendix A describes the field test and the data base of signaL collected.

7 Report, Decision Feedback Equalizer Simulation (DFES) Data Base Design, by P Monsen, Signatron
Inc, Lexington MA, Contract N66001-77-C-0248, July 1978.
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Table I lists the four major computer software systems that were developed by the

Skywave Communication task. The first is the hf channel simulator developed by R Lugan-

nani and HG Booker under contract with Computer Sciences Corp (ref 2,3). The second is

the adaptive equalizer and MLSE simulator software for narrow-band signals, developed by

NOSC (ref 4). The third is the spread-spectrum equalizer simulator developed by P Monsen

and S Parl, of Signatron Inc (ref 5-7). The fourth is an hf channel evaluation and data

analysis program designed by R Lugannani and written by Computer Sciences Corporation.

More will be said about the simulation programs in the next two major sections.

Type For

Hf channel simulator Narrow-band and wide-band signals

Equalization and MLSE algorithms Narrow-band 2400-BPS data links

DFB equalization and RAKE algorithms Spread-spectrum 2400-BPS data links

Wide-band hf channel evaluation and data analysis

Table I. Major software systems.

SIMULATION-SYSTEM APPROACH

Figure 2 is a block diagram of an hf communication data link. A mathematical model

was developed for the channel and programmed to simulate it in non-real time. A program

that simulates the hf channel was designed to accept a digital tape input containing a digital-

sampled representation of the transmit information, {}, and signal, S(t). The simulator then

convolves the input signal, S(t), with the channel response, h('), to create the output signal

Z(t), which is stored on digital magnetic tape.

Mathematical algorithms that were developed for processing the received signals to

estimate the transmitted bits, {}, were programmed as part of receiver simulation programs.

The programs were designed either to accept digital tape input to provide the channel output
Z(t) or to generate hf signals internally. Tape inputs could be from either the hf channel

simulator or the hf field test. The simulation program combines Z(t) with noise N(t) to pro-

vide the receiver input Y(t). The noise can be provided either from a second magnetic tape

or from internally simulated white Gaussian noise. By appropriately combining the signal

and noise sources, we can produce input waveforms with predetermined signal-to-noise ratios

(SNR).

N(t)

NOISE

INPUT HFDAMT 
OUTPUT 

DATA CHNE.DATA

{t} StI Z(ti {I}

Figure 2. Block diagram of a data communication system.
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HIGH-FREQUENCY CHANNEL MODEL

INTRODUCTION TO CHANNEL MODELING

The use of channel simulators to study the performance of communication systems
and to assist in their design has become increasingly popular in recent years. By employing a
simulator, it is possible to reproduce given channel characteristics as desired for the purpose
of comparing different system designs in identical environments.

In the following sections we present a description of a wide-band hf channel model
that was used to develop a computer simulation. The channel model presented here is based
upon the model proposed and analyzed by CC Watterson (ref 8). It takes into account all
ionosphere phenomena that have a significant effect on wide-band communications. Many of
these phenomena-such as delay differences between the ordinary and extraordinary waves
and signal distortion caused by variations of delay with frequency-were neglected in earlier
simulators, with the result that their bandwidths were limited to signals less than 3 kHz wide.

IONOSPHERIC WAVE PROPAGATION

The ionosphere is an upper region of the earth's atmosphere (ref 9,10) that is created
by the action of extreme ultraviolet and X-rays from the sun on oxygen and nitrogen mole-
cules, splitting them into free electrons and positive ions. Figure 3, an example of an electron
density profile, shows the electron density per cubic metre as a function of height. The ioni-
zation starts at about 55 km, increases with altitude to about 250 km, then decreases. The
height of maximum density can vary typically from 200 to 400 km depending upon the inten-
sity of the sun's radiation and the recombination rate of the ions.

The ionosphere is formed into layers-primarily the D, E, and F layers. Occasionally
the F layer appears to split into two layers termed F l and F2. but the normal F I layer does
not have a peak intensity of electron concentration and is instead a ledge at the base of the
F2 layer. The D layer, which is the lowest, extends from about 55 to 90 km. The ionization
in the D layer is too weak to reflect radio signals; therefore the signals pass through it. Because
ions in the D region quickly recombine, signals passing through it are attentuated.

Since the ionosphere is created by the sun, it is constantly changing. Its structure
exhibits periodic variations of diurnal, annual, and sunspot-cycle length. With respect to a
point on the earth's surface, after sunset the D layer disappears and the E layer lasts only a
few hours. During the night the E and F layers rise and merge. Ionization is weaker at night
than during the day.

Frequencies that reflect from the ionosphere usually are those between 2 and 32 MHz
(the hf band). During high sunspot activity, however, frequencies as high as 60 MHz can be
reflected.

8ESSA Technical Report ERL 122-ITS80, Experimental Verification of an Ionospheric Channel

Model, by CC Watterson, JR Juroshek, and WD Bensema, July 1969.
9National Bureau of Standards Monograph 80, Ionospheric Radio Propagation, by K Davis, I April
1965.

I0 Radio Wave Propagation and the Ionosphere, 2nd edition, vol I. by YL Alpert, translated by
RB Rodman, Consultants Bureau, New York-London, 1973.
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Figure 3. Electron density profile.

Because of the layered structure, the ion density is not uniform with height. At any
given frequency (ref I I ) the upgoing radio wave (fig 4) penetrates a region of increasing
electron density. The ambient electrons in the plasma are forced to oscillate in response to
the alternating electric field impressed by the radio waves. The electron oscillation creates
an additional electromagnetic field that advances the phase of the radio wave and retards its
group velocity. Owing to the repulsion between like charges, an electron displaced from its
mean position attempts to vibrate about that position with a plasma frequency (in Hz) of

f p 9 Ne (I)

where Ne is the concentration of free electrons per cubic metre. As the radio wave
approaches the altitude at which its frequency becomes equal to the plasma frequency, the
additional electric field begins to approach the amplitude of the incident field and the wave i.
slowed down and finally reflected.

If, upon vertical incidence, the frequency of the radio wave exceeds the plasma fre-
quency, fp, the wave is not reflected and passes through the ionosphere. If the radio wave
intersects the ionosphere at an angle 0 as measured from perpendicular, however, the maxi-
mum frequency that can be reflected is increased to fp sec 0.

I High Power Radar Studies of the Ionosphere, by IV Evans, Proceedings of the IEEE, vol 63, no 12,

p 1636-1650, December 1975.
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fp f

RADIO WAVE
FREQUENCY I

Figure 4. Reflection of a radio wave from the ionosphere.

Long-distan' ' 'ommunications can be achieved by obliquely reflecting the waves off
the F and F lav,.is. Figure 5 shows the geometry of radio-wave reflection off the E and F
layers. If the radio frequency is near the frequency fp sec 0. two reflections may occur from
the F layer one at a low angle and one at a higher angle. Depending upon the conditions,
more than one of the ray traces shown can exist at the same time, causing multiple outputs
or every input signal. Fhese outputs are called multipaths because there are multiple paths
to the receiving terminal.

As shown in figure 6. radio waves can reflect off the earth or ocean as well as the
ionosphere, so that multiple-hop paths are possible. These paths are designated by the num-
ber of hops and the layer reflected. For example, a 2-hop reflection from the E layer would
be a 2-hop F. or simply 2E. Similarly a 2-hop wave from the F2 layer would be a 2F2 wave.

A common method of measuring the ionosphere is to transmit a sequence of pulses
on closely spaced frequencies. For each transmitted pulse, there may be several delayed

receiver pulses, one for each multipath. By adjusting the propagation delay at the receive
terminal and displaying the outputs, we can produce what is called an ionogram. Figure 7 is
a sketch of an oblique ionogram that shows the presence of the E and F ionospheric layers
and the ordinary (o) and extraordinary (x) propagation modes. lonograms comprise a use-
ful aid in picking transmission frequencies for long-distance communication links.

NARROW-BAND CHANNEL MODEL

Generally the output of the hf channel consists of delayed replicas of the transmitted
signal: therefore an obvious model for the channel consists of a tapped delay line. The taps
are located at time delays, TV, equal to the path time delays, where V I, 2 .. L and L is the

T -W
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Figure 5. Radio waves obliquely reflecting off the E and F layers.

Figure 6. Multiple-hop paths from transmitter to receiver.

number of multipaths. On each tap there is a complex multiplier. aQ, called a tap-gain, which
attenuates the amplitude and shifts the phase of the tap Output to correspond to thle received
multipath signal. Figure 8 is a block diagram of the tapped-delay-line model for the hf channel.
Because the received multipath zignals randomly fade with time, the tap-gains are random
processes. The model is specified, therefore, when we give the tap delays and the statistics of
the tap-gains.

10
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TRANSMITTED S(t)SGA DLYLN

1 'r
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SUMMING BUS Z (t)

Figure 8. Tapped delay line model.

The wide-band channel model proposed here is based upon the ionospheric channel
model proposed and analyzed by Watterson (ref 8). The tap-gain functions are assumed to
be independent zero-mean Gaussian random processes. Figure 9 is a sketch of the Gaussian-
shaped power spectrum for one of the tap-gain functions. 0'nly two parlmeters are needed
to specify the power spectrum: the mean PV and variance a The mean v is called the
Doppler shift, and twice the standard deviation, 2oaV, is called the frequency spread.

Although there are many functions that could he used to characterize the input and
output waveforms, only two are used. ]The first is the causal time-varying impulse response~h(r~t), which is the channel response at time t due to an impulse at time t - i. The other is

II-
t 
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Figure 9. Tap-gain power spectra.

the time-varying frequency response H(ft), which is the response of the channel to a
continuous-wave (cw) signal at time t and frequency f. These functions are related by the
Fourier transform on r:

00

H(f,t) = f h(r, t) e- 2 7r fT dr . (2)

0

For the tapped-delay-line model in figure 8, the impulse response is as follows:

L

h(r,t) = aQ(t) S(r- r) , (3)
2=1

where 6 (T-rQ) is the delta function. The complex time-varying frequency response of this
model is

L

H(f,t) = aQ(t) exp {-i2irrQ f} . (4)

In equations (3) and (4), the subscript Q numbers the tap or path, Tk is the time delay of the
Q th path, and L is the total number of propagation paths. Thc tap-gain functions a2 (t), with

= 1, 2, . .. , L, are complex random processes that change the amplitude and phase of the

12
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transmitted signal. In our model, the tap-gain functions are assumed to be independent com-
plex Gaussian random processes. A number of experimenters (ref 8, 12-14) have made
measurements on hf channels and have shown that this assumption is reasonable.

As an example of a multipath channel, figure 10 shows a tapped-delay-line model of
a two-path channel. The voltage gains for the two paths are aI and a-,. The phase shifts and
time delays are 01, 02, and rl, r 2 respectively. What are important, however, are the relative
phase shift

A0 =0- -01 (5)

and relative time delay

AT =T 2 - 7 (6)

S A DELAY LINE MODE

(a, ' 2
) 2 --

ei0  l, N e 02 966.

a 1 3

(a 1 '2 a2-

A - TAPPED-DELAY-LINE MODEL.

8 - CHANNEL TRANSFER FUNCTION

Figure 10. Model and transfer function of channel with two paths.

12Communicatio n Systems and Techniques, by M Schwartz, W Bennett, and S Stein , p 355,
McGraw-Hill, New York, 1966.

13 Evaluation of a Gaussian Hf Channel Model by HN Shaver, BC Tupper, and JB Lomax, IEEE
Transactions on Communication Technology, vol COM-I 5, no 1, p 79-85, February 1967.

14 Correlation Measurements on an Hf Transmission Link, by F David et al, IEEE Transactions on
Communication Technology, vol COIM- 17, no 2, p 245-256, April 1969.
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The squared amplitude of the transfer function for a given set of parameters is given by the
expression

JH(f)12 = a2 +a2 + 2a I a2 cos (2vrfAr + A0). (7)

On fading channels, the values of a 1' a2, and AO change with time, so that the transfer func-
tion will also change. In this model, aI and a2 change independently. When a1 equals a2,
the spectrum has nulls separated by (Ar)- ! hertz. If the pulse bandwidth is greater than
(Ar)- I , there will be severe distortion. However, for pulses much longer than the multipath
spread, the bandwidth will be much less than (Ar)- I and the distortion will be minor.

Doppler is another example of signal distortion caused by the channel. Shown in
figure I is a two-path example consisting of the surface wave and the Doppler-shifted sky-
wave. If we transmit long tones, we get a beat note between the two paths, evidenced by
fading. If the paths have equal strength, the resultant envelope could fade to zero, causing
high error rates.

WIDE-BAND CHANNEL MODEL

The narrow-band channel model that we have presented assumes that the signals
from individual modes are not distorted and that the channel output is a direct summation
of delayed and weighted versions of the transmitted signal. Watterson (ref 8) concluded

TRANSMITTED 6 1
SIGNAL

SPECTRUM

0

RECEIVED *
SIGNAL A

SPECTRUM t__

f Af
RECEIVED

SIGNAL

I+A -l

I-A

Figure 11. Two-path channel with differential Doppler.

14

rT--1



Ii

that that model was good for bandwidths up to 2.5 kHz at night and 10 kHz during the day.
Wider bandwidth signals, however, become distorted. We can see this from the ionogram in
figure 7: if the path propagation delays versus frequency were horizontal lines, all frequen-
cies would be delayed the same. Each delayed signal is undistorted provided the path loss is
uniform across the frequency band. But the curves of path propagation delays versus fre-
quency are not straight lines: they exhibit considerable bending at the low and high frequen-
cies for each path. Also, the path loss is in general nonuniform.

To derive a wide-band model, it was assumed that (I) the distortion is caused by
phase delay variations across the band and (2) the distortion is deterministic and time
invariant for the duration of the message.

The transmitted signal, s(t), is related to its spectrum S(f) by the Fourier transformI: 00
s(t) = J 0S() exp [21rift I df. (8)

More or less distorted versions of this signal are received depending on the ray path - ie,
E-region or F-region, ordinary or extraordinary, high or low angle. Distortion of signals
reflected from the ionosphere has been studied by several authors, who have attempted to
characterize the impulse response for a simplified model of the ionosphere (ref 15-19).
Unfortunately, these results have been derived by means of ionosphere models that are too
idealized for our purposes, and the impulse responses obtained are too complicated for easy
implementation. To obtain tractable expressions for the distortion, we shall assume that it
is caused primarily by the fact that the delay is a function of frequency and is not constant
across the signal bandwidth. This characterization of the distortion mechanism allows us to
make a number of approxinmations that result in relatively simple expressions for the dis-
torted signal.

Let fc denote the carrier frequency and let rj(f) denote the delay of the jth path as a
function of frequency. It follows from equation (8) that the distorted baseband signal
returned from the ionosphere is given by the expression

15The Impulse Response of a Cold Stratified Plasma in the Presence of Collisions and a Vertical Magnetic
Field by a Multiple-Scattering Technique, by KG Gray and SA Bowhill, Radio Science, vol 9, p 559-566,
1974

IbOTransient Response of Stratified Media: Multiple-Scattering Integral and Differential Equations for an

Impulsive Incident Plane Wave, by KG Gray and SA Bowhill, Radio Science, vol 9, p 57-62, 1974.
7Transient Response of Stratified Media: Response to an Arbitrary Incident Plane Wave, by KG Gray
and SA Bowhill, Radio Science, vol 9, p 63-69, 1974.

8 An Integral Equation for the Transient Response of a Stratified Magnetoplasma, by KG Gray, IEEE
Transactions on Antennas and Propagation, vol 24, p 539-541, 1976.

19Theory of the Electromagnetic Transient Response of the Ionosphere for Plane Wave Excitation, by
DA Hill and JR Wait, Pure and Applied Geophysics. vol 90, p 169-186, 1971.
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00

Zj(t) = f S(f) exp [-21ri (fc + f) T rj( + 01) exp 12irift] df. (9)
-00jl .N

We will characterize this distortion by the coefficients in the power series expansion of the
delay about the carrier frequency. This series appears as

00

Tjfc+f)(), 1 ~ . .N (10)Tj~fc ~ k! = 1.

k=0

with

T Tj (fc +f)j()

Substituting this series into the exponential delay term in equation (9), we obtain

exp [-2i (f + f) T- rj ( = f exp 21iI , i 1, . . .,N (12)

where we have defined

D O) =f(CT j0 l. N (13)

and

D!)- I kr.k + far T k) k 12.... 1~, ... N (14)

Thus for Zj(t) we have

(0) rk 00 k)]
Zj(t) exp j~21riD!) * f S(f) exp -21ri D fj

-00k=2 Lj

exp [27rif (t D(l)) df. jl,=.1, N (15)

For computational reasons it is convenient to separate the phase and delay terms
from the actual distortion of the signal. To this end we define a function Zj(t) as follows:

16
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where

Zj(t) = S(f) Hj(f) exp [2riftl dt, j =1,... N (17)

-00f,

with

Hj(f) = exp [-21ri 1, D . j=I. N (18)
k=2

In practice it is convenient to determine Z7(t) by performing a time domain convolution
rather than by evaluating the Fourier transform as in equation (17). If the impulse response
determined by Hi(f) is denoted by hj(t), we have

00

hj(t) = f Hj(1) exp (21rift) df, i = I,..., N (19)
-00

and the desired convolution appears as

00

Zj(t) f s(t - u)hj(u) du. j= . N (20)
-00

We can see that the phase delay distortion term Di( ° ) is the phase of the jth path,
D( 1) is the time delay due to propagation, and terms Dj(k), where k = 2, 3 .... represent
distortion of the received signal.

Figure 12 is a block diagram of the wide-band channel model. The main difference
between the wide-band model and the narrow-band model (fig 8) is the delay distortion
filter Hj(f) on each of the taps representing skywave signals.

FUTURE WORK

In deriving the wide-band hf channel model above it was assumed that (I) distortion
to individual signals from the ionosphere was caused by phase delay variations across the
band and (2) the distortion was deterministic and time invariant for the duration of the
message. To establish time periods and bandwidths for which these assumptions provide a
reasonable model, a field test was conducted in which signal distortion was recorded and
measured. Although a single field test does not establish a general principle, it can provide
a sample of reality and a measure of credibility to the model.

During the FY80 Skywave Communication field test, wide-band signals were trans-
mitted in California from Pt Mugu to San Diego and the received signals were recorded.
Some of these signals were specifically designed for probing the ionosphere and measuring
parameters that were used in the wide-band channel model. (A more detailed description

17
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Figure 12. Block diagram of wide-band hfchannel model.

of the field test and data are given in appendix A.) The measurements were to be made by
means of computer analysis. A computer program was developed by CDC that would
measure propagation mode dispersion as well as estimate the channel time-variant parameters.
Currently the program is designed to run under self-test conditions for program exercising
and demonstration of its capabilities. As of this time the program has not been modified to
accept field test tapes as input. The next steps would be to modify the program to accept
field test data, to verify proper performance, and to analyze the skywave signals recorded
during the Pt Mugu to San Diego tests.
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ADAPTIVE EQUALIZATION

The primary objective of the Skywave Communications task was to develop adaptive
signal processing techniques for hf channels consisting of time-variant multipath signals. Con-
siderable research during the last 15 years (ref 20, 21 ) has been directed toward improving
communications reliability on slowly time-varying channels. Impressive gains have been
accomplished on channels such as troposcatter (ref 22-24) and telephone lines (ref 21).
Little has been done at hf, however, since the early work of DiTorro (ref 25). The primary
differences between hf channels and these other channels are faster fade rates, longer
multipath spreads, and variable channel mode structures. In addition, previous research on
adaptive equalization techniques has not been applicable to spread-spectrum modulation. Our
approach hds been to explore these techniques and extend them to the hf channel and spread-
spectrum signals.

First we give an overview of signal techniques used for multipath dispersive channels.
We start by reviewing the communication problem of making bit-by-bit decisions for a multi-
path channel, then we describe the signal-processing techniques. Simulation results for a
nonfading multipath channel are presented to show the relative performance of several of
these techniques.

Following the overview, we discuss the decision feedback equalizer (DFE). We
present the signaling scheme and receiver processing algorithm in greater depth. Finally, we
present simulation and field test results for the DFE algorithm.

OVERVIEW OF TECHNIQUES FOR COPING WITH MULTIPATH CHANNELS

As shown in figures 5 and 6, several propagation paths may exist between transmitter
and receiver. Because of the differences in path length, the output from the channel consists
of the sum of delayed echoes. The time-of-arrival difference of the echoes constitutes time
dispersion. For long distances (several thousand miles) the dispersion can be 7 or 8 ms.
During the Skywave Communication Field Test (ref 26) between Pt Mugu and San Diego

20 Advances in Equalization for Intersymbol Interference, by JG Proakis, paper published in Advances
in Communication Theory, edited by Balikrisman and Viterbi, Academic Press, New York, 1975.
21 A Survey of the Communication Theory Literature, 1968-1973, by RW Lucky, IEEE Transactions

on Information Theory, vol IT-19, no 5, November 1973.
2 2|iigh Speed Modem for Troposcatter, by P Monsen, EASCON, Washington DC, October 1974.

23 Adaptive Equalization of the Slow Fading Channel, by P Monsen, IEEE Transactions on Information
Theory, vol COM-22, no 8, August 1974.

24 Theoretical and Measured Performance of a DFE Modem on a Fading Multipath Channel, by P Monsen,
IEEE Transactions on Communications, vol COM-25, no 10, October 1977.

5Communication in Time-Frequency Spread Media Using Adaptive Equalization, by MJ DiTorro,
Proceedings of the IEEE, vol 56, no 10, October 1968.

26 NOSC TD 309, Hf Skywave Communications Test Plan, by GP Francis, November 1979.



(145 miles), time spreads up to 8 ms were observed. This time dispersion of the received
signal causes individual pulses of digital data streams to interfere with pulses that follow them.
For example, a binary serial bit-stream with a data rate of 2400 bits per second would have
pulse widths of about 417 ps. If the channel disperses the pulse to span 8 ms, then each
transmitted pulse could interfere with the following 20 pulses.

The multipath problem at hf has been understood for quite some time, and a number
of techniques have been developed for minimizing the effects on error rate. Current hf
modems use long pulse durations to minimize received-signal distortions, then they adjust to
the higher data rates by sending parallel tones (serial bit-streams on adjacent frequencies).
Figure 13 shows the basic concept behind the use of long pulse durations. By using pulse
durations much longer than multipath time spread, pulse distortion is confined to the leading
and trailing edges of the pulse. By using an undistorted time slice from the center of the
received pulse, the receiver can make bit decisions free of intersymbol interference. But other
distortions can occur in the hf channel-selective fading, dispersion, and Doppler shifts-and
these distortions continue to cause high error rates. Communication system engineers have
used diversity and coding techniques to overcome these difficulties, but the resulting systems
have proven to be both expensive and inefficient. Any efficient method employed to cope
with these types of time-variant interferences must include some means of measuring and
tracking the channel response and some method of adapting the receiver structure to the
channel response.

S(t)

I * -* * I
t

A - INPUT SIGNAL

ZWt

t t
B - OUTPUT SIGNAL

Figure 13. Long pulse durations for multipath channels.

20



Table 2 lists some of the techniques that have been developed for coping with multi-
path channels. The paralleled tone differential quadrature phase shift key (DQPSK) modula-
tion scheme is considered a standard for the hf channel (ref 27). The Link-I 1 and the Navy
standard Radio Set AN/URC-88 are based upon this modulation format.

The RAKE system (ref 28-30) uses a wide-band serial spread-spectrum signal. The
receiver adaptively tracks the channel pulse response and match-filters the channel output
waveform. By match-filtering the channel output, the receiver coherently combines all the

multipath signals, thus maximizing the output SNR and minimizing the probability of error.
Since the RAKE technique does nothing to minimize or compensate for intersymbol inter-

ference, it is mainly applicable to low data rates (less than 200 bits per second).

The linear equalizer was developed by DiTorro (ref 25) and Lucky (ref 21) for the
hf band and telephone channels respectively. The channel is treated as a linear filter with
frequency and phase distortion. The receiver is designed to filter the signal in such a way as

to minimize the mean square error between the filter output and the transmitted signal. Thus,
signal fidelity is the optimization criterion for the receiver design.

Technique Concept Remarks

Paralled tone DQPSK modulation Long bauds on adjacent Selective fading causes high

frequencies -nonadap tive error rates

RAKE Pulse matched filter Good for low data rates

Linear equalization Minimize distortion by filtering Severe multipath causes high
the received signal error rates

Decision feedback equalization Minimize distortion by filtering Tracking problem
the received signal and past
decisions

Maximum likelihood sequence Message matched filter Exponential growth with
estimation pulse spread

Tracking problem

Table 2. Summary of signal-processing techniques for multipath channels.

27 Report CTR-140, Predicted Wave Signalling (Kineplex), by AA Collins and ML Doelz, Collins
Radio Co, 20 June 1955.

28A Communication Technique for Multipath Channels, by R Price and PE Green Jr, Proceedings of

the IRE, vol 46, p 555-570, March 1962.
29 Technical Report 258, Error Probabilities for Adaptive Multichannel Reception of Binary Signals, by

R Price, MIT Lincoln Laboratory, 23 July 1962.
30 Technical Memorandum 65, An Antimultipath Communication System, by R Price and PE Green Jr,

MIT Lincoln Laboratory, 9 November 1956.
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Figure 14 is a block diagram of a transversal filter, which becomes a linear equalizer
when the tap gains are adjusted to minimize the distortion between the filter output In and
the transmitted bit In.The distortion function used here is mean square error, given by the
equation

J(C)=minElln -'n121, (21)
C ni

where E [!in -in 12] is the expected value. The optimization of the above quadratic function,
which can be performed by applying the Wiener filtering technique, is of the form

C =A -' B , (22)

where A is a covariance matrix with element aij given by the equation

aij = E Y n-j (23)

and B is a vector with elements

bi =E I lnyni I (24)

DELAY LINE WITH 2N + 1 TAPS

{Y}

~SUMMING BUS

SAMPLER

OUTPUT
DECISIONS

n

Figure 14. Transversal filter.
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The receiver would have to compute the vectors A and B for each bit and could do this only
if it had prior knowledge of the channel and noise statistics.

A simple iterative procedure for determining C is to use the method of steepest
descent. Figure 15 shows that for a typical tap gain, the mean square error is a quadratic
function of the tap gain value and therefore contains a global minimum. An iterative proce-
(lure would be to start the equalizer with the tap gains set at an arbitrary initial value. At
each iteration the value of the tap gain is adjusted for the n + I time by the relationship

('n+l C-A n ' (25)

where A is a step size and A -n is the slope of the curve at the point of Cn . However, the
gradient vector, A gn, is difficult to determine since it depends on the characteristics of the
channel. To overcome this difficulty, Widrow and Hoff (ref 31 ) have suggested L~ing a noisy
estimate of the gradient vector. By using this procedure, the iterative algorithm for adjusting
the tap gain coefficients becomes

.n+l :Cn- 'a gn , (26)

where we compute gn by the equation

n -(In - in ) Yn (27)

The linear equalizer was found to be effective on communication channels with minor time
dispersion (like the telephone channel), but it could not handle the severe time dispersion of

CRITERION: MINIMUM MEAN SQUARE ERROR

C)= min E( II -ln 12)E ^

MEAN SLOPE
SQUARE
ERROR "

MIN MSE--------- (o

CjMIN CI(m) CI

C.(tr + 1)- Ctn ) - gn

= CONSTANT
gn z (In )YI (n)

Figure 15. Steepest descent algorithm.

3 1Adaptive Switching Circuits, by RWidrow and M Hoff ir, IRE WESCON Conv Rec pt 4, p 90-1O4,
1960.
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the hf channel. Multipath spreads longer than one pulse width could cause very high error
rates at tile output of tile equalizer. To overcome this problem, the decision feedback equal-
izer was developed to utilize both future symbol interference data and past decision data.
This technique was successfully applied to the troposcatter channel (ref 22). Figure 16 com-
pares the block diagrams for the linear equalizer and decision feedback equalizer.

In deriving the MLSE algorithm (ref 4), the channel is treated as a linear convolutional
waveform encoder. The receiver that minimizes the probability of a message error is the
maximum likelihood receiver. This receiver consists of a filter matched to the channel output
response and a waveform decoder based upon the Viterbi convolutional decoding algorithm.
It is assumed that tile channel response is known and time invariant. Under NOSC IR-IED
task "Maximum Likelihood Sequence Estimation for the llf Channel" (ref 4) it was shown
that signal processing techniquCes could be used to estimate and track the channel response
with minor loss in performance. A serious problem is that the Viterbi algorithm computation
complexity grows exponentially with the ratio of channel time-dispersion width to bit dura-
tion. Since time dispersion on the hf channel is commonly several milliseconds long. MLSE
receivers may be unrealistic for bit rates of 2400 bits per second or higher.

Figure 17 gives the bit error rate versus the ratio of received signal bit energy to noise
density for the equalizer and the MLSL receiver. The channel consists of two paths of equal
strength separated by two bit intervals (826 ,s). For this comparison the paths are nonfading.
The linear equalizer did very poorly because this channel has a very deep null in the passband
of the signal. The equalizer tries to compensate for the deep null by applying large gain to
those frequencies. Thus the noise on those frequencies is greatly enhanced, causing the bit
error rate to remain high. The decision feedback equalizer appears to be free of this problem
and performs within 6 dB of the channel that has no intersymbol interference. The MLSE
performed the best, almost as good as though there were no intersymbol interference. Because
of the exponential growth of the MLSE, the DFE was selected as the best candidate for
application to hifspread-spectrum signals.

INPUT Y(t) ADA IVE INPUT FOR ARD BACK RD
SINL F RSIGNAL F1 ER +I F

O BBIT 

1

A-BLOCK DIAGRAM OF THE REFERENCE
LINEAR EQUALIZER 

B - BLOCK DIAGRAM OF THE
DECISION FEEDBACK EQUALIZER

Figure 16. Comparison of the linear and decision feedback equalizers.
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Figure 17. Simulation results of binary signaling through a time-invariant multipath channel.
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DECISION FEEDBACK EQUALIZATION (DFE) DESCRIPTION

To program a computer simulation of the adaptive signal-processing algorithm, we had
to be specific about the signal waveform out of the transmitter. Figure 18 shows the message
format. A serial stream of 4PSK-modulated chips was used as the basic signal, where the digi-
tal modulation sequence is completely known by the simulation system. The signal wavetorm
is partitioned by the operator into three parts: a preamble, a training sequence, and a message
text. The preamble is used to detect the presence of a signal, estimate the channel output
pulse response, and synchronize the receive system to the incoming signal. The training
sequence is used for initial training of the adaptive equalizer. During the message text, a ref-
erence is transmitted in quadrature with the information for use in tracking the channel
iecsponse and updating the equalizer tap-gains. The basic data rate for the signal is 2400 bits
per second of user information plus 2400 bits per second of reference information. Each

symbol is 416.7 ps long and QPSK modulated.

The spectrum of each symbol can be expanded to occupy a larger bandwidth by trans-
mitting several chips per symbol. The number of ch'ps per symbol can be varied from I to 40,
and ti:e nominal bandwidth will vary from 2.4 kflz to about 96 kHz. Each chip is QPSK
modulated, so that there is no obvious change in the signal waveform to indicate the beginning
of symbols. training sequence, or message text.

Figure 19 is a block diagram of the DFE circuit described in reference 5. The structure
utilizes a forward filter to reduce future digit intersymbol interference and a backward filter
to remove past digit intersymbol interference. The DFE receiver mIst also include the pro-
vision for spread-spectrum compression as well as bit synchronization. The tap gains for the
forward and backward filters are estimated by means of the LMS algorithm.

The spread spectrun increases the circuit complexity as follows:

The forward and backward filter tap spacing are Tc/, and Tc, respectively,
rather than the bit duration T.

[he forward and backward filter outputs are compressed before summing.

[lhe bit decision, ik , is remodulated with the spread-spectrum sequence for
the backward filter.

The forward and backward tap gains are updated at the bit rate, ie every T
seconds.

NOISE PREAMBLE TRAINING MESSAGE TEXT TAILSEQUENCE SEQUENCE

NOISE . < SIGNALING INTERVAL '1
INTERVAL

Figure 18. Message format.
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Figure 19. DFE circuit diagram for spread-spectrum modulated signals.

The DFES computer program is an independent simulation tool for evaluating the
performance of an adaptive equalization system for the hf channel. The modulator includes
the functions of differential encoding, time division multiplexing of reference information,
PSK modulation, band spreading, and transmitter filtering. The demodulator contains a
tilt - interpolator, noise filter, PSK demodulation, bandwidth compression, adaptive processor
fi ions, differential decoding of detected data, reference extraction, and bit error rate esti-
mations. The simulation of the hf channel in the DFES is accomplished with a tapped delay
line structure with tap gains corresponding to the gain of individual hf paths.

The signal-processing receiver accepts an input binary data sequence transmitted over
a time- and frequency-dispersive hf channel (generated either internally or by means of an ex-
ternal magnetic tape), processes the received signal, and outputs a decision of what was sent.
The information bits are coded as either 2PSK or 4PSK. The band-spreading technique em-
ployed is direct sequence/pseudonoise modulation with 4PSK chips with from I to 40 chips
per information symbol. The spread-spectrum gain expressed as a bandwidth expansion
factor is a variable from 0 to 16 dB. The adaptive portion of the receiver consists of a noise
filter and the forward and backward filters of the DFE. The receiver also includes synchroni-
zation. The forward and backward filters of the DFE are adapted by either the least mean
squares algorithm or the more rapid Kalman/Godard algorithm. The adaption is directed by
the use of either receiver decisions (decision-directed, DD) a time-division multiplexed known
PN sequence (reference-directed, RD), or a combination of the two (RD/DD).

The receiver alternatives are summarized as follows:

Modulation format 2PSK or 4PSK
Receiver type - DFE with optional noise filter
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Spread-spectrum gain - Variable from 0 to 16 dB

Adaption algorithm - LMS, Kalman, RAKE, fixed

Adaption direction -- Decision, reference

Figure 20 is a block diagram of the simulated communication system. At the trans-
mit end, information and reference bits are time-division multiplexed (TDM) in a source
generator to produce an output source stream, D. The differential encoder converts the source
digits into sequence A. If a reference is transmitted, the differential encoder is not used. The
spread-spectrum coder converts each bit symbol, Ak , into a sequence of chip symbols, {ak},
where each chip symbol is defined according to the formula

a =AkPi

and Pi is the pseudorandom chip~value selected from the set

{l,- l,j,-j }.

The transmit modulator generates a complex representation of a sampled data waveform.
The channel converts the modulator output, Q, into a sampled data sequence, R, by means
of a transversal filtering operation. Zero-mean complex Gaussian noise samples are added to
the channel output to provide the equivalent receiver input.* The first receiver function is to
filter and resample the input at the receiver sampling rate (RSR). The complex samples, S,

GEN ENCODER SPECTRUM" MODULATOR

CODER

~CHANNEL

NDETECTOR A DIFF D

L FILT IER/ NIE FRAD CMRSO

SAMPLER FI LTER FI LTER C

BACKWARD
F ILTER

Figure 20. Communication simulation system block diagram.

*Simulation tests can use real hf noise from magnetic tape as well as internally generated Gaussian noise.
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are filtered by a noise filter to minimize narrow-band interference effects. The noise filter

output, X, is the input to the forward tilter of the DFE. This filter generates a complex
sequence, Y, still sampled at RSR by means of an adaptive transversal filter. The compressor
strips off the spread-spectrum modulation to produce a bit symbol rate complex sample, C.
The detector sums the backward filter output, C, with Z, to form the PSK decision, A. In
the absence of decision errors, A = A. The previous decisions are filtered in the backward
filter to produce the complex sample, C. Adaption of the forward and backward filters of
the DFE is accomplished during message transmission from an error signal, E, derived in the
detector.

DFE SIMULATION AND FIELD TEST RESULTS

To illustrate the performance of the DFE, the time-variant filter in figure 10 was used
to simulate an intra-task-force channel. The channel consists of two propagation paths separa-
ted by 824 ps-a separation that could occur for a comnmunication range of 426 km (230 nmi).
The first path would be the surface wave and the second would be an F-layer reflection from

an F-layer height of about 300 km ( 186.5 statute miles). The two paths have equal loss

normalized here to be 0.707. For the first simulation test, the two paths are nonfading.
Figure 21 shows the bit error rate versus SNR for signals with spread-spectrum gains of 0, 6,
10, and 16 dB. The SNR is the ratio of bit energy to noise density, where the bit energy

includes both the information and reference energies. For the nonfading channel the spread
spectrum appears to improve the probability of error performance over nonspread spectrums.
Additional tests are required to confirm this, but a possible explanation is that the spread
spectrum provides protection against uncanceled intersymbol interference.

A second simulation test was made with a skywave path fading rate, BRMS, of 0.5 Hz.
The surface wave was held fixed (no fading). Figure 22 gives the bit error rate results. In
this case it appears that with the equalizer, the spread-spectrum modulations are less efficient
than the non-spread-spectrum modulation.

Tables 3-5 give parameters characterizing the DFE algorithm. Explanations of these

parameters, and of others as well, are given in references 32 and 33. In brief, the ISET num-
bers are the transversal filter tap delays for the forward filter, expressed in units of the receiver
sample interval. Similarly, the JSET numbers are the transversal filter tap delays for the back-
ward filter, expressed in units of the chip symbol interval. Both the forward and backward
filters measure their delays relative to their respective inputs. For signals without spread
spectrum, the backward filter tap spacing becomes the bit interval.

Table 3 lists the parameters characterizing the DFE algorithm used with each of the
spread-spectrum signal simulations. Variations in configuration were required to minimize
the error rate for each case.

Table 6 is a summary of field test signals that have been processed with the DFE

algorithm. During each time period listed, both a narrow-band (2.4 kHz) and wide-band
(96 kHz) signal were transmitted and recorded. The mode, delay, and power are the estimates
of the multipath signals based on postsignal processing. Even though the recorded signals

3 2Contract report, Decision-Feedback Equalizer Simulation (DFES) - Program Performance
Specification, Signatron Inc, Contract N66001-77-C-0248, July 1978.

3 3NOSC TD in preparation, Decision-Feedback Equalizer Simulation (DFES) Documentation
Data Base Design, by KL Payne (1981).
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Figure 21. Simulation of bit error rate results for a nonfading channel consisting of
surface-wave and skywave paths.

were about 40 s long, the fade rates were not estimated since the fading observed during these
time periods was slow. The SNRs in the table are the ratios of signal to atmospheric plus
man-made noise recorded during the test. For computer processing, lower SNRs were gen-
erated by adding white Gaussian noise to the recorded signals. Tables 4 and 5 give the DFE
algorithm parameters used to process the field test signals.

Figure 23 gives the bit error rate versus SNR for narrow-band signals, with the channels
dominated by surface-wave propagation. Degradation of SNR is caused probably by the filter-
ing and sampling losses. For the high-SNR portion of the curve, the noise is primarily atmos-
pheric and man-made, thus non-Gaussian.
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Figure 22. Simulation of bit error rate results for
channels consisting of a surface wave and a fading
skywave path.

Figure 24 gives the bit error rate versus SNR for narrow-band, prodominantly skywave
signals. In each casc the skywave signal strength was as strong as or stronger than the surface

wave. Tests E and F had little or no fading, so the bit error rate performance was similar to
the steady surface-wave results in figure 23. Deep fading during tests G and H caused the bit
error rate to falh off much more slowly. The channel in test H consisted of two equal paths
separated by 1.4 ms. The chann,:l in test E consisted of a strong E-layer skywave which was
undergoing deep fading. The equalizer could do little to improve the error rate in this case.

Figure 25 gives the results for the spread-spectrum modulated signals. The only test

was of a 16 dB spread spectrum. Since the spread spectrum could resolve the multipath, the
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A - Two-path channel, surface wave and skywave equal and
nonfading, separated by 0.824 ms

Loop
Spread-Spectrum Bandwidth, Hz Number of

Gain, dB (FF/BF)* Taps (FF/BF)* ISET JSET* Tap Distribution

0 14/14 8/4 7,6,8,5 1,2,4,3 Clustered around
1,2,0,3 delays

3 14/14 8/4 5,4,6,3 1,2,3,4 Clustered around
1,2,0,7 delays

6 14/14 10/10 9,8,7,6,5 1,2,3,4,5 Dense
4,3,2,1,0 6,7,8,9,10

10 14/14 8/4 21,20,22,19 1,2,20,19 Clustered around
1,2,0,3 delays

16 14/14 8/4 80,79,81,78 1,2,79,78 Clustered around
1,2,0,3 delays

B - Two-path channel, surface wave non fading, skywave
delayed by 0.824 ms with Doppler spread of 0.5 Hz

0 15/15 8/4 7,6,5,4 1,2,3,4 Dense
3,2,1,0

3 14/14 8/4 5,4,6,3 1,2,4,3 Dense
1,2,0,7

6 14/14 8/4 4,0,1,2 1,3,5,7 Dense
3,5,6,7

10 14/14 8/4 21,20,22,19 1,2,20,19 Clustered around
paths

16 ?/? 8/4 80,79,81,78 1,2,79,78 Clustered around
1,2,0,3 paths

3 14/14 8/4 5,4,6,3 1,2,4,3 Dense
1,2,0,7

IFF - forward filter
BF- backward filter

ISET - forward-flter tap positions
JSET backward-filter tap positions

Table 3. DFE configurations for simulations.
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Loop Bandwidth Number of Tap
ID Day-Time (FE/BF) Taps (FE/BF) ISET JSET Position

A 2 May 1625 ........

B 6 May 1545 5/1 8/2 8,7,9,6,1,2,0,3 1,2 Dense

C 9 May 1210 5/1 10/4 9,8,7,6,5,4,3,2,1,0 3,4,5,6 Dense

D 13 May 1030 5/1 5/2 2,1,3,0,4 1,2 Dense

E 13 May 1210 5/5 20/6 19-0 1-6 Dense

F 13 May 1620 5/5 8/4 7,6,5,4,3,2,1,0 1,2,3,4 Dense

G 13 May 1740 5/1 8/2 7,6,5,4,3,2,1,0 1,2 Dense

H 14 May 1605 5/5 20/6 19-0 1-6 Dense

1 14 May 1720 5/1 8/4 7,6,5,4,3,2,1,0 1,2,3,4 Dense

(See table 3 for an explanation of the abbreviations used in this table.)

Table 4. Narrow-band DFE configurations for field test signals.

Loop Bandwidth Number of
ID Day-Time (FF/BF) Taps (FF/BF) ISET ,SET Tap Positions

A 2 May 1625 6/6 8/4 0-7 1-4 Dense

B 6May 1545

C 9 May 1210 6/6 8/4 0-7 1-4

D 13 May 1030 6/6 8/4 0-7 1-4

E 13 May 1210 6/6 8/4 0-7 1-4 Dense

F 13 May 1620 6/6 20/10 0-20 1,3, Uniform
5,..., 19 Sparse

G 14 May 1605

1 14May 1720

(See table 3 for an explanation of the abbreviations used in this table.)

Table 5. Wide-band DFE configuration for field test tapes.
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Tape
Delay, Power, Rf BW, (S + N)/N

ID Day-Time Mode* ms dB Freq, MHz kHz dB Remarks*

2.4
A 2 May 1625 S 0 0 20.124 96

2.4 27.9 No fading.
B 6 May 1545 S 0 0 96 23 No fading, no interference.

S 0 0 2.4 14.6 No fading.
C 9 May 1210 F 1.8 -14 6.835 96 3.3 Strong O-U is 12 dB> sig

spec. No fading, est 12-dB
SNR w/o O-U.

2.4 22.1 No fading.
D 13 May 1030 S 0 0 3.357 96 16.3 No interference, no fading.

S 0 -10 2.4 24.4 Deep fading (15 dB).
E 13 May 1210 E 0.3 0 6.835 96 22.2 Deep fading (8.5 dB).

S 0 - 5 2.4 17.1 Fading.
F 13 May 1620 E 0.3 0 5.785 96 15.1 No fading.

F 2.0 -13

S 0 -10 2.4 27.3 No fading.
G 13 May 1740 E 0.3 0 5.785 96 18.6 No fading. O-U is 3 dB < sig

spec.

S 0 0 2.4 22.1 Fast fading.
H 14 May 1605 F 1.4 0 6.835 96 11.6 Fast fading. O-U is

3 dB > sig spec.

1 14 May 1720 5 0 0 2.4 20.6 No fading.
96 1.3 Weak signal, wide-band

burst noise.

S - surface wave O-U - other-user interference
E - E layer sig spec - peak signal spectrum level
F - F layer est - estimated

w/o - without

Table 6. Summary of field test signals analyzed with the DFE simulator.
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Figure 23. Field test results for narrow-band
channels dominated by surface wave. (Plotted
from tables 4 and 6)

wide-band equAlizer performed better than the narrow-band equalizer in many cases. Also,
the wide-band equalizer used a different procedure for positioning the taps, allowing fewer
taps to be used than for the narrow-band equalizer. This reduces equalizer self-noise and in-
creases the equalizer ability to track amplitude and phase changes in the received signal.

Specific test data were used to compare th MLSE and DFE algorithms. Figure 26
shows the channel pulse response and SNR for the narrow-band test data recorded 13 May
1980 at 1740. The channel consists of two paths a surface wave and an E-reflection-that
are separated by about 300 microseconds. The E-reflection is 10 dB stronger than the surface
wave and very stable (nonfading) for the duration of the message. Appendix A gives some
additional data on this test transmission.

Figure 27 gives the average bit error rate versus SNR (Eb/N o ) in dB. The results for
no intersymbol interference and for parallel-tone DQPSK were derived theoretically. All
signaling schemes shown transmit 2400 bits per second. The MLSE without tracking performed
poorly probably because of random phase rotations in the received signal. By adding a
channel tracking algorithm, the MLSE performance is greatly improved and is close to (within
about 2 dB of) the performance achieved on a nonfading channel that has no intersymbol
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Figure 24. Field test results for narrow-band
channels dominated by skywave. (Plotted
from tables 4 and 6)

interference. The DFE results are 5 to 6 dB worse than the MLSE and about 2 dB better

than the theoretical results for the PT-DQPSK system.

The ranking of the signaling schemes seem to hold for all channels examined, even
though the performance curves vary due to different channel multipath conditions. Addi-
tional work on processing the remaining field test signals would help provide a more defini-
tive comparison of the signaling schemes.

SUMMARY

The objectives of the Skywave Communication task were to develop communication
signal-processing techniques for hf (2-32 MHz) channels that consist of surface-wave and or
skywave modes of propagation. Because of existing interest in the use of spread-spectrun
modulation for electronic warfare environments, the task addressed both conventional and
spread-spectrum modulation. The approach was ( I ) to develop a wide-band hf channel
model and software simulator, (2) to develop adaptive equalization signal processing tech-
niques and computer simulation software, and (3) to perform an hf field test to record signals
for verifying the channel model and signal-processing algorithms.
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Figure 25. Bit error rate results for 100 kHz
spread-spectrum field test signals. (Plotted
from tables 5 and 6)

The wide-band hf channel model is based upon a model that was proposed and
experimentally verified by CC Watterson et al (ref 8). Their model characterized the hf
channel as a time-variant filter whose parameters are stationary random processes. We
extended the model to wide bandwidths by taking into account the delay differences between
the ordinary and extraordinary wave and the signal distortion caused by variations of phase
delay with frequency. It was assumed that the distortion was deterministic and time invariant
for the duration of the message. During the Skywave Communication field test of FY80,
signals specifically designed to probe the ionosphere channel were transmitted, received, and
recorded. Programs subsequently were written to analyze these signals for the purpose of
estimating, for the recorded channel conditions, what time duration and bandwidth would
provide a good channel model under the above distortion assumption. The next step in this
effort would be to interface the program to read the recorded signals and then process the
field test data.

Computer simulations were developed for the following signal processing algorithms:
RAKE, linear equalization, decision feedback equalization (DFE), and maximum likelihood
sequence estimation (MLSE). Simulation tests showed that the MLSE performed the best,
followed by the DFE and the linear equalizer. But because the MLSE receiver complexity
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Figure 26. Field test data sample recorded 13 May 1980 at 1740.
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Figure 27. Field test results for Pt Mugu to San Diego channel recorded
13 May 1980 at 1740.

grows exponentially with multipath dispersion whereas the DFE complexity grows only

linearly, it was concluded that the DFE' was the best choice f'or the hf channel. The DFE

algorithm was extended to incorporate spread-spectrum demodulation. Simulation and field

test results are given in this report for 0, 6, 10, and 16 dB spread-spectrum gain.

To illustrate the effect of spread-spectrum gain (SS(;) on the required *NR to achieve

a given bit error rate performance of the DFE, a two-path channel was simulated that con-

sisted of a surface wave and a skywave. Two sets of runs were made: one with a nonfading

skywave and one with the skywave fading at a 0.5 Hz rate. For spread spectrum gains of 0,
3. 6. 10, and 16 dB, the SNRs required to achieve 10- 3 bit error Tate were within 3 dB of

each other.

Both narrow-band (3 kliz) and wide-band 0100 kltz) signals were transmitted,

received, and recorded during the FY80 field tests. A data base was established for the Pt

Mugu to San Diego path that included both daytime and nighttime transmissions. (See
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appendix A table.) Nine of these signals have been processed with the MLSE and the DFE
algorithms. Although the error rate versus SNR curves vary with the channel conditions and
algorithms, tile ranking of the algorithms seems to be consistent. The MLSE with tracking
performs the best, followed closely by the DFE, then by the parallel-tone DQPSK. The
disparity between the algorithms is greatest on channels with severe multipath (many paths
separated by several milliseconds) and is least on channels with little or no multipath. When
the received signal goes into a deep, flat fade (ie a condition in which all paths fade simulta-
neously). all algorithms perform poorly. A technique such as diversity and/or error-detection-
and-correction encoding with interleaving is required to counter deep, flat fades.

In general, the MLSE and DFE provide for significant improvement in bit error rate
on channels with severe multipath. The wide-band spread-spectrum signal usually performed
better than the narrow-band non-spread-spectrum signal because of the better multipath
resolution of the wide band and the spread-spectrum rejection of multipath signals that were
undetected by the synchronization algorithm.

The results of the simulated and field test data analyses have demonstrated the appli-
cation of the adaptive decision feedback equalizer (DFE) to serially modulated signals in the
hf band. To achieve best performance for both simulated and field test data, however, the
algorithms had to be configured manually for each channel condition. That is, the tapped
delay line length, number of taps, tap positions, and LMS step size had to be selected each
time a link was to be set up. Further work is required to design a procedure that will auto-
matically configure the equalizer for each channel condition.

RECOMMENDATIONS

A wide-band simulator is a useful tool in evaluating and comparing new signal-
processing concepts. The simulator developed by the Skywave Communications task is based
upon a wide-band channel model that has not been verified. It is recommended that the data
taken during the FY80 field test be processed to verify the wide-band channel model assump-
tions.

The results of the Skywave Communication task have demonstrated the feasibility of
using adaptive equalization on serially modulated transmissions in the hf band. The next
step is to embed these algorithms in a real-time data link system and test it over both short-
range and long-range paths.
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APPENDIX A: FIELD TEST

The purpose of the Skywave Communications Project was to develop and test
algorithms to handle intersymbol interference caused by multipath with fading. To aid in
this study a channel model was developed. A field test was held in May 1980 between Pt
Mugu and Pt Loma (fig AI ) to provide real (as opposed to simulated) data for the purpose
of testing and validating the signal-processing algorithms and the channel model.

The field test was run in three phases:

1. Back-to-back ( 19-28 April 1980). The transmit and receive terminals were in the
same lab and a coaxial cable was used as a substitute for the hf channel. This phase helped to
debug system problems in all but the unused signal transmission portions of the system.

2. Building 33-Model Range (29 April-3 May 1980). The transmitter and receiver
separation was about 1.0 km (0.6 mile). This phase was used to continue terminal debugging
and testing, with special emphasis on the transmit jower amplifier, antenna, and antenna
coupler. After the systems were functioning well, baseline data were collected against which
to compare the Pt Mugu to Model Range data.

3. Point Mugu-Model Range (6-16 May 1980). This phase produced data with a
variety of conditions of multipath (table Al), with one to three paths, and with arrival time
differences of up to 8.0 ins.
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Figure Al. Skywave test path.
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Number of Number of Number of Number of

Multipath Deterministic( 2) Short Stochastic( 3) Long Stochastic( 4 ) Kineplex

Conditions(l) Signal Transmissions Signal Transmissions Signal Transmissions Signal Transmissions

S (Pt Mugu-MR) 2 1

S (Bldg 33-MR) 6 8

S+E 4 4

S+F 12 10 2 3

S+E+F 3 3

S+ F +2F 6 6

S + Sporadic E 6

Notes:

(1) Typically E wave was delayed about 0.3 ms, first F wave was delayed about 1.5 ms, and second F
wave was delayed about 3.5 ms relative to the surface wave, S.

(2) Deterministic - WB-QPSK, NB-BPSK, comb, cw, sounding.

(3) Short stochastic - sounding signal (0.1172-s pulse duration, 2-s pulse separation, and 100 pulses
transmitted) for measuring the channel stochastic parameters.

(4) Long stochastic - sounding signal (0.1 172-s pulse duration, 30-s pulse separation, and 100 pulses
transmitted) for measuring slow changes of the channel stochastic parameters.

Table Al. Summary of the number of the signal transmissions, Pt Mugu-Model Range (MR).

The field test system is capable of sending and receiving several different signal modu-
lation formats. These modulations can be grouped into two main categories, as follows.
(Much of the following on modes was taken from reference AI).

Sounder Modes Data Modes

cw Wide-band QPSK
Comb Narrow-band QPSK
Impulse Narrow-band BPSK
Short stochastic Narrow-band BPSK
Long stochastic Kineplex

!

AI. NOSC TD 309, Hf Skywave Communications Test Plan, by GP Francis, November 1979.
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The sounder mode signals give information on the hf channel parameters. They will
be used to verify the channel model. The data modes have the information needed to test
signal processing algorithms. A brief description of each mode follows.

The cw signal is centered on the transmitter center frequency. Its purpose is to cali-
brate the wide-band and narrow-band systems and to measure the received power level.

The comb signal consists of a multitone cw signal (40 tones maximum), each tone
separated from the adjacent one by 1 .25 kHz. Any combination of channels can be selected
by the computer. These data could be used to determine the channel transfer function
directly.

The impulse signal consists of a repeating sequence of 1023 bits of a maximal length
sequence. Because of its wide bandwidth, high-resolution information on the channel impulse
response can be obtained.

The short stochastic and long stochastic data were used to examine changing character-

istics of the hf channel. The short stochastic data were used to examine Doppler shift and
fading. Its minimum frequency resolution is 0.005 Hz, and the maximum Doppler that can
be measured is 0.5 Hz. The long stochastic was designed for examining traveling ionospheric
disturbances (TIDs).

The wide-band QPSK signal is a spread-spectrum signal with a baud rate of 2400.
Each baud is differently encoded, has one of four possible phases (450, 1350, 2250, 3150),
and is spread out by 40 chips. The resultant chip rate is 96 000 per second. These data will
be used to evaluate wide-band signal processing techniques.

The narrow-band BPSK signal is differentially encoded and has a baud rate of 2400;
each baud has one of two possible phases (0' or 1800). These data will be used to evaluate a
maximum likelihood sequence estimator (MLSE) signal decoder.

The Kineplex signal (narrow-band) consists of 16 tones, like the Link-l I tone package;
its baud rate is 2400 and each baud is QPSK modulated. This signal can be used to establish
a baseline for comparison between the other narrow-band modulation methods.

SYSTEM OVERVIEW

A description of a typical sampling run follows to show the purpose of the equipment
used in the field test.

Before doing anything else, the spectrum analyzer was used to see if our assigned
frequencies were in use. If a frequency slot was available, the transmit terminal was phoned
and asked to transmit the Loughlin Sounder* signal. The receive terminal then checked the
sounder output display, with the receiver connected to a vertical whip antenna and a 450
wire antenna. On the basis of the sounder output, a frequency and an antenna were chosen.
Generally the 45' antenna was used for the runs, since it tended to accent the skywave and
to suppress other user interference. It was also felt that the 450 antenna was more representa-
tive of the shipboard fan antenna. A Polaroid picture was taken of the sounder display to

*Equipment developed by NOSC for measuring hf channel multipath in a 3 kHz bandwidth. See NOSC TN
773, Adaptive Array Hardware Modifications, by PM Hansen and JP Loughlin, 1 October 1979. NOSC
technical notes are working documents and do not represent an official policy statement of the Naval Ocean
Systems Center, San Diego, California 92152. Further distribution to other than Center employees may be
made only with prior approval of Commander, NOSC,

46

V !- j~_ _ _



document the conditions just prior to the data collection runs (fig A2). This provided an aid
in choosing which data to analyze.

During the run both the transmit and receive terminal were under computer control.
Both terminals were synchronized to radio station WWV. This limited absolute time
differences to a few milliseconds. This was essential because of the high data rate at which
the wide-band data were sampled (192000 samples per second). With poorly synchronized
terminals a large amount of useless noise data would need to have been taken either side of
the specified transmission times to ensure that the signal data were collected. This would
have created several problems. It would have made it more difficult to find the starting points
of signals on magnetic tape, especially with conditions of poor SNR. More magnetic tape
would have been required to store useless data. More time would have been required to trans-
fer the data to magnetic tape. As it was, the WB-QPSK and short stochastic data each came
close to filling 2400-foot reels of tape. Transferring a typical 5.5-minute combination short
stochastic/deterministic run to magnetic tape took about 1.25 hours. Such a run collected
about I 1 x 106 complex data samples.

Immediately after the run we used the computer to D/A-convert data on the disk for
a spot check. We checked to see whether the signals started where they were supposed to
start and to get an idea of the SNR. If any problems were found, another run was immediately
scheduled and the bad data were discarded. This procedure saved the time and tape that would
otherwise be spent on useless data.

During the field test some of the narrow-band and wide-band QPSK tapes were taken
back to the lab and run through the channel equalizer algorithms to see whether reasonable
error rates were produced. as a check on both the data acquisition system and the equalizer
programs.

Figure A2. Photo of Loughlin Sounder display taken prior to
example in figure 7.
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After the field tests, as part of the documentation on each of the channel conditions
sampled, plots were made of the following:

The starting points of the received signals.
Power spectra of the noise preceding the wide-band signals and of the signal
plus noise.

Matched filter output at the start of the wide-band signals.

TRANSMIT TERMINAL

Figure A3 is a simplified block diagram of the transmjI terminal. A PDP-I 1-03-based
computer system was used to control the keyer/modulator th~i; r -vided all but the Kineplex
and Loughlin Sounder modulation. The keyer has an up-convertlc which fed a Radio Trans-
mitting Set AN/URT-23 power amplifier. The sounder and Kineplcx modulator were up-
converted by a Radio Transmitter T-827/URT exciter, which then fed the URT-23 power
amplifier. The keyer and modulator used a Hewlett-Packard 5065 Rubidium Frequency

-7WIRE

ANTENNA
LOUGHLIN T

KINEPLEX SOUNDER LSI-I 1
MODULATOR SEQUENCE COMPUTER

GENERATOR SYSTEM

RECEIVER ANALYZER

T-848

URT-23
I -kW POWER
AMPLIFIER

ANTENNA N'NTNR

Figure A3. Simplified transmitter terminal block diagram.
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Standard with a frequency drift of less than 2 x 10-11 Hz per month. Prior to being moved
to Pt Mugu for the field test, this frequency standard was calibrated against a Hewlett-Packard
5061 Cesium Beam Frequency Standard with a specified accuracy of I x 10- 11 Hz over a
0-50'C range. This was the same standard against which the receiver terminal frequency
standard was calibrated daily. A vertical 35-foot whip antenna was used as the transmit
antenna. A horizontal wire was used as a receive antenna for the WWV receiver and the
spectrum analyzer. The spectrum analyzer was used to monitor the transmitted signal power
spectrum and band occupancy.

RECEIVE TERMINAL

Figure A4 is a simplified block diagram of the receiver terminal. A PDP-l 1/20 com-
puter controlled the receiver data acquisition system. This system digitized the data and
temporarily stored it on a Microdata Reflex disk during the transmission.

OR 45 WIRE

MULTICOUPLERO

WWV SPCTR UMLOUGH LIN

SOUNDER
RACAL RECEIVER ANALYZER DOWN-CONVERTER

RECEIVER

I SOUNDER

NOSC OSCI LLOSCOPE MATCH ED

DOWN-CONVERTER FILTER

OSCILLOSCOPE

D/A CONVERTER W/CAMERA

MIP 3 PP- 1120 MICRODATA MAGNETIC
BUFFERED COMPUTERDSKRVETPDIE
INTERFACE DIKYRIETAPEMIV

Figure A4. Simplified receiver terminal block diagram.
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The Racal receiver, down-converter, and A/D converter were all referenced to a
Frequency Electronics FE 1050 Disciplined Time Standard, which is specified as having a
frequency drift less than 3.7 x l0- 1 1 Hz per day. This standard was calibrated daily against
the same Cesium beam standard as used for calibration of the transmitter terminal's Rubidium
standard.

The Loughlin Sounder was used to determine which frequency had the most interest-
ing multipath conditions. The sounder has a time resolution of 300 us. A spectrum analyzer
was used to monitor the received signal strength and to determine whether other user inter-
ference was likely to be a problem at a given frequency.

Two antennas were used: a 35-foot vertical whip and a wire at 450 to the horizontal.

RESULTS

There were 33 deterministic runs, 32 short stochastic runs, 3 long stochastic runs, and
3 Kineplex runs (table Al ). About half of the short stochastic and deterministic runs were in
paired sets, with one immediately following the other. Channels were sampled with one to
three paths, and separations between the earliest and latest arriving paths ranged from about
0.3 to 8.0 ms. About 3.6 x 108 complex samples were collected in this field test.

Plots were made of the starting points of all the communications tapes. Figures AS
and A6 show the starting points of a wide-band QPSK signal and a narrow-band QPSK signal,
respectively. These figures give a rough feel for the SNR of the data. The SNR is useful for
deciding which tape to analyze next and to estimate how well the decoding algorithms should
work on the tape. Another useful plot for characterizing wide-band and narrow-band inter-
ference on the wideband data tapes is the power spectrum. Examples of the spectrum from
the noise blocks and signal blocks of a tape with narrow-band users within the receiver pass-
band are shown in figures A7 and A8 respectively. The passband is 115 kHz for wide-band
signals, 1.5 kHz for narrow-band signals. By matched filtering with the Building 33 to Model
Range data (only one significant path) as a reference, it was possible to determine the multi-
path conditions on the channel. A matched filter plot with two significant paths is shown in
figure 26 in the main text.

It was difficult to find a frequency at which we could fit our approximately 115 kHz
receiver bandwidth without overlapping one or sometimes more narrow-band users. This
interference is shown in figure AS as a high noise level prior to the arrival of the ground wave.

The Loughlin Sounder was useful for real-time characterization of the multipath.
Figure A2 is a photo of the sounder display about 10 minutes before the data shown in figure
26. The output of the matched filter is basically the same as the sounder output except that
the matched filter output in figure 26 has finer resolution because of the greater bandwidth
of the signal.
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