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0. ABSTRACTr (cont•.)

life cycle costs and to alleviate severe hardware space limitation problems

in tactical aircraft.

During Phase I, a set of viable MFBARS candidate architectures was developed,
together with a cost evaluation of these with respect to a government-provided
baseline of existing equipment, to allow meaningful comparisons.

The three MFBARS architectures proposed during Phase I were keyed to a reason-
able expectation of techniques and devices projected to be available when
MFBARS advanced development would be initiated in the mid '80's. The three
architectures provided a graduated increase in payoff potential with associated
increases in technical risk.

The Gvernment then selected the most advanced of the three Phase I candidate
system architectures for more detailed study.

f-uring Phase II, ITT conducted a top-down, system-oriented study of the
selected system approach. System configuration details and performance
parameters were refined. In addition, to minimize system development risk
and to provide guidance on the best direction along which MFBARS should
proceed, recommended plans were defined for development of the system and
supporting technology.

The main emphasis of this report is on the final recommended system
configuration and associated performance parameters and recommended
development plans .J._L
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This report describes the results of the first two phases
of the Modular Multi-function Multi-band Airborne Radio
System (MFBARS) radio architecture study. This study
identifies cost effective and volume-conserving methods of
integrating tactical Commiunication, Navigation and
Identification (CNI) avionics equipments for the signals
shown in Figure 1.

The study goal was to develop concepts for innovative
integration of these equipments by methods which would
allow the incorporation of new capabiiities, and which
would take advantage of technological advances, both
in-hand and projected to be available within the near-term
future (1985). Such intenration is needed to reduce
spiraling life cycle costs and to alleviate a severe space
problem in tactical aircraft.

11STUDY OBJECTIVES

The primary objectives of the MFBARS study were to define
smaller and more cost effective CNI avionics through an
architecture characterized by standardization of common
functional modules and interfaces designed to provide:

* reduced proliferation of unique modules

" the ability to configure, from a set of common
modules, a given total CNI capability on specific
platforms for a given mission

" the ability to take advantage of technological
advances to improve specific common modules with
a minimum of retrofit/transition cost

" the ability to incorporate new capabilities

*improved reliability with graceful degradation

9 redundancy of critical functions

In meeting these objectives, it was necessary to comply
with two overriding Government-imposed guidelines:

" performance standards (of each individual
radio function) must be maintained or could
be improved, but could not be degraded.

" signal-in-space waveforms (of each individual
radio function) could not be modified.
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In addition, the Government directed that MF'BARS desiqns
should incorporate technology as projected to be available
in 1985, the planned start of hardware development. This
was done to avoid constraining MFBARS designs by technology
which would be seven years old by the time hardware
development started.

Finally, MFBARS interfaces with other aircraft systems
were to maximize use of other standard avionics equipment,
both in-being and under development as standard avionics
modules. For example, all MFBARS digital interface with
cockpit controls and displays would utilize DAIS. The
controls and displays themselves would be standard
DAIS-compatible controls and displays, not special items
developed as part of the MFBARS design effort.

1.2 STUDY APPROACH

Phase I of the MEBARS study addressed broad conceptual
issues of MFBARS design. Three specific candidate system
architectures were defined, each with a different degree
of technical risk and associated projected payoff in terms
of reduced size and cost and improved operational flexi-
bility. At the end of Phase I, the Government directed ITT
to proceed with the highest risk/highest payoff candidate
system design. During Phase II, more detailed levels of
this design were developed, as were recommended associated
technology development plans. Figures 2 and 3 show the
approaches taken during Phases I and II.

It was clear at the onset that the MFBARS approach confronts
multiple complex issues, and that it would dilute the cur-
rent effort to attempt to address all of the issues, assum-
ing that all could be identified. The study concentrated,
therefore, on the areas that promised the highest payoffs.
In doing this, a system-oriented top-down study approach
was utilized.

The study started with an analysis of operational and
mission requirements. This analysis showed that no more
than 4-6 VHF/UHF radio functions were ever used simul-
taneously (of up to 14 VHF/UHF radios carried). This meant
that considerable systems savings could be achieved by
integrating VHF/UHF RF front end modules, and by adding
software-controlled flexible switching and signal pro-
cessing capabilities.

Similar analysis of the L-band radio functions led to the
conclusion that software-controlled high speed time sharing
would provide the best approach to meeting MFBARS objec-
tives for L-band signals.

13
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Analysis of HF radio functions led to the conclusion that
only marginal (approximately 5 percent) savings would be
realized by integration of HF radio functions. Further-
more, tactical mission use of HF is very limited. There-
fore, unless new factors (such as widespread introduction
of new adaptive HF techniques) were considered, it would
not be cost effective to integrate HF with the other radio
functions. The resultant design approaches, therefore,
consider HF as an optional future add-on only, not as a
mainline system capability.

In addition to identification of flexible switching
(for VHF/UHF bands) and high speed time sharing
(for L-band) as candidate techniques for CNI radio inte-
gration, cost analyses were performed for generic radio
sets. It was revealed that more than 50 percent of their
cost is commonly contained in the RF circuitry. One focus
of the study was therefore concentrated in the reduction of
or simplification of the many RF components and related RF
signal processing circuits. Common RF modules and other
potential RF cost saving approaches were identified and
evaluated. Promising cost effective design approaches were
incorporated in candidate designs.

Three candidate system architectures emerged from these
top-level analyses of the most promising areas for size
and cost reduction. These three architectures are
described in Section 2 of this report. Section 3 of the
report then provides expanded details on the architec-
ture selected by the Government as most appropriate in
terms of meeting MF13ARS objectives.

1.3 BASELINE DEFINITION

In order to evaluate each candidate MFBARS system design
concept, a reference point had to be established. To
this end the Government provided a baseline list of (non-
integrated) CNI radio equipment which provided all of the
functional capabilities required of MFBARS. This baseline
list changed somewhat during the course of the study, as
explained in the following paragraphs. The baselines are
summarized in Table 1.

16



TABLE 1. BASELINE CNI RADIO FUNCTIONS

Radio Band; Type Phase I Phase II

ARC 112 HF; Comm X

ARC 131 Low VHF, FM; Comm X X
(30-88 MHz)

ARC 115 High VHF, AM/FM; Comm X X

(108-156 MHz)

ARC 164 UHF, AM; Comm X X

ARN 118 L-Band; TACAN X X

APX 76 L-Band; IFF Interrogator X X

APX 101 L-Band; IFF Transponder X X

JTIDS L-Band; Spread Spectrum X X

Comm/Nav

GPS L-Band; Spread Spectrum Nay X X

SEEK TALK UHF Spread; Spectrum Comm X X

SINCGARS VHF; Freq. Hop Comm (some

platforms)

AFSATCOM UHF; Satellite Comm (some

platforms)

The baseline list of equipment was subjected to a PRICE
cost analysis (RCA's Programmed Review of Information and
Costing Evaluation) to determine projected costs, as well
as improved size and weight for the total baseline list if
individual baseline equipment items were to be updated to
take advantage of available technology, but without
integration. This provided a more realistic comparative
reference point than a simple summation of baseline equip-
ment size, weight and cost without allowing any update of
older equipments on the baseline list.

17



All MFBARS candidate system architectures were then also
analyzed by PRICE. However, the MFBARS candidate system
architectures had the opportunity to take advantage of
benefits of integration. In addition, two of the candidate
system architectures were based on technology improvements
above and beyond what would otherwise be available in the
normal course of technology growth. These two architec-
tures entailed higher risk, which had to be assessed
against the projected added benefits. Comparative results
are discussed in Section 3.

The original baseline contained an HF radio function.
As the MFBARS program progressed, it was decided to make
HF an optional add-on only. This was done because it was
found that the benefits of system integration could not
efficiently be extended to HF. The primary reasons for
this were:

1. Very high power (400 watt) CW HF transmitters
would be required, which would constrain potential
reduction in system size reduction, because of
fundamental transmitter efficiency limits and
thermal dissipation requirements. (Such trans-
mitters were not required for any other MFBARS
radio functions.)

2. The many octaves of operating frequency in the
HF band require complicated and bulky dedicated
antenna matching circuitry, not required for any
other MFBARS radio functions.

3. Relatively few tactical aircraft are presently
(or expected to be) equipped with HF radios.

The above conclusions are based on consideration of con-
ventional HF systems only. If an adaptive HF system using
new spread spectrum concepts were to be implemented, then
integration of HF into MFBARS would require reconsideration.
The system is designed in such a way that HF could be added
as an optional add-on.

The original baseline GPS radio set was considered to be
the production version of the Magnavox X-set (simul-
taneous 4-channel receiver capability for high accuracy
computations for high dynamics maneuvering platforms).
It was recognized, however, that MFBARS should incorporate
the results of parallel on-going GPS improvement programs
which would increase GPS jam resistance and add other
system performance improvements. Therefore, the baseline
GPS performance was changed to an "improved X-set"
capability. With the exception of an adaptive antenna
array for improved GPS anti-jam performance (which is
addressed as a separate item), these GPS improvements
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would all be incorporated in software or with very minor
hardware changes. Therefore, the physical elements of the
Magnavox X-set were retained for baseline purposes (except
for the addition of an adaptive antenna array), with the
improved baseline capabilities reflected in the software
area.

The JTIDS baseline capability was defined to be the
"worst case" of three different versions of JTIDS under
consideration by the Government: TDMA (Time Division
Multiple Access), ATDMA (Advanced TDMA), and DTDMA (Dis-
tributed TDMA). TDMA has been tentatively selected by
the Government as the interim version of JTIDS, scheduled
for limited deployment on AWACS and F-15's. Either DTDMA
or ATDMA, but not both, will be selected later as the
advanced follow-on JTIDS for deployment on all other
platforms. The advanced JTIDS system selected must be
"downward compatible" with interim JTIDS (TDMA) for
interoperability between AWACS, F-15's and other platforms
Thus, MFBARS had to have a capability for either ATDMA/
TDMA or DTDMA/TDMA. Since ATDMA/TDMA imposes the
"worst case" conditions for hardware and software design
purposes, ATDMA/TDMA was used as the baseline and for
projection of worst case MFBARS requirements. If the
Government should select DTDMA/TDMA instead, the impact
on MFBARS would be to reduce MFBARS hardware and software
requirements.

Finally, the baseline was modified to reflect packaging
improvements projected possible if GPS and JTIDS were
integrated rather than considered each as separate sets.
This combined GPS/JTIDS packaging, based on a Draper Labs
study, would not change functional performance of either
radio set, but would provide a more realistic advanced
technology baseline against which to compare projected
MFBARS architectures.

The only other significant modifications to the original
baseline were the addition of two new capabilities. The
first was SINCGARS, a VHF secure voice communication
system, and the second was AFSATCOM, a UHF, low data rate
digital data satellite communication system. These are not
required for all platforms and are therefore considered
optional modules of MFBARS.

A summary of some of the more important specifications of
the baseline equipments appears in Section 2.1 of this
report.

It is recognized that as the MFBARS development progresses,
further changes or additions to the baseline may occur.
Several radio functions which are candidates, but as yet
not incorporated in the baseline, are listed in Table 2.
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TABLE 2. POTENTIAL GROWTH FUNCTIONS FOR INTEGRATED

CNI AVIONICS (ICNIA) ARCHITECTURE

Adaptive HF

MLS (Microwave Landing System)

CAS (Collision Avoidance System)

DABS (Discrete Address Beacon System)

NIS (NATO IFF System)
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2. DESCRIPTION OF MVI3BAIRS

CANDIDAT E SYST M AiR'H-11TECTURES

2.1 GENERAL PERFORMANCE REQUIREMENTS,

The functions and modes of operation required to fulfill
the requirements for communication, navigation and idcrrti-
fication for MFBARS are shown in Tablt.s 3 and 4.

Four simultaneous VHF/UHF communications a.i navic4tion
receive channels are required to provide thrpf* simultineoils
voice channels (including one guard ci~annef) and one time-
shared channel containing four navimiat ion siinals. Trans-
mission is required on one VIHFUilF chonnl , hut not
simultaneously with VHF/UHF rece-re. These channels cover
the bands of 30-88 Ml1z, 108-156 Mz, and 225-440 MHz. Two
VHF/UHF receivers are required for r.tiLindancy, but only one
is used at a time. VHF/UHF receive cl.annels cover thf
bands of 30-88 MHz, 108-156 MHz, and 225-440 MHz. Transmit
channels are the same except for 118-156 Mliz instead of
108-156 MHz (VOR and ILS signals do not r4 quire airborne

transmission).

In addition to conventional voice communicaticn modes, the
UHF band capability must also provide SEEK TALK, AFSATCOM,

and secure voice modes.

VHF FM low-band operation requires secure voice and
frequency hopping modes of operation, in addition to
conventional voice communication modes.

For L-band, the system must provide 10 channels of

simultaneous receive capability for: four GPS signals (two
time-shared frequencies), one IFF frequency (at a time),
and up to eight simultaneous JTIDS frequencies (required
for "worst case" ATDMA/TDMA acquisition and sync, although
four channels would be adequate for DTDMA JTIDS). TACAN,
when utilized, would be received on a single TACAN
frequency at a time.

L-band transmissions will be from a single L-band trans-

mitter, shared between JTIDS, TACAN (when utilized) and
IFF. IFF transmissions would interrupt receipt or trans-
mission of other L-band signals, as at present in con-
ventional suites of CNI avionics.

Within both the VHF/UHF bands and L-band, the system
will be in either a transmit or receive mode; there is
no requirement for simultaneous receive and transmit
within either band. However, the two bands may operate
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TABIE 4. FUNCTIONAL REQUIREMENTS

VHF/UHF Communications

" Up to three simultineoLIs Lrecfive voice channels,
including one guard channel.

e Transmission on one channel at a time (dual VHF/UHF
transmitters provide redundancy, but only one
transmits at a time).

" Transmit and receive capability in each of the bands:

30-88 MHz, 108-156 MHz, and 225-400 MHz.

* 25 kHz channel separation.

" Ability to pre-program channels and processors.

" Ability to pre-program information transfer functions.

" SEEK TALK spread spectrum voice capability.

* AFSATCOM low data rate capability.

* SINCGARS-V frequency hopping voice capability.

L-Band Communications

e JTIDS ATDMA/TDMA or DTDMA/TDMA (8 simultaneous
channels for worst case ATDMA/TDMA acquisition
and sync; 4 channels adequate for DTDMA/TDMA).

Navigation and IFF (VHF/UH!' and L-band)

" ILS/VOR: Marker h,-acon, localizer, glide slope, VOR

" GPS: Precision navigation.

" TACAN: Air-tc-ground and air-to-air; receive
and transmit.

" JTIDS: Relative navigation; receive and transmit.

" IFF: Transponder and interrogator; all modes including

Mark XII; receive and transmit.

e VHF FM: Homing (back-up nay).

" VHF AM: ADF (back-up nay).

23



independently of each other. That is, both could be
receiving simultaneously or both transmitting or either
could be receiving whil~e the other is transmitting.

2.2 THE THREE (PHASE I) CANDIDATE SYSTEM ARCHITECTURES

Although many potential MFT3ARS architectures could be
considered, three generic designs were selected as
representative of the variations that could be expectedi as
a function of selected tradeoff parameters. The three
selected architectures are categorized in terms of risk.
The first design represents a minimum, or low risk approach

L using technology currently in hand or in advanced develop-
ment. The second design represents a medium risk approach
using slightly more sophisticated technology as well as
novel approaches to signal processing which require more
extensive development effort. While this architecture
represents a higher risk than the first architecture, it
also offers further improvements in size, weight and cost
as well as enhanced performance characteristics. Finally,
the third design is a higher risk approach utilizing some
technology which requires considerable development effort.
As might be expected, the payoff for this investment is
the greatest improvement in size, weight, cost and per-
formance.

Each of the three architectures is described fully in the
forthcoming sections. For the purpose of comparing size
and weight between the baseline and each candidate MFBARS
architecture, a consistent packaging method was used.
Component packaging into standard size cards or modules was
based on the Hughes Aircraft Company advanced JTIDS packag-
ing technique as described in the GPS/JTIDS/INS
Integration Study Final Report, prepared by the Charles
Stark Draper Laboratory, Incorporated, April 1978. In
packaging modules into LRt's, a standard LRLJ size of 3/4
ATR (long) was used. In all architectures a normal growth
of general purpose component technology (with respect to
such things as digital gate densities or active devices per
chip, power dissipation, operating frequency range, etc.)
was assumed.

Figures 4, 5, and 6 show the three different Phase I
physical packages resulting from the three different
architectural approaches. There was a direct correlation
between size and weight reduction and degree of sophistica-
tion of technology utilized.
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2.2.1 Architecture No. 1

MFBARS architecture No. 1 was designed to provide a low
risk approach to system integration which was not critically
dependent upon new or unique technology. Particular use
was made of evolving integrated monolithic RF circuitry
such as integrated IF amplifiers and "receiver-on-a-chip"
phase locked demodulation devices where applicable. Time-
sharing was incorporated to the maximum extent possible
consistent with the constraint that performance was not to
be degraded. The issue of commonality was exploited in
this architecture to the maximum extent possible within
the bounds of other assumptions or constraints.

The issue of timesharing is a very fundamental consider-

ation for integrated systems. By its very nature it
maximizes the utilization efficiency of existing hardware.
Analysis of operational requirements in conjunction with
adaptive timesharing concepts showed that a set of four
identical, frequency agile receivers would satisfy all
operational requirements in the 30-400 MHz VHF/UHF band.
It was also shown that the HF requirement in the 2-30 MHz
band would best be satisfied by a dedicated (non-integrated)
receiver. The HF requirements associated with bandwidth,
tuning and antenna matching were sufficiently unique that it
was not reasonable to integrate HF with VHF/UHF. At most,
only about a 5 percent savings would result, not enough to

justify HF redesign and development as part of an integra-
ted configuration.

igure 7 is a block diagram of MFBARS architecture No. 1
for the HF and VHF/UHF receivers. The HF receiver is a
conventional HF design. The VHF/UHF receiver would
up-convert to 1300 MHz and then down-convert to 110 MHz
(see Figure 8). At this point the IF frequencies would be
the same and common circuitry could be used for further
signal processing. This common circuitry would consist of
phase-locked demodulators similar to the "receiver-on-a-
chip" type devices presently under development. The
outputs of the receivers would be provided to an array of
communication and navigation signal processors through the
data/control distribution subsystem. A real time control
processor would control the time-shared operation of the
receivers in such a way as to be responsive to mission
requirements, operational priorities, and the nature of the
jamming environment.

(Not shown in Figure 7 are two multiband VHF/UHF transmit-
ters and a single HF transmitter of relatively conventional
design.)

Figure 9 is a block diagram of the L-band receiver portion
of MFBARS architecture No. 1. All receivers are down-
conversion superheterodyne designs. For commonality, a
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common IF frequency of approximately 110 MHz is derived at
the output of the second mixer.

Common integrated devices are employed for demodulation as
they were for the 2-400 MHz band. Aside from this common-
ality, there is very little difference from this archi-
tecture and the baseline. There are several reasons for
this situation which are described in the following
paragraph.

The L-band systems which contribute the most to the overall
complexity of the system (GPS and JTIDS) are still under
development and incorporate the latest system and component
technology. Using conventional system approaches to
redesign these systems results in very little improvement.
Conventional time-sharing as an approach to integration is
not productive because it results in some performance
degradation. Performance degradations are unavoidable for
conventional time-sharing designs because 1) GPS employs a
continuous (CW) signal structure and any interruption
represents signal power loss, and 2) JTIDS (ATDMA/TDMA)
requires eight receivers to be dedicated full time over the
range uncertainty time of approximately 2 msec for process-
ing the sync preamble to a message.

Also included but not shown in Figure 9 is a single L-band
transmitter. All the L-band systemq requiring a transmit
capability are pulsed and can be combined in a single
L-band time-shared transmitter.

2.2.2 Architecture No. 2

MFBARS architecture No. 2 represents a medium risk system
approach. Some moderate device technology development and
advanced signal processing techniques development would be
required, particularly within the L-band portion of the
system. MFBARS architecture No. 2 would utilize sophisti-
cated Surface Acoustic Wave (SAW) technology for filters,
oscillators and correlators. Some applications of the SAW
devices would represent new and powerful signal processing
techniques which would permit (non-conventional) time-
sharing of system hardware resources, without performance
degradation.

There was no change in the HF receiver, HF transmitter or
VHF/UHF transmitters in architecture No. 2.

The block diagram of the VHF/UHF receiver subsystem is shown
in Figure 10. This subsystem consists of four receiver
channels grouped into two dual receivers. Each dual
receiver shares the majority of synthesizer and preselec-
tion hardware. The synthesizer is a tree structured SAW
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synthesizer using SAW comb filters and switched filter
banks to select a desired local oscillator frequency. The
synthesizer uses a single acoustic substrate with
independent frequency selection switches for each of the
dual output lines. The preselectors use the same
principle, that is, a single substrate and dual switches
for the outputs. A common SAW substrate theoretically
could have been used for all four receiver channels;
however, this would have been undesirable from a
reliability standpoint.

The preselector filters are fabricated using SAW technology
and are semi-octave in bandwidth. The design is an up-
converter with a first IF frequency of 1300 MHz. A SAW
device is again selected (due to its very small size) as a
filter providing approximately a 3 MHz IF bandwidth. After
a second stage of frequency conversion to 110 MHz, the
system is essentially the same as MFBARS architecture No. 1.
The outputs of the four receiver channels are provided to
demodulators in a time-shared sampled sequence under the
direction of the system control processor. A real time
adaptive time-sharing algorithm, as in MFBARS architecture
No. 1, is utilized for control.

The L-band portion of MFBARS architecture No. 2, shown in
Figure 11, makes use of new device and system technologies.
The major innovation is a device called a "universal
correlator" which is capable of processing any one at
a time of several different types of spread spectrum
signals. The spread spectrum signals may have various
modulation formats such as BPSK (for GPS) or CPSM (for
JTIDS). Furthermore, even though SEEK TALK is a UHF-
band spread spectrum signal, by up-converting to L-band,
it could be processed by the same "universal correlator".

Nine L-band channels would be required for MFBARS
architecture No. 2, eight for worst case JTIDS require-
ments (ATDMA/TDMA signal acquisition and sync), and
one channel to be shared with other spread spectrum
signals on a time-shared basis. Normally, ATDMA/TDMA
JTIDS would not require all eight allocated worst case
channels and other spread spectrum signals could use
some of the allocated JTIDS channels; also, DTDMA/TDMA
JTIDS, if selected by the Government as the final JTIDS
configuration, would require only four channels maximum
for signal acquisition and sync, which would either free
some of the allocated channels for other spread spec-
trum signals or would permit a reduction in the number
of channels required for the system.
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Each channel would have its own "universal correlator".
The universal correlator would be an advanced technology
tapped delay line device, utilizing either SAW correlator
or CCD correlator techniques, with processor-controlled
switching of correlator reference signals, as required
for each specific signal of interest.

All nine channels would be identical and would be under
the control of an adaptive time-sharing algorithm. By
comparison to L-band MFBARS architecture No. 1, the total
number of receiving channels could be reduced from 17 to 9,
with no loss in performance. Furthermore, since all
channels would be identical and under software assign-
ment control, processor-controlled resource reassignment
would enable "fail soft" system degradation in the event of
failure.

2.2.3 Architecture No. 3

MFBARS architecture No. 3 is intended to be the most power-
ful design in terms of performance and ultimate cost and
size reduction. As such, it also represents the design
with the highest degree of risk.

In analyzing the cost distribution of modern electronic
systems such as JTIDS and GPS it can be determined that the
majority of system costs reside in the RF area. RF
assemblies cost from two to three times as much as analog
or digital assemblies of approximately the same size. From
this we may conclude that if a potential new design is to
be cost effective it must exploit new concepts in RF signal
processing.

A particular complication in JTIDS is the fast frequency
hopped signal structure used to achieve improved A/i
performance. This feature requires the use of a fast
frequency hopping synthesizer for which considerable
research and development effort has been expended in recent
years. Before the input signal is dehopped, the bandwidth
is large and particular care must be exercised in the
design with regard to dynamic range and spurious responses.

MFBARS architecture No. 3 was an attempt to overcome some
of the aforementioned problems in a cost-effective manner.

Many classical problems of radio design could be greatly
simplified if very narrow-band (preferably information
bandwidth) filters could be realized at RF frequencies. By
placing such a filter in the signal path as close to the
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antenna as possible, adjacent channel interference reiectior
and cross modulation distortion coull be improved, and
the design of the remaining radio system required to pro-
cess the signals could be greatly simplified.

MFBARS architecture No. 3 uses new devices called "agile
transversal filters" (ATF's). There are two forms of these
devices used in the system, a wideband agile transversal
filter (WBAT') and a narrowband agile transversal filter
(NBATP). The WBATF filter forms a highly agile preselec-
tion filter which directly reduces an RF input bandwidth
from approximately 400 MHz to as narrow as 5 MHz (which is
the spectrum bandwidth of a JTIDS pulse). The filter is
capable of switching tuning frequencies in the order of 6
nsec. This rapid tuning feature allows a single WBATF to
scan a selected set of frequencies (for example eight
ATDMA/TDMA JTIDS sync burst frequencies) all within the
total delay time of the tapped delay line of the WBATF.
Since the WBATF performs parallel integration of the signal
over the total filter delay time, all time segments of all
selected frequencies are processed with no degradation in
signal to noise ratio (as long as the cycle time through
the frequencies is less than the total delay time of the
filter). The WBATF is described in detail in section
3.4.1 and in Appendix A.

The NBATF is essentially the same as the "universal
correlator" described previously as part of architecture
No. 2. It is described in detail in Section 3.5.3.

Figure 12 is a simplified block diagram of MBARS arch-
itecture No. 3. The design is conceptual in nature and
many alternative variations centering around the WBATF's
are possible. HF is not integrated because, as has been
mentioned previously, integration of HF with the other
bands is not cost effective. There are two WBATF's in
architecture No. 3, one for L-band signals and one for
VHF/UHF. Each of these bands is approximately 400 MHz in
total RF input bandwidth. Switching allows either band to
be processed by either WBATF. This provides redundancy for
"fail soft" system performance in the event one WBATF
should fail.

It should be noted that, since the WBATF's are just
entering development and since their ultimate perfor-
mance characteristics and cost performance variables
are not known, several optional system implementations
of the WBATF are under consideration. At one extreme,
the WBATF would be used for selection of all signals
in a band (JTIDS, TPCAN, GPS, IFF for L-band; SEEK
TALK, and conventional narrowband comm and nay channels

i7



I Z

oo S

z

i

I"'S

3-0

0)

aS

~i1)

o-

J. .

o 1'~ 3J

I I . .. . . .. II II I l r l ' I I I I I II 1 . . . . . .I II . . . . . . .. .S. ..oI | - " | l l . . . . 1



in thu VHFi/UHF band) The other extreme would use the
WBATF for only some of the MFBARS signals (basically
non-fixed frequency signals, such as JTIDS and TACAN in the
L-band); other signals (basically fixed frequency sig-
nals such as GPS and IFF) would he selected by fixed
frequency bandpass filters rather than the WBATF's. There
are technical merits to both extremes and also for some
intermediate points. The best implementation approach
cannot be detf±rmin,,d until WRATF development work,
starting in late 1980, proce,?ds far enou (h to provide
WBATF performance characteristics and cost data required
for system level tradeoff decisions. Therefore, the
current MFBARS system design concepts include a range of
WBATF implementation alternatives as feasible syste-m design
options. A final system level decision will be made after
device performance characteristics and limitations are
better known and final tradeoffs can bo made between
optional WBATF designs and other optional elements of the
overall system design.

As shown in Figure 12, the outputs from the WBATF's
(and/or from fixed frequency bandpass filters for any
fixed frequency signals which may not be processed by
the WBATF), are frequency-translated by a baseband
converter to a "zero-IF" basehand frequency prior to
further siqnal processing by narrowband ATF's (NBATF's).
In the case of spread spectrum signal samples (GPS, JTIDS,
SEEK TALK), the NBATF's then provides correlation (also
referred to as PN code stripping) so that baseband
information can be recovered. Following recovery of
baseband information, each selected signal is then
processed as appropriate in digital and/or analog
processors.

In addition to achieving a significant reduction in
RF hardware, architecture No. 3 meets another objec-
tive, the elimination of the need for an expensive agile
frequency synthesizer to de-hop the JTIDS signal. The
JTIDS signals are transmitted on pseudo-randomly selected
frequencies spaced 3 MHz apart, and each frequency is a
harmonic of 3 MHz. Since the signal has been passed
through a narrow-band filter, the noise is well correlated
within time intervals corresponding to a 3 MHz rate.

Therefore the signal can be sampled at that rate without
significant S/N degradation. And since the signal frequency
is some harmonic of 3 MHz, successive samples maintain
a consistent phase relationship regardless of the fre-
quency. An example will help illustrate this point. If
a JTIDS frequency of 999 MHz is selected, there are exactly
(except for Doppler offsets which are small) 333 cycles of
this frequency in one cycle of three MHz. If the next lower
JTIDS frequency of 996 MHz were selected, then there would
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be exactly 332 cycles in one cycle of 3 MHz. In other
words there is always an integral number of cycles of a
JTIDS frequency in a 3 MHz period, and therefore, succes-
sive samples at a 3 MHz rate have a constant phase relation-
ship. Actually, there are other aspects of this problem
which may require higher sampling rates than 3 MHz. But in
this case, sampling at inteqer multiples of 3 MHz can be
used at the price of some increased complication with
respect to the phase relationship between successive
samples.

2.3 COMPARISON OF (PHASE I) CANDIDATE SYSTEM ARCHITECTURES

There were several criteria for comparing each candidate
MFBARS architecture with the baseline. These included:

*development cost

*unit cost of production

*LCC savings

*volume savings

*weight savings

*operational flexibility

*growth capability

*technical risk

Figure 13 provides a graphical presentation of the benefits
projected for each MFBARS architecture, compared to the
baseline.

The figures from which the bar charts were constructed
are tabulated in Table 5.

The increased savings with successive architectures is
related to technology. Each successively higher perfor-
mance architecture requires acceptance of successively
greater technology risks in order to obtain the projected
increase in system benefits. Later sections of this
report describe details of the technology and technology
development plans required for architecture No. 3, the
architecture selected by the Government for detailed
study.
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UNIT PRODUCTION COST PRODUCTION PLUS
SAVINGS 10 YEAR SUPPORT COST
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PERCENT 40 PERCENT 40
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ARCHITECTURES ARCHITECTURES

Figure 13. Projected MFBARS benefits for each

candidate system architecture,
as compared to baseline

TABLE 5. MFBARS PHASE I CANDIDATE ARCHITECTURES

COMPARED TO PHASE I BASELINF

Phase I MFBARS MFBARS MFBARS

Baseline No. 1 No. 2 No. 3

Weight 420# 290# 253# 215#

MFBARS Savings - 31% 40% 49%

Volume 7.0 cu.ft. 3.9 cu.ft. 3.3 cu.ft. 2.6 cu.ft.

MFBARS Savings - 44% 53% 63%

Unit Prod Cost

(1050 units) $200K $176K $168K $152K

MFBARS Savings - 12% 16% 24%

Prod Cost (1050

units) Plus
Support Costs
(10 years) $302M $231M $221M $203M

MFBARS Savings - 24% 27% 33%

41/(42 Blank)



3. D E TA I L ED D E SC RI P TIO0N O F TH E
D ES I GN O F T HE S EL E CT ED M FB A RS

Of the three candidate architectural approaches to MFBARS,
the third, which was the most sophisticated approach, was
chosen for further study during Phase If. This architecture
offered the greatest potential cost and size savings for an
integrated system. FUrther design refinements during Phase
II substantiated the previously projected savings in volume,
weight and cost. In addition, further relative savings
were realized by the net effect of eliminating the 1IF
function from the baseline and addinq AFSATCOM and SINCGARS.
Details are provided in Sections 3.8 (physical description)
and 5.0 (cost analyses).

A detailed description of the theory of operation, design
tradeoffs, and recommended implementation for the selected
architecture is presented in the remainder of this section.

3.1 AIRCRAFT INTERFACES

A top level block diagram of the electrical interfaces be-
tween MFBARS and other aircraft systems is shown in Figure
14. ME'BARS performs all the required radio functions on the
aircraft. Non-digital (e.g., audio) information interfaces
with the aircraft intercom system. Digital data interfaces
with the Digital Avionics Information System (DAIS) which in
turn interfaces with the cockpit controls and displays and
with other aircraft systems (INS, weapon system and fire
control computers, etc.) There is also a direct interface
between the Inertial Navigation System (INS) and MFBARS for
some signals (e.g., high speed tracking loops).

3.2 OVERALL SYSTEM BLOCK DIAGRAM

Figure 15 shows the MFBARS top level block diagram.

The Antenna Subsystem consists of antenna elements, antenna
selection switches and antenna coupling circuitry. The
antenna elements may be either conventional antenna elements
or adaptive antenna arrays, depending on the specific type
of aircraft. Adaptive antenna array concepts are still under
evaluation. one is a conventional multi-band self-contained
adaptive array, with minimum control signal and RF interfaces
with the rest of MFBARS. The other is a more highly inte-
grated design concept in which portions of the RF subsystem
hardware would be shared with the antenna array processor to
achieve a higher degree of total system integration. These
concepts are explored in more depth in Section 3.3.

The RF Subsystem consists of receiver RF front ends,
including the Wide Band Agile Transversal Filters (WBATF's),
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plus three transmitters. Details are discussed in Section
3.4.

The Signal Processor Subsystem contains baseband con-
verters, a Narrow Band Agile Transversal Filter (NBATF)
Assembly, a signal switching network, code generators, and
special purpose de8 ;.ted signal processors. Details are
discussed in Section 3.5.

The Data and Control Processor Subsystem consists of a
dynamically reconfigurable multiprocessor array, modularized
main memory (in which is stored all system operating
programs and the system data base), internal and external
input/output devices (I/O's), and an interconnection
structure. Details are discussed in Section 3.6.

The BITE Subsystem is a processor-controlled built-in test
subsystem for testing, monitoring and evaluating system
health. It contains analog and digital test signal genera-
tors and analog sensors and digital logic for determining
whether the system is operating within performance limits,
and for fault-isolation in the case of detection of out-of-
limit performance. The BITE Subsystem can provide inputs
to the Data and Control Subsystem for in-flight system
reconfiguration in the event of detected failures. Details
are discussed in Section 3.7.

3.3 ANTENNA SUBSYSTEM

Figure 16 is a simplified block diagram of the Antenna
Subsystem. Each of the blocks in this figure is discussed
in greater detail in the subparagraphs of this section.

Since MFBARS must operate with both conventional antennas
and with adaptive antenna arrays, both options are dis-
cussed. Section 3.3.1 addresses conventional antennas
and antenna couplers for MFBARS. Section 3.3.2 then
addresses adaptive arrays for MFBARS.

3.3.1 Conventional Antenna Elements and Antenna Coupling
Network

Figure 17 shows a block diagram of the Antenna Subsystem
with conventional antennas and antenna coupling elements.
(Note that this block diagram shows separate GPS and IFF
signals. This is for the system design option in which GPS
and IFF interrogator signals are not processed by the
WBATF's, as discussed in section 2.2.3. For the alternate
system option, GPS and IFF signals would be part of the
channel A and/or B outputs.)

Figure 18 shows nominal antenna element locations on a
typical tactical aircraft for conventional antennas. It
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should be emphasized that these are nominal locations only,
for discussion purposes; final selection of antenna
locations for a specific aircraft must take into account
specific electrical, mechanical, aerodynamic, and logistics
requirements.

Three antennas are located on top of the aircraft: (I) an
L-band antenna for GPS, JTIDS, TACAN and the IFF trans-
ponder; (2) a VHF/UHF antenna for VHF/UHF communications,
and (3) a UHF AFSATCOM antenna. The IFF interrogator
antenna is co-located with the radar in the nose of the
aircraft. Three more antennas are located on the bottom of
the aircraft, one each for L-band and for VHF/UHF communi-
cations as on top, and another (horizontally polarized)
VHF/UHF antenna for navigation functions, including VOR,
localizer, glideslope and marker beacon.

A description of each of the antennas and the signal flow
through the coupling network is presented for each of the
radio functions served.

3.3.1.1 GPS

The GPS antenna, located on top of the aircraft, consists
of a pair of crossed slots designed to receive circular
polarization over as much of the upper hemisphere as
possible. The polarization is circular near the zenith
direction, for GPS signals operating in the Ll (1575 MHz)
and L2 (1227 MHz) bands, and deteriorates to vertical
polarization near the horizon for both GPS and JTIDS sig-
nals in the 960 to 1215 MHz band. For a flush mounted, or
low profile antenna, the presence of the aircraft skin
prevents achieving good circular polarization from any
antenna element at low elevation angles, i.e., near the
horizon. If greater antenna gain were required at low
angles for either GPS or JTIDS, an additional linearly-
polarized, monopole-type antenna could be added.

The received signal from this antenna is coupled'to a
bandpass filter covering the 960 to 1585 MHz hand.
Directional couplers sample the forward and reflected
waves for BITE test and monitoring purposes. The signal is
then coupled through a circulator and T/R switch and on to
a diplexer. The diplexer splits the GPS LI , GPS L2 and
JTIDS signals into three separate channels as shown.
(Unless the alternate system option is selected, in which
the WBATF processes GPS signals, as well as JTIDS.) The
L1 signal is then narrowband filtered, amplified and mixed
down to 941 MHz. The L2 signal is narrowband filtered,
amplified and connected directly to a switching matrix.
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3.3.1.2 JTIDS/TACAN

The JTIDS and TACAN functions, are served by the L-band
antenna on tc'p of the aircraft (described above) and by a
separate L-band antenna on the bottom. The bottom L-band
antenna is a vertically polarized monopole type with
omnidirectional coverage in azimuth. The signal from each
antenna is filtered, sampled and preamplified in a similar
manner to the GPS Ll signal. The preamplifier has a noise
figure of 3 dB, and 20 dB gain for a range of input signal
levels from -95 to 0 dBm. The signals from the top and
bottom antenna are combined in a linear combiner, as shown,
to form a single output (channel A). The linear combiner
is a switch which selects either the top or the bottom
antenna, whichever has the stronger signal. If a feedback
signal is generated, the signals can be adaptively weighted
and combined in such a way as to maximize the total signal.

The same radiating elements are used for JTIDS transmis-
sions. The signal from the transmitter is switched to
either the top or bottom antenna, depending on which
received the stronger input signal. The T/R switch and
circulator provide the necessary isolation between the
transmitter and receiver.

3.3.1.3 IFF Transponder and Interrogator

IFF transponder signals are received and transmitted
through the same antennas and circuitry as for the JTIDS
signals described above.

IFF interrogator signals (if part of the aircraft mission
functions) are transmitted and received through separate
antennas as shown in Figure 17. These antennas are
co-located with a radar in the front of the aircraft.

3.3.1.4 VHF/UHF Communications

All of the VHF/UHF communication signals are vertically
polarized and are received on the top and/or bottom
wideband antennas. These are identical monopole-type
antennas designed to radiate an omni pattern over the
frequency band from 30 to 400 MHz. The signals are coupled
directly to the VHF/UHF preselector where they are switched
through a filtering matrix and preamplified. A detailed
description of the VHF/UHF preselector is given in Section
3.4.2.
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3.3.1.5 AFSATCOM

The UHF AFSATCOM system is served by a crossed slot antenna1
located on top of the aircraft. The antenna is essentially
a scaled version of the GPS antenna, designed to radiate
circular polarization over most of the upper hemisphere.
The received AFSATCOM signal is coupled to the VHF/UHF
preselector.

3.3.1.6 VOR,/Localizer/Glideslope,/Marker Beacon

Since the VOR/Localizer Glideslope and Marker Beacnr fVinc-
tions all utilize horizontal polarization with covor- ce in
the lower hemisphere, all will be served by a common
antenna. The antenna output is switched to the appropriat2
filter bank in the preselector and amplified and filtered
in the same manner as the VHF Comm signals.

3.3.1.7 Antenna Coupling Network

The Antenna Coupling Network will be fabricated with a
combination of technologies including microwave integrated
circuits (MIC), thick film hybrids (TFH) and discrete
components. A diagram illustrating a proposed breakdown of
the various components by the circuit technology used to
fabricate them is given in Figure 19. The symbols identify
the type of construction and the numbers within the symbols
are keyed to the listing of the component functions. The
numbers in parenthesis give an estimate of the circuit area
for each component. The total board area for the circuits
shown is 10 inches by 12 inches. This assumes the MIC
circuits are fabricated from a high dielectric constant
material such as Epsilon 10 or Duroid 6010.

The coupling network will probably be divided into several
separate modules, but the final breakdown will depend on
the particular installation. For good electrical
performance, it is desirable to locate all components
through the first amplifier stage as near as possible to
the antenna, to minimize cable losses and RF pickup.
However, from a packaging standpoint, it is desirable to
locate all of the circuits together in one module.
Consequently, compromises will be required, based on each
specific installation requirement.
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3.3.2 Adaptive Antenna Arrays

Some MFBARS-equipped aircraft will have adaptive antenna
arrays for additional anti-jam (AJ) protection of spread
spectrum signals. (GPS, JTIDS, SEEK TALK). The antenna
array design effort has not been completed; at prese nt,
there are three basic approaches under consideration:

* separate stand-alone arrays for each spread spectrum
signal

* integration of arrays with each other, hut no intecra-
tion between array hardware elements and other MFBARS
hardware elements

* integration of the arrays with each other, plus
integration of some array processor elements with
other MFBARS processor hardware elements

The first two approaches are the subject of other Air Force
contracts, both in-being and planned. (In-being for the
RADC-sponsored SEEK TALK program, and planned for the
AFWAL-sponsored Adaptive Multi-Function Antenna (AMA)
program, which will address integration of GPS and JTIDS
in the initial phase and of all CNI functions in a later
phase.) The third approach has been addressed to date only
in context of this MFBARS study. At this point in time, no
final conclusions have been reached on the best of the
three approaches for MFBARS. This will have to be resolved
in a future phase of the MFBARS program. The following
paragraphs describe current status for each of the three
basic approaches under consideration.

3.3.2.1 Separate Arrays for Each Spread Spectrum Signal

Table 6 summarizes basic adaptive antenna array require-
ments for each of the three spread spectrum signals.
Figure 20 shows a top level block diagram of interfaces
with other elements of MFBARS.

The separate array approach would be the most demanding,
in terms of aircraft integration, and would not provide
any opportunity for cost savings through integration of
antenna or antenna processor hardware elements. However,
it would represent the lowest technical risk.

3.3.2.2 Partial Array Integration

Figure 21 illustrates a concept for partial array integra-
tion, through sharing of common antenna elements and use
of time-sharing techniques in a common weight control and
timing system.
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TABLE 6. ADAPTIVE ARRAY REQUIREMENTS

Operational Potential
capabilities Null Bandwidth Discriminants

GPS a 20 MHz at both e Power Inversion
Frequencies
Simultaneously

- 1227.6,
1575.42 MHz e LMS with Spread

Spectrum Reference

Upper Hemisphere * Known Direction

of Arrival

- Circular
Polarization * Sidelobe Canceller

JTIDS * 3 MHz Frequency * Look Ahead to Next
Hopper Channel

- 960 - 1215 MHz * Alternative is 9 Weight Storage
Entire Band

- Omnidirectional * Avoid Tacan/DME e Known Direction
Nulls of Arrival

- Linear Polariza-
tion

SEEK TALK . 10 MHz Channels e Power Inversion

for Acquisition

- 225 - 400 MHz e LMS with Summed
Reference

- Omnidirectional

- Linear/

Polarization
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Figure 22 illustrates a concept for integration of the
antenna elements. There would be two such arrays on the
aircraft, one on the top and one on the bottom.

In order to provide improved anti-jam performance, each
array must be capable of spatial filtering of one or more
undesired signals in each band of interest. This requires
each part of each array to function as an adaptive null
steering array. The number of undesired signals which can
be steered into a null is one less than the number of
independently controlled elements in a given array. For
purposes of this concept, the number of elements per array
has been selected as 5, so that up to 4 interference
signals from different directions can be rejected.

The next element of this partial integration concept. is the
amount of commonality of antenna elements which can be used
for the three different spread spectrum signals (SEEK TALK,
GPS, JTIDS). Optimum design of an adaptive array utilizes
element spacing of approximately one half a wavelength, in
order to avoid a multiplicity of grating nulls. The range
of wavelengths for the signals of interest is from 19 to
133 cm. Some compromises are therefore required.

The two extremes of commonality are:

(a) Use 5 antenna elements common to all three
functions.

(b) Use a separate group of 5 antenna elements for each
of the 3 functions, resulting in 15 antenna
elements for each array.

Extreme (a) is undesirable because the array cannot even
approach the optimum element spacing for all three functions
simultaneously.

Extreme (b) is undesirable because of complexity and cost.

For the proposed concept, an array configuration of 11
elements was selected. As shown in Figure 22, optimum
spacing is closely approached for the GPS and JTIDS
functions, and for the high frequency end of the SEEK TALK
function. In this configuration, four of the elements (2,
3, 5 and 7) are common to two functions. The aircraft
surface area required for this configuration is essentially
the same as would be required for the SEEK TALK array
alone.
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The jamming scenario requirements may be such that different
numbers of jammers woald exist in each of the three bands
of interest. In that case, the configuration of Figure 21
could be modified accordingly. For example, if the SEEK
TALK array were required to reject only two jammers instead of
four, elements 9, 10 and 11 could be replaced by a single
element, thereby materially reducing the surface area
required for the array.

Polarization and element type of each element are matched
to the signils. Crossed slots provide circular polarization
toward the zenith for GPS and vertical polarization toward
the horizon for GPS and JTIDS. Dual band blades provide
coverage toward the horizon for vertically polarized
SEEK TALK signals and GPS and JTIDS. Since GPS L2 (1225
MHz) is directly adjacent to the JTIDS band (960 - 1215
MHz), we have chosen, for the proposed concept, to utilize
the JTIDS array to receive the GPS L2 signal.

Although the signals transmitted from the GPS satellites
are all circularly polarized, the combination of CP and LP
antennas is believed to provide the best overall coverage.
For a flush mounted, or low profile antenna, the presence
of the aircraft skin prevents achieving good circular
polarization from any antenna at low elevation angles,
i.e., near the horizon. Since an optimum satellite geometry
for GPS navigation is to use one satellite at the zenith
and the remaining three satellites at low angles, the
combination of a CP antenna with good coverage up to zenith,
and LP antennas with maximum gain near the horizon was
selected.

For coverage in the downward direction, the elements of the
array will be mounted on the bottom of the fuselage to
provide coverage for vertically polarized signals coming
from sources beneath the aircraft. The antennas will be
dual band blades identical to the top mounted blades.

Narrowband UHF and L-band signals would use one or more
elements of the UHF and L-band arrays, depending on the
most effective interface. Narrowband VHF signals would
require the same separate VHF antenna elements as
described previously, as there is no VHF array.

The adaptive processors would employ individually tailored
adaptive weight control algorithms. In the partially inte-
grated implementation, dedicated weighting circuits would
be required for continuous operation on all radio functions
simultaneously. (See Section 3.3.2.4 for more detailed
discussion.)
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Time-shared adaptive weighting is not a trivial design
problem. For example, if one considers JTIDS, one notes
that the input signals to the weighting elements are
wideband. While it is true that in the JTIDS data mode
only one signal frequency at a time is received, in the
ATDMA/TDMA JTIDS synchronization mode, eight frequencies
must be received simultaneously. A single set of complex
weights cannot produce nulls at all eight frequencies
simultaneously. There are several solutions to this
problem. One solution would be to replace the single
complex weight by a tapped delay line and complex weight
vector. Each element of the vector would then operate on
an output tap of the delay line. In addition to the
obvious increase in hardware complexity, the computation
requirements would then become much more complex. Another
approach would be to frequency dehop and narrowband the
signals prior to weighting. However, in the ATDMA/TDMA
JTIDS sync mode, thirty-two independent receivers (8
frequencies x 4 antennas) would be required, with complex
weights at the output of each receiver. This approach
would require much more hardware than the first approach.
An advantage of this 32 receiver approach, however, is that
by performing frequency selective filtering before
weighting, the probability of an out-of-band jammer
saturating the weighting elements would be reduced.

Further work is required before costs, risks, and benefits
of the partial integration approach can be assessed and
tradeoff design decisions made.

3.3.2.3 Full Array Integration

A third approach to adaptive arrays for MFBARS is still in
the definition and evaluation stage. This approach would
attempt to achieve the greatest possible overall system
efficiencies by sharing of adaptive array and RF processing
functions.

The antenna elements would be the same as described for the
partially integrated concept; the differences would be in
RF processor hardware and software, and in hardware and
software interfaces with other elements of MFBARS. At this
level of integration, conventional interfaces between
antenna subsystem and RF subsystem would disappear and a
new level of system integration would emerge. The major
impact would be replacement of large portions of separate,
conventional RF and adaptive array processor hardware with
a unique integrated configuration.

This highly integrated concept is based on the use of a
wideband agile transversal filter (WBATF) and agile tapped
delay line weights (similar to WBATF's) for each antenna
element, to allow simultaneous adaptive antenna array
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processing and first stage spread spectrum RF processing,
utilizing one common set of processor hardware elements.

Figure 23 illustrates the basic concept for this fully
integrated approach. First, frequency filtering is
provided by WBATF's. Then, spatial filtering is provided
by null formation through adaptive weighting of the signals
from each antenna element. Figure 23 shows the signals
from each antenna element transmitted through a separate
WBATF and weighting circuit and then combined in a common
summing network-. In principle, a single summing network is
sufficient; however, in order to provide some redundancy
for increased reliability, two separate combining networks
would be used, as described later. The time multiplexed
signal at the output of the summing network is divided into
three separate channels in a demultiplexing circuit as
shown. This permits independent processing of the JTIDS,
GPS and SEEK TALK signals with algorithms optimized for the
individual characteristics of each.

The unweighted signals (Xi's) from each antenna element
are picked off from the WBATFs, as shown, and then
switched and demultiplexed for correlation with the
weighted signal (Y) from the summing network. The weight
commands are derived in the array processor and then
multiplexed prior to transmission to the weighting
circuits. It should be noted that the basic MFBARS signal
processing design requires high speed signal sampling.
This must be taken into consideration in the design of an
integrated RF processor/adaptive array processor.

Time multiplexing for the WBATF's and their associated
complex weight circuits must be such that all input signals
are sampled at a rate sufficient to retain all the data
inherent in the received signals. Each sampling interval
(Ts), must be divided by a minimum factor of 12, in order
to provide time-shared outputs for each of up to eight JTIDS
channels for ATDMA/TDMA sync burst) along with two samples
each for GPS and for SEEK TALK. The result is a switching
rate interval of Ts/12 of approximately 6 nsec. The time-
sharing sequence is illustrated in Figure 24. Note, how-
ever, that even though the adaptive weights must be cycled
(reprogrammed) at a high data rate (consistent with the
sampling frequency), the adaptive processing circuitry can
operate much more slowly, at a rate dictated by the relative
motion between jammer and platform. This permits filtering
and integration of the adaptive signals in the usual way.
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spread spectrum RF processor
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Also shown in Figure 24 is spectral up- and down-conversion
of SEEK TALK and GPS Li signals. This is required for
reasons of RF processor functional requirements rather than
array processor functional requirements. (These RF
functional processing requirements are described in this
section, rather than in Section 3 which describes the basic
RF processing approach, to aid in understanding the fully
integrated concept).

In order to limit the bandwidth of the WBATF input signals
to a reasonable number, some restructuring of the RF signal
processing must occur. All wideband spread spectrum
signals (GPS, JTIDS, SEEK TALK) must be combined to allow
common processing by one set of WBATF's (with one WBATF per
antenna element for any one selected array, at any point in
time).

This requires up-converting the UHF SEEK TALK signal from
UHF to 950 MHz, right below the lower end of the JTIDS
band (960-1215 MHz) and down-converting the GPS Li signal
from 1575 MHz to 1225 MHz, right above the upper end of
the JTIDS band. Since the WBATF's have an input RF fre-
quency bandwidth of 400 MHz, this bandwidth compression
then allows processing of all three signals by only one
WBATF per element per selected array.

Figure 25 (sheet 1 and sheet 2) shows a more detailed
block diagram of this fully integrated concept, including
the up and down conversions just described. Each antenna
element of each array has an associated preamplifier, for
establishing the system noise figure. For the case where
an antenna element is part of more than one sub-array, a
band separator (inverse of a diplexer) separates the
various bands into multiple lines. Signals outside of the
bands of interest are filtered out to prevent circuit
saturation by out-of-band signals. For single band antenna
elements, only a harmonic (semi-octave bandwidth) filter is
required. For the L-band elements, the JTIDS and the GPS
L2 signals will be similarly separated, so that the L2
signals can be processed separately.

Next, SEEK TALK (UHF-band) and GPS Li (1575 MHz) signals
are up and down-converted respectively. The Li signals
are down-converted from 1575 MHz to 1225 MHz using a fixed
L.O. The SEEK TALK signals are up-converted by a controll-
able L.O. such that the resultant translated center fre-
quency is at 950 MHz.

The control processor will select one at a time of either
L1 or L 2 signals for GPS processing. Note that the GPS
signals, along with the JTIDS and the SEEK TALK signals,
are all carried through in parallel for the upper and lower
antenna arrays. This makes it possible for the control
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processor to independently select the upper or lower sub-
array for each of the functions (GPS, TII)S or SEEK TALK)
as indicated in the box labeled "Upperi',wer Select".

The lines emerging from this box then tepresent the selected
signals for each function for e-ach active element in the
associated sub-array. The siqnAls froi eaA ac-tive element
may then be combined to form inputs to their associated
WBATF 's.

Each WBATF output signal then contai.ns the time-multiplexed
series of signals illustrated at the bottom of Figure 24 for
RF and adaptive null control process in,3. Tl.e X components
are then split (see right side of Figure 25, sheet 1) to
provide signals to the antenna weighting elements. These
signals are sent to the antenna element weights (see Figure
25, sheet 1) in synchronism with WBATF tap weight reference
control signals, so that the desired spatial nulls are
formed for each signal of interest as each is being sampled
by the WBATF's. The outputs from the agile antenna element
weight circuits are also summed into a composite Y signal,
which is then demuxed into separate siunals of interest
which are then sent to the Data and Control Processor
Subsystem for baseband information processing (see bottom
part of Figure 25, sheet 2). Also, the composite Y signal,
after demuxing, is A/D converted for use in the adaptive
weight controlling correlator circuits. The functions of
correlation, S/J discrimination, and processir- of the
adaptive algorithms are all handled digital ly, as
illustrated in the top part of Figure 25, sheet 2,
resulting in a desired complex weight for cach active
element in each active sub-array, on an iterative basis.

Viability of this fully integrated concept depe.nds upon
ultimate device-to-device uniformity characteristics of the
WBATF's (which are still in an early stage of development)
and also on ultimate WBATF production quantity unit costs.
Device-to-device uniformity (across wide frequency bands)
is very critical to successful aaaptive nulling of an
antenna array. Low unit cost is critical to this full
integration concept because one WBATF would be required for
each antenna element in any selected array (5 at a time in
this concept), rather than only two (one for VHF/UHF, one
for L-Band, within the RF subsystem), in the basic MFBARS
designs. It is expected that the added cost of the larger
quantity of WBATF's would be more than offset by elimina-
tion of other, more costly, hardware elements in both the
array processor and in the RF subsystem. Since the WBATF
devices are projected to be achievable as standardized
monolithic devices, it is projected that sufficiently
uniform device-to-device characteristics and low device
unit cost can be achieved. But this requires verification
from the results of the WBATF development program.
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It is also possible that unit costs could turn out to be low
enough that one WBATF per antenna element (22, including both
top and bottom arrays) could be affordable. This could en-
able elimination of other hardware elements, such as the up
and down converters and selection switches. Also, control
could be simplified. This option will be explored if and
when forthcoming projected WBATF unit costs make this option
economically attractive.

3.3.2.4 Adaptive Algorithms and Antenna Weighting Circuits

For any of the adaptive antenna array concepts, each spread
spectrum signal would have its own algorithm, optimized to
each specific spread spectrum signal. Each algorithm would
generate a complex (phase and amplitude) control signal for
complex weighting of each antenna element. Control signals
would be fed to the weighting circuits in a time-multiplexed
manner, in synchronism with the tap weight control signals
fed to the WBATF's for frequency tuning and filtering.
Discrimination of desired from undesired signals will be
different for each signal, as described below.

JTIDS will utilize knowledge of expected frequency hopping
patterns and signal times of arrival after each frequency
hop as discriminants. The JTIDS algorithm will utilize a
narrow band, asynchronously hopped, closed loop scheme with
storage for 51 sets of weights (corresponding to the 51
available center frequencies for JTIDS transmission).

GPS will utilize the known signal level of the received
satellite signals and their spread-spectrum PSK codes for
identification. The baseline adaptive algorithm for
GPS (Ll and L2 ) will be the pattern search method
with variable step size, as recommended in the Harris
report (AFAL Contract F 33615-77C-1274) in Section 4.2.
However, because of the advantage of combining the L2
array with that used for the JTIDS signals in the MFBARS,
no attempt will be made to combine the Ll and L2 adaptive
algorithms, as was done in the Harris study. In MFBARS, the
Ll array and the L2 array will be adapted independently.
In this manner, no compromises need be made to compromise
between the two bands, which are widely separated in
frequency.

There also will be a specific algorithm for SEEK TALK.
However, since the Government has not yet released design
information on the two competitive waveforms being
considered for SEEK TALK, or on the proposed stand-alone
SEEK TALK adaptive antenna array subsystem design, it is
impossible to comment at this time on details of SEEK TALK
algorithms or other aspects of the SEEK TALK adaptive
antenna array design.
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3.4 RF SUBSYSTEM

The RF Subsystem consists of RF receiver front-end hardware
and three transmitters. Figure 26 shows a top level block
diagram of the RF Subsystem.*

The RF Subsystem contains the most innovative device technol-
ogy utilized by MFBARS, a pair nf wideband agile transver-
sal filters (WBATF's). The WBATF's, described in detail in
Section 3.4.1 and in Appendix A, allow the system to use
direct frequency tuning for variable tuned signals, rather
than superheterodyne techniques. This is one of the major
contributions to MFBARS hardware simplification, which in
turn provides significant MFBARS system size and cost
savings.

Note from Figure 26 that the GPS L1 and L 2 signals and IFF
signals are shown as bypassing the WBATF's. This is because
they are fixed frequency signal,, for which conventional
fixed frequency bandpass filters are adequate for signal
selection. (The WBATF provides greatest efficiencies for
variable tuned signals, rather than fixed tuned signals.)
However, as discussed earlier in this report (Section
2.2.3), alternate configurations are still under considera-
tion. It may turn out better for overall tradeoff reasons
to also have the WBATF's select the GPS and IFF fixed
frequency signals, as well as the variable-tuned signals.
Tradeoffs in subsequent phases of the program will deter-
mine the best final configuration. The balance of this
section presents the RF subsystem description for the case
where the IFF and GPS signals are not selected by the
WBATF. This is a "worst case" situation in terms of
hardware component count. If the design ultimately
incorporates processing of these signals in the WBATF, then
overall system size will be smaller.

Other elements of the RF Subsystem described in this
section include a bank of pre-selector filters for the
VHF/UHF band signals, a signal switching network, and log
video and AGC amplifiers.

*Note from the previous section that one of the adaptive
antenna array concepts being considered would change the
conventional boundary lines between the Antenna Subsystem
and the RF Subsystem. If this approach were to be
implemented, there would be two different RF Subsystem
configurations for MFBARS: (1) a highly integrated
configuration for those aircraft having adaptive antenna
arrays; and (2) a conventional configuration for those
aircraft not having adaptive antenna arrays. This section
of the report describes only the latter configuration.
Refer to Section 3.3.2.3 for a description of the
integrated array processor/RF processor configuration.
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3.4.1 Wideband Agile Transversal Filters (W13ATF's)

The heart of the selected MFBARS architecture is an
advanced technology device called a wideband agile trans-
versal filter (WBATF). The following paragraphs provide a
brief introductory description of the WBATF, prior to
describing its utilization in the RF Subsystem. Refer ro
Appendix A for a more detailed description of the WBAT'
device.

3.4.1.1 Introductory Description of WBATF

A WBATF is a special form of a generic device called a
transversal filter, which is a device containing:

* a lossless delay line through which an input signal
propagates

* a large number of equally spaced lossless taps which
sense signal energy as the input signal traverses
the taps

* tap weights, one for each tap

e a summing bus output, which sums the weighted energy
detected by the taps.

If the incoming RF contains a signal whose shape matches
the predetermined reference shape stored in one of the
tap weight sets, then the summing bus output will peak
during the sampling interval. If there is no match, the
weighted tap outputs will selectively cancel out and the
summing bus will not peak. Amplitude measurement of the
summing bus outputs can provide successive samples of
detected signals of interest. These successive samples are
at rates greater than the Nyquist rate of the signals of
interest, so that the outp-its will be (multiplexed) samples
of the modulated waveforms of the signals of interest. The
multiplexed sampled waveforms can then be demultiplexed in
subsequent MFBARS circuitry so that each signal of interest
can be processed separately.

The major differences between the generic transversal filter
and the WBATF are: an extraordinarily wide input bandwidth
(400 MHz); high speed sampling of the input signal (870
MHz); a large number of taps (500); and the ability to
change the tap weights rapidly (6 ns), under software
control, as the sampled signal propagates through the
device. The usual transversal filter either has fixed tap
weights which cannot be changed at all or tap weights which
can be changed only slowly relative to the propagation time
of the input signal through the delay line. By contrast,
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the WBATF weighting circuits can be changed at a high rate
relative to input signal transit time through the delay
line. With this capability, the tap weight reference
characteristics can be changed at several times the Nyquist
sampling rate (for all signals of interest) as they
propagate through the delay line. This allows high speed
switching between several different tap weight references
during signal transit through the delay line. Thus,
several different signals of interest can be sampled, on a
time multiplexed basis, during propagation through a single
WBATF. Most importantly, there is no signal to noise
degradation in these multiplexed samples, because of the
Nyquist sampling and because the tap process is (theo-
retically) lossless. These features provide the
ability for a WBATF-equipped MFBARS to offer considerable
savings in hardware for multiple signal tuning, compared to
conventional RF tuning approaches.

Figure 27 shows a general block diagram of the WBATF. As
an input signal travels through the delay line, the summing
bus output provides successive instantaneous summations of
the input signal, as shaped by the tap weights, which are
set by the tap weight register. The tap weights can be
changed by input control signals to provide different sets
of tap weights for several selected signals of interest.
As shown in Figure 26, multiple sets of tap weights can be
pre-stored in holding registers within the WBATF. These
several sets of tap weights are then advanced one set at a
time to the tap weight register, where they reset the tap
weights for one sampling interval. Then a different set of
tap weights is advanced to set the weights for the next
sampling interval, recycling indefinitely. Any pre-stored
set can be replaced at any time by control inputs, so that
any new signal reference can replace any prior signal of
interest reference at any time.

3.4.1.2 WBATF Application to MFBARS

The WBATF performs the following functions for the selected
MFBARS architecture.

" It provides a capability for high speed (multiplexed)
switching (tuning) between several different frequen-
cies of interest.

" It is fully programmable in terms of center frequency
and bandshape, making it useful for processing vari-
ous signal formats in a multi-function environment.

As shown in Figure 26, the selected MFBARS architecture
contains two identical WBATF's, one for L-band signals and
one for VHF/UHF signals. Each has an RF input bandwidth
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of approximately 400 MHz. Either WBATF can be switched to
the other band, or either can handle both bands, on a
multiplexed basis. This flexibility provides fail soft
system degradation in the event of failure.

3.4.2 VHF/UHF Preselection Filters

As shown in Figure 26, one of the WBATF's is preceded by a
bank of SAW VHF/UHF preselection filters. This filter bank
is required for improved dynamic range performance of
VHF/UHF signal detection. The filter bank and whichever
WBATF is assigned to VHF/UHF processing work as
complementary successive filters in detecting VHF and UHF
signals. Figure 28 shows a block diagram of the
preselection filter bank.

The preselection filter bank establishes sensitivity
and provides selectivity to prevent desensitization by
off-channel signals. No (conventional) explicit down-
conversion is required, due to the WBATF frequency
conversion which follows.

The preselection filters consist of two filter bank
modules; the first covers the 30 to 88 MHz band, the low
frequency VHF band, while the second module covers both the
108-174 MHz (high VHF) band and the 225-400 MHz (UHF) band.
In addition, the second module contains an antenna
switching matrix so that two antennas can be used
simultaneously in each band. The selectivity is provided
by three SAW filter banks, one for each band. Each filter
bank has two RF amplifiers whose inputs may be connected
to any selected filter output within the filter bank. The
outputs of the RF amplifiers are summed and filtered
further by either of the WBATF's.

The SAW filter banks are matched to 50 ohms and have PIN
switches at both the input terminal and output terminal of
each filter so that input signals are routed to one appro-
priate filter and amplifier. The center frequency and one
dB bandwidth for the 30-88 MHz, 108-174 MHz, and 225-400
MHz filter bands are shown in Figu--s 29, 30 and 31
respectively.

Power VMOS RF amplifiers were chosen because of their low
noise figure (4 dB) and high third order output intercept
point (45 dBm).
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INPUT OUTPUT

0

IN PUTD

0 0

CONTROL

FILTER NUMBER CENTER FREQUENCY, MHZ 1 dB BANDWIDTH, MHZ

1 30.7519 1.5038
2 32.2933 1.5791
3 33.9121 1.6583
4 35.6119 1.7414
5 37.3970 1.8287
6 39.2715 1.9204
7 41.2400 2.0166
8 43.3072 2.1177
9 45.4780 2.2239
10 47.7576 2.3353
11 50.1515 2.4524
12 52.6654 2.5753
13 55.3053 2.7044
14 58.0775 2.8400
15 60.9887 2.9823
16 64.0458 3.1318
17 67.2561 3.2889
18 70.6273 3.4537
19 74.1675 3.6268
20 77.8852 3.8086
21 81.7893 3.9995
22 85.890 4.2000

Figure 29. 30-88 MHz filter bank
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I1

INPUT * OUTPUT

-0

INPUT DDOTU00 _

CONTROL

FILTER NUMBER CENTER FREQUENCY, MHZ I dB BANDWIDTH, MHZ

1 110.6378 5.2756
2 116.0422 5.5333
3 121.7106 5.8036
4 127.6560 6.0871
5 133.8917 6.3844
6 140.432 6.6963
7 147.292 7.0234
8 154.487 7.3665
9 162.033 7.7263
10 169.9481 8.1037

Figure 30. 108-174 MHz filter bank
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1-I-

INPUTOUTPUT

( 2 0
U. U.

0 -W0

II
CONTROL

FILTER NUMBER CENTER FREQUENCY, MHZ 1 dB BANDWIDTH, MHZ

1 230.5254 11.0509
2 241.8477 11.5937
3 253.7261 12.1631
4 266.1879 12.7605
5 279.2617 13.3872
6 292.9776 14.0447
7 307.3673 14.7345
8 322.4636 15.4582
9 338.3014 16.2174

10 354.4171 17.0140
11 372.3489 17.8496
12 390.6369 18.7263

Figure 31. 225-400 MHz filter bank
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Gain, noise figure, and intermodulation distortion budgets
for the preselection filters are shown in Figure 32. The
noise figure of the preselection filters is less than 10 dB
while the input third order intercept point is greater than
20 dBm. The input and output impedance of the RF
amplifiers is 50 ohms.

3.4.3. Log-Video Amplifiers

There are two types of log-video amplifiers in the RF
Processor Subsystem. The first is used for RF amplifica-
tion of the IFF signals. The second is used for amplifica-
tion of the WBATF outputs.

The log video amplifiers used for the IFF functions are
conventional units. A simplified block diagram is shown in
Figure 33. The RF center frequencies of the signals of
interest are either 1030 MHz or 1090 MHz. The RF bandwidth
will be approximately 6 MHz and the logarithmic gain com-
pression range will be at least 60 dB. Only the log-video
output of the amplifier is required for IFF functions.

The WBATF log video amplifiers are more complex than the
IFF log video amplifiers. The output of the WBATF's will
be JTIDS, TACAN, and various communication and navigation
signals. For TACAN operation, both the log-video and
hard-limited outputs of the amplifier are used as shown in
Figure 34. For JTIDS, only the hard-limited output is
used. The various communication and navigation functions
may use either one or both of these outputs. Also, these
devices will be required to operate over a broader
frequency range, from 30-400 MHz.

The signal time-sharing requirements are also an important
design consideration. The output of the WBATF is a time
division multiplexed sequence of signals. These signals
are passed through a 400 MHz low pass filter. After the
instant of transition from one signal to the next, the low
pass filter will have a transient response which must decay
before a sample can be taken on the output signal. As the
time-sharing rate is increased to handle more simultaneous
signals the decay interval decreases and some portion of
the previous signal begins to contaminate the sample of the
present signal. We can estimate the degree of contamination

79



CC

rII-

IA..

d4- C-4

800



0'-

00

OD

Oo0

00

814



-j

z

z uj

40 E 0
IL I j u

Lu LU > 0

> I-

0 U.

I-E-4

-- a

82



by assuming that the low pass filter has a single pole and
a transfer function:

EOUT 1

IN +W T2

where

(w= 27r f

T = time consta7nt (1)

Using the low pass filter cutoff frequency (3 dB) of 400
MHz, we can find the time constant T.

EOUT 1 1
E IN \ 2 L2T2

1 -1

T - f ; 3.98 X 10 seconds. (2)
c

The fraction of voltage remaining at the output of the
filter after t seconds is the impulse response of the
filter.

eOut -(t/T) (3)
e.in

If we assume that the sampling rate for each signal of
interest is 15 MHz and we wish to process between 10 and 14
signals, then the time interval between successive signals
at the WBATF is:

1 -
tmin 61= 4.76 X 10- Sec (4)(15 X 10) (14)
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t m = 6.67 X 10- 9 sec. (5)
(15 X 107) (10)

Substituting equations (2), (4) and (5) into
equation (3) yields:

(e o tmin = 6.37 X i0- 6  -104 dB

/ max

(eot max = 1 (6)
-Ta 5 24 X 10-8 -146 dB

\in mrin

Based on the above results, timesharing the WBATF
among 10 to 14 signals would be satisfactory.

3.4.4 AGC Amplifier

The AGC amplifier for the GPS signals is a conventional
AGC amplifier. The diplexed L1 /L 2 signals are amplified
by a common RF (AGC) amplifier which provides 120 dB of
gain and +20 dB gain control. Since up to 40 dB of signal
variation might be encountered between different GPS
satellites, and since the AGC amplifier operates on all
GPS signals simultaneously, an additional AGC system will
be implemented in software to normalize individual signal
amplitudes.

3.4.5 VHF/UHF Transmitters

There are two identical (for redundancy) 10 watt trans-
mitters for the following frequency ranges: 30 to 88 MHz,
108 to 174 MHz, and 225 to 400 MHz. They each operate
in a single channel mode with 25 KHz channels. In
addition, they operate in a wideband spread spectrum mode
in the 225-400 MHz range for SEEK TALK. Also, some MFBARS
configurations provide a SINCGARS capability which uses
slow frequency hopping of 25 kHz channels in the 30-88 MHz
band.

The VHF/UHF transmitters consist of a synthesizer, and a
10 Watt power amplifier. A 40 Watt power amplifier module
can be added for those MFBARS configurations containing
AFSATCOM capability.

For the 30-88 MHz single channel mode, the transmitters
provide frequency modulation with a 6.5 kHz peak deviation
and binary FM (16 kbs) with a peak deviation of 5.6 KHz.
Only binary FM is used for SINCGARS.
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For the 108-150 MHz range, amplitude modulation and on-off

keying (16 kbs) is provided. For the 150-174 MHz range,
frequency modulation and binary FM is provided, with 5 KHz
frequency deviation for voice and 5.6 kHz for binary FM.

For the 225-400 MHz range, amplitude modulation and on-off
(16 kbs) keying is provided. FSK is also provided for
those MFBARS configurations with AFSATCOM capability.

3.4.5.1 Transmitter Architecture

The MFBARS synthesizer uses a three loop architecture to
provide FM modulation, frequency hopping and frequency
offsets.

Figure 35 shows the block diagram of the synthesizer and

associated exciter stages. It consists of three loops: a
frequency modulation loop, a main loop and a follower loop.
All three loops are phase locked to the 3.2 MHz TCXO which
in turn may be locked to a Rubidium standard (if available,
external to MFBARS) for even greater accuracy.

The modulation loop uses a VCXO to provide +6.5 kHz peak
deviation for analog FM voice and +5.6 kHz deviation for
16 Kbps digital voice and data.

The follower loop VTO generates +22 dBm level in the 30 to
400 MHz range in three bands. The high level VTO is
required so that the noise floor at the transmitter output
is -190 dBc/Hz. SEEK TALK modulation is accomplished in
the high level balanced modulator at the output of the
follower loop which phase modulates the carrier with the
PN sequence from the SEEK TALK PN Generator.

Amplitude modulation is achieved in the amplitude modulation
loop which is capable of 90 percent modulation.

The main loop generates frequency hopping in the 38.8-
368.8 MHz range for the follower loop, and has less than 1
millisecond dead-time per hop. The buffered 16 kbps data

is sent at 18 kbps for 9 milliseconds thus preventing the
loss of any data.

The digital control logic contains the buffers and ROM's
needed to coarse tune and control all loops.

MODULATION LOOP DESIGN - The modulation loop provides +6.5
kHz and +5.6 kHz peak frequency deviation from 10 Hz to 9
kHz needed for frequency modulation of voice and data
respectively.

The modulation loop is locked to the 3.2 MHz TCXO by a
phase lock loop having 10 Hz loop bandwidth, thus permitting
modulation down to 10 Hz.
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Because of the +8 and the *32 in the follower loop, the
VXCO must have a peak deviation of +700 kHz for +5V digital
voice in the 30 to 88 MHz band and +175 Hz for +5V digital
voice in the 150-174 MHz band. A +5.8V analog voice signal
will then yield +812.5 Hz deviation at the VXCO in the 30-
88 MHz band and +203 Hz deviation in the 150-174 MHz band.
An attenuator is used in the 30-88 MHz band to compensate
for this difference.

The worst case clock spurs in this loop are -115 dBc. The
modulation loop has an 8 Hz loop bandwidth and can, there-
fore, be modulated down to 10 Hz. The loop has a 67 degree
phase margin and is, therefore, very stable. The loop tunes
to within 100 Hz in less than one second and therefore,
does not require fast acquisition circuitry. The spurs
which appear in the 1.1 MHz band-passed output of the
modulation loop will not affect the system.

FOLLOWER LOOP DESIGN - The follower loop follows the VCXO
and the frequency hopping main loop, generating a frequency
modulated carrier from 30 to 400 MHz in three bands.

The follower loop mixes the main loop output with the
follower loop output, the difference frequency is then
divided by 8 or 32 and phase locked to the 1.1 MHz from
the modulation loop.

The coarse tune input shown activates inductors to coarse
tune the VTO to the approximate frequency so that it cannot
lock on the image frequency. The image frequency is 17.6
MHz above the desired frequency in the 30 to 88 MHz band
and is 70.4 MHz above or below the desired frequency in the
other two bands. The +8 is used in the 30 to 88 MHz band
and the +32 in the other bands.

VMOS transistors are used in the oscillator in order to
generate an output of +20 dBm with a noise floor of
approximately -194 dBc/Hz at the VTO.

The worst case clock spur (-57 dBc) is reduced to less than
-77 dBc by a "bridged-T" notch filter. The loop has a
worst case closed loop zeta of .9178, open loop phase
margin is 700 and gain margin is 22 dB. The loop has a
loop bandwidth of 160 KHz which will allow it to follow the
hopping rate and the 10 Hz to 9 KHz modulaton. This loop
will tune to within 100 Hz in 0.133 milliseconds and will,
therefore, not limit the synthesizer's ability to settle
within one millisecond.
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There are no significant spurs in the f8 loop in the 30 to
88 MHz band or in the +32 loop in the other two bands. The
VTO output is 30 to 88 MHz in band 1; 108 to 174 MHz in
band 2 and 225 to 400 MHz in band 3. The main loop is 8.8
MHz above the follower loop in band 1, 35.2 MHz above the
follower loop in band 2, and in the 225 to 300 MHz portion
of band 3 and 35.2 MHz below the follower loop in the 300
to 400 MHz portion of band 3.

MAIN LOOP DESIGN - The main loop generates a frequency
hopping frequency from 38.8 to 364.8 MHz and tunes to within
100 Hz in less than .8 millisecond.

This loop uses a phase/frequency detector with switchable
gain so that it first converges with high gain for the
first .6 milliseconds of a frame and then switches to lower
gain for the next 9.4 milliseconds.

The coarse input is controlled by the digital control
logic to limit the tuning range of the varactors. In the
normal mode, the worst case clock spur is -64.6 dBc. The
worst case zeta of this loop is .6156, the phase margin
is 480, the gain margin is 20 dB and it tunes to within
100 Hz in 3 milliseconds. In the fast mode, the worst case
zeta is .55, the phase margin is 430 and the gain margin is
13 dB. The main loop tunes to within 100 Hz in less than
.8 milliseconds in fast mode enabling it to be settled
within 1 millisecond after the start of the data frame
assuring that data is not missed in the next 9 milliseconds.
The fast/slow technique is used to reduce clock spurs during
the 9 milliseconds of data.

OUTPUT STAGES - The output stages provide phase and
amplitude modulation with low noise to provide a -190
dBc/Hz noise floor.

In the output stages the mixer is a double balanced active
modulator using VMOS transistors for low loss.

The amplitude modulation loop uses a power sensor and PIN
attenuator in a feedback loop to provide 300 Hz to 10 KHz
modulation with less than 10 percent total harmonic
distortion with up to 90 percent modulation. The PIN
attenuator has a nominal -6 dB gain in order to provide 90
percent upward modulation. The output is a nominal 10 watts
and 40 watts peak.

The two lowpass filters shown are switched by the band
selection lines from the control logic in order to provide
harmonic rejection in each band.
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The output stages have a noise floor of -190 dBc and an
output third order intercept point of +55 dBm. This is
adequate for a nominal 40 dBm output.

DIGITAL CONTROL LOGIC - The digital control logic
provides the coarse tuning mode for both VTO's and the band
select for the filters, -8/ -.32 and the FM gain attenuator.

The digital control logic accepts parallel input frequency
hop words. It can also be configured to accept serial
input data at 640 KHz rate.

The control logic uses ROM's to generate the proper coarse
tune word for each of the two VTO's in accordance with the
incoming frequency hop word.

This logic also gives the required "fast" signal to the
main loop phase comparator for the first .6 millisecond
of each frame.

3.4.6 L-Band Transmitter

The L-band transmitter generates all the signals required
to be transmitted for the JTIDS, IFF, TACAN and DME
functions. An overall block diagram is given in Figure 36.
The transmitter consists of a stable oscillator at 450 MHz,
a modulator, a frequency upconverter and power amplifiers.
All circuitry, including the power amplifiers, is solid
state construction.

The transmitter interfaces with the antenna coupling net-
work as shown in Figure 17. In addition to the signals to
be radiated, the transmitter provides low level signals
for monitoring and self-test of the receiver signal
processing circuitry.

3.4.6.1 Oscillator

The oscillator is a 450 MHz stable oscillator, phase locked
to a system reference clock. The reference frequency is
not critical, but is expected to be around 1 MHz. The
oscillator can be a VCO or a SAW oscillator, so long as it
is locked to the system reference.

3.4.6.2 Modulator

The modulator provides continuous phase shift modulation
(CPSM) as required for the JTIDS function. A block diagram
of the circuit is shown in Figure 37. It consists of a
preamplifier, a PSK modulator with driver, a second
amplifier and a SAW filter. The first amplifier raises the
signal level to about 20 dBm. The PSK modulator is a double
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Figure 36. L-band transmitter block diagram~
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Figure 37. CPSM code modulator
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balanced mixer, connected to provide 1800 phase reversal
of the incident signal on command from an external digital
control. Its output is amplified and then coupled to a SAW
filter, designed to convert the PSK modulation to CPSM.
The center frequency of the SAW filter is 450 MHz; 3 dB
bandwidth is 4 MHz and ultimate attenuation is greater than
50 dB. The output of the modulator is a fixed frequency,
continuous wave signal with CPSM coding for JTIDS and
unmodulated for Tacan, IFF and DME.

3.4.6.3 Upconverter

The function of the upconverter is to convert the fixed
frequency signal at 450 MHz to a frequency hopped signal
in the 900 to 1250 MHz band. This is accomplished by using
a fast hopping Frequency Synthesizer (FS) at the local
oscillator of a mixer. A block diagram of the FS is given
in Figure 38. This synthesizer uses the indirect synthesis
(phase locked loop) approach. The key component in the
design is a programmable frequency divider operating in the
frequency range of 1350 to 1700 MHz. Such a device is
presently under development at several laboratories using
Gallium Arsenide FET technology. Required specifications
for the fast hopping synthesizer are as follows:

Frequency (MHz) 1350 to 1700

Frequency Increments (MHz) I

Switching Speed (usec) 6

Power Dissipation (watts) 3

Volume (cu. inches) 3

Weight (oz.) 7

A high pass filter is required at the output of the
upconverter to reject the 450 MHz input frequency.

3.4.6.4 RF Driver/Exciter

The RF Driver/Exciter module takes the output of the
upconverter, amplifies it and imparts the required
amplitude modulation for TACAN, IFF and DME. A block
diagram of the driver/exciter is given in Figure 39.
The CW input signal is first amplified and pulse
modulated by a PIN diode switch as shown, This premodu-
lation limits the duty cycle to about 25 percent. The
switch is followed by two stages of amplification which
raises the signal level to 50 Watts peak. The second
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amplifier also imparts the final amplitude modulation,
i.e., square pulses for JTIDS and IFF, and Gaussian shaped
pulses for Tacan and DME. The signal is then divided into
two channels and further amplified to provide two 100 Watt
outputs.

A phase modulator is included which can shift the
relative phase of the two outputs by +90 dec!tees.
This is used to steer the power to either one or both
antennas as described below.

3.4.6.5 Power Amplifier

The outputs of the driver/exciter module drive two parallel
power amplifiers which provide outputs of 650 Watts each.
A diagram of the power amplifier module is given in Figure
40. The amplifier outputs are connected to circulators,
filters and finally to the antennas. The total output
power of 1300 Watts can be supplied from either the upper
port or the lower port of the hybrid, or divided equally
between the two, depending on the relative phase of the
inputs as determined by the phase shifter in the exciter.
The primary specifications of the transmitter are summarized
below:

Frequency Band 960-1215 MHz

Peak Power Output 1000 Watts (single output)

500 Watts (dual outputs)

Gain (overall) 55 dB

Efficiency 40 percent

Duty Cycle

Short Term (6 msec) 52 percent

Long Term 20 percent

Operating Modes Tacan, JTIDS, IFF, DME

input Power Required 900 Watts (max.)

Module Size

RF Exciter/Driver 40 cu. irl.

Dual Power Amp. 100 cu. in.

Power Supply 150 cu. in.
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3.5 SIGNAL PROCESSOR SUBSYSTEM

The Signal Processor Subsystem consists of two baseband
converters, a signal switching network, a narrowband agile
transversal filter (NBATF) Assembly, code generators, and
special purpose dedicated signal processors. Figure 41
shows a top level block diagram of the Signal Processor
Subsystem.

3.5.1 Baseband Converters

The baseband converters are frequency translation devices,
similar in function to a down-conversion mixer, which con-
vert signals to "zero-IF" for baseband processing. They
provide final frequency translation of signals not con-
verted to zero-IF and/or baseband in the WBATF's. (Only
those signals whose carrier frequencies are exact multiples
of the WBATF output sampling rate are translated directly
to baseband in the WBATF's.) Figure 42 shows a block
diagram of the baseband converter. The technology required
for this device is similar to that developed for the WBATF,
but a new circuit design is required specifically for
MFBARS application.

An additional input to the digital sine function generator
is the TRANSEC PN codes utilized in JTIDS for spectrum
spreading. These codes are superimposed in real time on
the SIN and COS outputs of the generator and produce sign
(+/-) changes in the polarity of the output resulting in a
PN code stripping process in the baseband converter.

3.5.2 Signal Switching Network

The signal switching network is a signal routing device
which, in conjunction with other circuitry, provides the
high degree of flexibility required in a multi-function
radio system. This flexibility is achieved through the
ability to dynamically reconfigure the system resources to
meet the requirements of a particular mission profile to
minimize single point failure modes and to generally
improve significantly the probability of mission success.

Figure 43 is a simplified block diagram of the signal
switching network. It receives outputs from the baseband
converters, each of which may be in either the VHF/UHF band
or the L-band. Switches Sl and S2 allow these bands to be
interchanged with respect to their normal routing. (The
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switch positions of all switches Sl-S6 are shown in their
normal positions.) Also, either baseband converter
can drive both inputs simultaneously, if required.

The IFF and GPS inputs are routed by switches S3-$6 to the
auxiliary outputs Al, A2, Bl, and B2. The auxiliary
outputs provide the capability of reconfiguring some
portion of the otherwise identical, duplicate resources
driven by the "A" and "B" baseband converter outputs.

The isolation required in the signal switch should be at
least 100 dB to eliminate cross-interference between
channels. The switches need not be fast. Switching times
on the order of a few tenths of a second are adequate.

3.5.3 Narrowband Agile Transversal Filter (NBATF) Assembly

Further bandlimiting is required following the baseband
converter and the signal switching network. Bandwidths
of from 5 to 15 MHz must be reduced to bandwidths of as
little as 25 KHz, commensurate with IF bandwidths in con-
ventional radios, prior to baseband processing. In
addition, the spread spectrum signals (GPS, JTIDS, SEEK
TALK) must be "despread" by correlation with PN spread
spectrum references. Both processes (bandlimiting and
PN despreading) can be accomplished with a common device,
a narrowband agile transversal filter (NBATF). The NBATF
is similar to the wideband agile transversal filter (WBATF)
described previously, but operates at slower signal clock
speeds (approximately 30 MHz maximum versus 870 MHz for the
WBATF). The NBATF utilizes variable input clocking rates
and flexible input/output interconnections.

Figure 44 shows a block diagram of an NBATF. It is a CCD-
type device, with 195 taps and an adjustable input clocking
rate. Tap weights can be changed, under processor control,
to provide variable bandpass shaping and/or variable PN
code references for PN correlation. Each NBATF has a capa-
bility for storing up to four sets of tap weights for
cyclic utilization. New tap weight inputs are entered
under processor control. NBATF's are used in sets, with
inputs and outputs of each set interconnected as required
for optional cascading, optional parallel in-phase and
quadrature-phase processing, and/or optional squaring and
summing of outputs, according to specific processing re-
quirements for each different type of MFBARS signal being
processed (as explained below). Since a good many of the
MFBARS signals require four NBATF's or multiples thereof,
it is convenient to configure the NBATF's in standard build-
ing block sets of four. Figure 45 shows a standard NBATF
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buildinq block, incl-ling the standard flexible inter-
connections. It is projected that, by the production
phase of the program, it may be cost-effective to put
each set of four NBATF's and their associated support
circuits and flexible interconnections on a single mono-
lithic chip.

All of the NBATF building blocks taken together constitute
what is referred to as the NBATF Assembly, shown in Figure
46. Although there is only one NBATF Assembly for MFBARS,
each NBATF building block is separately accessible, for
system reliability purposes. Since eact, NBATF builling
block in the assembly is identical, any signal may be
processed by any NBATF building block(s), as assigned under
processor control. This provides for fail-soft system
operation in the event of failure.

The total number of NBATF building blocks in the NBATF
Assembly has not yet been determined, primarily becauSe
applicable SEEK TALK design information is not available
and because the Government has not yet made a final choice
on which form of JTIDS will he utilized, both of which
may affect requirements. It is estimated that
approximately 20 NBATF building blocks (with four NBATF's
per building block) represent a reasonable upper limit.
However, since it is possible to time share NBATF's for
some signals, the final number is expected to be less than
20. Table 7 summarizes the NBATF requirements for the
system.

Sections 3.5.3.1 through 3.5.3.6 following, provide details
on specific NBATF configurations required for each specific
type of MFBARS signal.
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Table 7. NBATF BUILDING BLOCK REQUIREMENTS

NAT F
Building NBATF's
Blocks Utilized Comments

JTIDS, ATDMA/TDMA, 4 16 12 NBATF's available
Sync for other signals

except during sync.

JTIDS, ATDMA/TDMA, 14
Data

JTIDS, DTDMA, Sync 2 8 All 8 required Cor

and Data both data and sync

JTIDS Subtotal 2-4 8-16

GPS 1 4

TACAN 1 3 1 NBATF available for

other signals

IFF 1 3 1 NBATF available for
other signals

SEEK TALK 4 16 (estimated)

VHF/UHF Comm 3 12

VHF/UHF Nay 1 4 4 time-shared signals

Subtotal 13-15 50-58

AFSATCOM 1 4 some platforms only

SINCGARS 1 4 some platforms only

15-17 58-66

VHF FM homing (1) (4) backup nay

VHF AM ADF (1) (4) backup nay

UHF AM ADF (1) (4) backup nay

(15-17) (58-66) (backup nay not an
additive NBATF
requirement)
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3.5.3.1 JTIDS NBATF's

JTIDS will require either 2 or 4 NBATF building blocks
(8 or 16 NBATF's) depending on whether the Government
selects DTDMA/TDMA or ATDMA/TI)MA JTIDS formats as the
operational JTIDS systems. Of the three JTIDS formats,
ATDMA/TDMA are the more demanding in terms of NBATF's.
Sixteen NBATF's are required for ATDMA or TI)MA because of
the necessity for simultaneous tuninq to eight different
frequencies during sync, with each frequency requiring two
NBATF's for in-phase (I) and quadrature-phase (Q) signal
processing. Each JTIDS NBATF has a 15 MHz input clock,
which provides a 13 usec delay time through the 195 taps.
Figure 47 shows the NBATF configuration for ATDMA/TDMA JTIDS
sync.

It should be noted that these 16 NBATF devices replace 64
PN correlators in a conventional ATDMA/TDMA JTIDS system.
This is because each of the eight sync frequencies uses 4
different PN codes during sync. With conventional PN
correlators, PN reference codes cannot be changed fast
enough to permit time-sharing, thus requiring 4 sets of
16 correlators, or 64 total. The NBATF's, however, permit
changing of PN reference codes at high rates relative to
the sync pulses, which allows rapid reprogramming which
enables reduction of device count by a factor of four.

Following sync, only 1 NBATF building block (4 NBATF's) is
required to receive ATDMA/TDMA JTIDS data pulses. This is
because data is transmitted in pulse pairs but it is only
necessary to tune to one frequency at a time for data
pulses (versus eight for sync). The first pulse of each
pulse pair is I and 0 processed (requiring 2 NBATF's), then
sent through delay lines (2 more NBATF's), while the first
2 NBATF's are used for I and Q processing of the second
pulse. (The delayed first pulse and the subsequent second
pulse are then in time-synchronization and are added
together prior to further processing.) Thus, 1 NBATF
building block is adequate for ATDMA/TDMA data pulses.
Figure 48 shows the NBATF configuration for the ATDMA/TDMA
data mode. During the data pulse portion of the JTIDS
message, the other 3 NBATF building blocks could be used
for other signals, if desired.

DTDMA JTIDS requires only 2 NBATF building blocks (8
NBATF's). This is because DTDMA sync pulses are distri-
buted throughout the DTDMA message and are processed as if
they were data. Two simultaneous pulse frequencies are
required to achieve the same overall system performance as
for ATDMA, with eight frequencies. This is because the
number of channels in DTDMA is dependent upon data rate,
whereas the number of channels in ATDMA/TDMA is dependent
upon synchronization performance.
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F'igure 47. NBATF configuration, ATDMA/TDMA JTIDS sync
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AT END OF TIME INTERVAL T,

ATDMA JTIDS BUILDING BLOCK #1
TOUTPUTS SENT THROUGH

CASCADE SWITCHES TO NBATF
SINA 0 r -- I C AND D INPUTS WHICH WILL

1( :A :X s C I ACT AS DELAY LINES DURING
_j T2;NO OUTPUT YET FROM

NBATF BUILDING BLOCK

PN CODE FOR
FIRST PULSE

AT END OF TIME INTERVAL T2

ATDMA JTIDS BUILrjiNG BLOCK #1

TO
SQ JTIDS

PROCESSOR

PN CODE FOR *EAE IS US
SECOND PULSE __ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

TIME-DELAYED TI OUTPUTS COMBINED WITH NON-
DELAYED T2 OUlTPUlTS

Figure 48. NBATF configuration, ATDMA/TDMA data mode

108



During DTDMA data pulse detection, there is no reduction
in simultaneous channel requirements, as with ATDMA or
TDMA, because the distributed nature of the DTDMA message
requires the same number of channels for both sync and
data detection. Thus, DTDMA JTIDS always requires 2 NBATF
building blocks. Figure 49 shows this NBATF confiquration.

3.5.3.2 GPS NBATF's

GPS requires 1 NBATF building block (4 NBATF's). This
is because: the system must track 4 different satellites
simultaneously (same L 1 or L2 frequency, one at a time,
but with different PN codes); and with I and Q processing
required for each separate signal. Normally, four indivi-
dual correlators (equivalent to 4 NBATF building blocks)
would be required for this function. With the MFBARS
design, however, a single NBATF building block is adequate
due to the high speed agile time-sharing capabilities of
the NBATF's. One time-shared NBATF building block can
produce equivalent performance to four conventional non-
time-shared correlators for the four GPS signals of
interest.

Note that the GPS signal PN chipping rate is 10.23 MHz,
which is not a simple integral relationship to the 5.0 MHz
JTIDS PN chipping rate. Thus, a different clock input rate
must be used for GPS than for JTIDS. This is one of the
advantages of using CCD-type devices for the NBATF's, as
they can accept variable input clock rates without
processing degradation. Figure 50 shows this NBATF
configura-tion.

3.5.3.3 TACAN NBATF's

TACAN requires 3/4 of one NBATF building block (3 NBATF's).
Two NBATF's are used for I and Q processing of the hard
limited output of the log video amplifier. One NBATF is
required for processing of the log video output of the log
video amplifier, as only amplitude information is required,
with no phase information required. For either case, the

tap weights are shaped to allow the NBATF's to function as
matched filters for TACAN pulses. Figure 51 shows this
NBATF configuration.

3.5.3.4 IFF NBATF's

IFF requires 3/4 of an NBATF building block (3 NBATF's).
One NBATF is required to process incoming IFF messages
from an external interrogator platform. Two NBATF's are
required for processing incoming IFF replies to own-
platform IFF interrogations. Figure 52 shows this NBATF
configuration.
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DTDMA BUILDING BLOCK #1

fl SAME AS FOR ATDMA/DMA
SYNC EXCEPT ONLY FOUR -

FREQUENCIES REQUIRED,
HENCE ONLY TWO BUILDING TO JTIDS
BLOCKS REQUIRED PROCESSOR

PN CODES

DTDMA JTIDS BUILDING BLOCK #2

F3

TO JTIDS

(SAME) PROCESSOR

PN CODES

NOTE: THIS CONFIGURATION PROVIDES
DATA HANDLING CAPACITY
EQUIVALENT TO A FOUR-
RECEIVER DTDMA COMMAND
TERMINAL.

Figure 49. NBATF configuration for JTIDS DTDMA, both
sync and data modes
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GPS NBATF BUILDING BLOCK (ONE ONLY)

SIGNALS I

0-0-TO GPS PROCESSOR

(CASCADED CONFIGURATION)

PN CODES

NOTES: (1) CLOCK = 10.23 x n FOR GPS PROCESSING

(2) PN REFERENCE CODES WILL BE AGILELY
CYCLED TO PROVIDE SIGNAL PROCESSING
CAPACITY EQUIVALENT TO FOUR CONVEN-
TIONAL GPS CHANNELS.

Figure 50. NBATF configuration, GPS

TACAN NBATF BUILDING BLOCK (ONE ONLY)

HARD LIMITED
OUTPUTS C

Q

Iji _ AMPLITUDE ONLY

LOG VIDEO 8 (D NOT

OUTPUT USD

ANALOG

TAP WEIGHTS

Figure 51. NBATF configuration, TACAN
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IFF NBATF BUILDING BLOCK (ONE ONLY)

REPLY~ AI

REPLY A

411 INCOMING INTERROGATION

INCOMINGBPNO
INTERROGATION BSD)O

L --

ANALOG
TAP WEIGHTS

Figure 52. NBATF configuration, 1FF

NARROW BAND SIGNAL NBATF BUILDING
BLOCK (ONE PER SIGNAL)

IA SW C

B SW D0

ANALOG
WE IGHTS

(CASCADED CONFIGURATION, WITH INPUT
CLOCK CHANGED TO -,. 8MHZ TO PROVIDE
-50 4uSEC DELAY THROUGH CASCADED DELAY
LINES)

Figure 53. NBATF configuration, narrowband signals
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When some other platform is acting as an interrogator, the
ir.coming IFF pulsed signals will be received by an omni ante na
and will be processed as a sinqle-channel input siInal.
Therefore, only one NBATF is required for transponder
operation. For the situation where the MFBARS' own
platform is acting as the interrogator, return responses
from a (friendly) external transponder will require
parallel two-channel sum (Z) and difference (J) processing
of the signals received by the own platform IFF
differential antenna elements. In this case, two NBATF's
are required, one for IFFL input and one for IFF 4 .

For either case, only log video amplitude detection is
processed by the NBATF's. The tap weights of the IFF
NBATF's are shaped to allow the NBATF's to function as
matched filters for IFF pulses. Some care is required in
doing this. First, the bandwidth of the IFF pulse spectrum
is relatively wide, due to the narrow IFF pulse width.
This means that the matched filter impulse pulse width is
also small, implying that only a relatively small number of
the available taps in the NBATF should be used. This being
the case, it is very important that the taps used are the
very first taps of the filter, without waiting for full
propagation of the input signal through the entire length
of the NBATF. This is because there is a critical timing
requirement of about 2 microseconds for the start of a
reply after an interrogation has been received. Using
later taps would not change the filter characteristic but
does introduce a proportional group delay factor. This
delay, if excessive, could make it impossible to meet the
response time requirements.

3.5.3.5 SEEK TALK NBATF's

NBATF requirements for SEEK TALK can only be estimated at
this time, as critical SEEK TALK design information has
not yet been released by the Government. The factors
affecting the number of NBATF's required include final
design information on: spreading function, modulation
technique, range window, number of parallel audio output
channels, command message override technique, and other
factors. For purposes of this phase of MFBARS, an upper
limit of 4 NBATF building blocks (16 NBATF's) was assumed
and was used for preliminary system sizing computations.
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3.5.3.6 NBATF Requirements for Narrowband MFBARS Signals

All other signals are narrowband signals, requiring one
NBATF building block (4 NBATF's) per signal. Each building
block is configured as a double-length cascaded set of
NBATF's, with parallel I and Q channels for each. Figure 53
shows the NBATF configuration for narrowband signals. They
include:

" Three parallel VHF/UHF comm channels

" One VHF/UHF nay channel (four time-shared ILS/VOR
navigation signals)

* AFSATCOM (some platforms)

* SINCGARS (some platforms)

* VHF FM homing (backup nay)

* VHP AM ADF (backup nav)

e UHF AM ADF (backup nav)

For the narrowband signals, the input clock is adjusted

to approximately 8 MHz to provide about 50 usec of delay
time through the cascaded NBATF's (2 x 195 = 390 taps).
This provides the narrowbanding required to go from 5 MHz
input bandwidths to 25 KHz output bandwidths. Filter taps
&re adjusted to provide optimum filter characteristics for
the narrowband signals.

3.5.4 Code Generators

Several system functions included in MFBARS such as JTIDS,
GPS, and SEEK TALK use pseudo-random noise (PN) generators
to perform spectrum spreading of transmitted signals to
increase A/J performance. An advanced technique of PN
generation is under consideration for MFBARS, as described
in the following paragraphs. This technique provides an
easier means for timesharing through providing code in
word groups rather than in bit streams.
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PN generators most often use linear feedback shift
registers to produce binary PN code sequences. This tech-
nique is shown in Figure 54. The modulo-two summer
operates on a set of feedback taps selected by closing some
prearranged number of tap switches (sl-sn). The binary
result is used to drive the input of the shift register.
Unique non-repeating codes of maximum length (2n-l) can
be produced in this fashion. One difficulty with this
approach is that it is not easily timeshared because to
preset the generator to an arbitrary state in the code
sequence requires either complex computation, or presetting
to an epoch state and sequencing the generator to the
desired state. The first approach is undesirable due to
the complexity of extra hardware (or software) required to
perform the calculation, and the time required to make the
calculation. Similarly, the second approach requires con-
siderable time to advance the shift registers to their
desired state.

With the advent of inexpensive digital memories, a more
direct solution to this problem is to store the entire code
sequence (2n-l bits) in a digital memory. Then, it is not
necessary to generate the code, since it is immediately
available by appropriate addressing. Since the code is
stored in time sequence, to begin producing code at any
particular state requires an address proportional to the
code/time state. This situation is depicted in Figure 54.

Another advantage of the digital memory approach is that
segments (words) of code may be extracted from the memory
during a single read cycle. The size of the word depends
on the organizational structure of the memory. But as the
word size gets larger the access rate decreases for the
same output code rate. Therefore, the digital memory gen-
erator can produce more code at a given clock rate than
the conventional approach.

Although the code structures are not completely defined
for all spread spectrum systems under consideration for
MFBARS, analysis for GPS has indicated that there is a
(approximately) 50 percent savings in hardware for a full
four channel code generator using the digital memory code
generator concept.

3.5.5 Special Purpose Dedicated Signal Processors

There are several hardware elements in the Signal Pro-
cessing Subsystem which are dedicated to processing of
one specific type of signal. This is because unique
signal characteristics or other factors make time-sharing
or use of a general purpose processor non-cost-effective.
This section describes the special purpose dedicated sig-
nal processors.
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Figure 54. PN code generator designs
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3.5.5.1 GPS Processor

The function of the GPS processor is to receive signals
from at least four earth satellites, measure the relative
propagation time to determine pseudo-range to each of the
satellites, and compute a three-dimensional position of
the receiver with respect to the earth and derive accurate
time. All satellite transmissions are continuous PN BPSK
coded signals on the same two center frequencies, termed
L1 and L 2. Various satellite signal: are differentiated
from one another by the structure of their PN codes.

Figure 55 is a simplified block diagram of the GPS receiver
processor. The Ll and L2 signals are provided from the
antenna coupling system which performs a chip matched fil-
tering operation and establishes the system noise figure.
The L1 and L 2 signals are diplexed together and amplified
in a common RF amplifier. This amplifier provides 120 dB
of gain and +20 dB gain control. Analysis of nominal
received signal levels for all satellites only produces a
gain variation of 2 dB between isotropic antennas; however,
at least 40 dB might be encountered under extreme fading
conditions. Since the AGC amplifier operates on all
signals simultaneously, an additional AGC system will be
implemented in software to normalize the individual signal
amplitudes.

After amplification, the L1 and L 2 signals are separated
again in a diplexer and one or the other is selected by a
PIN diode switch. The normal mode of operation will be to
dwell on the L1 frequency about 90 percent of the time, and
regularly switch to the L 2 frequency for ionospheric re-
fraction correction measurements for the remaining 10
percent of the time.

The sum of the in-view satellite signals enter the GPS
NBATF's simultaneously, and by rapid rotation of four
selected PN codes in a high speed timesharing fashion,
process the selected signals without significant
signal-to-noise ratio degradation. The output of the GPS
NBATF's produces a timed sequence of I&Q baseband
correlation functions for the selected signals (only one
function is shown in the figure for simplicity). These
correlation pulses may be sampled and processed to perform
carrier phase/frequency tracking, code timing tracking,
data extraction, and AGC processing. Each pulse will be
sampled (I&Q) at the expected peak, as well as either
(approximately) 50 nanoseconds early or late. Consecutive
samples will dither between early and late correlation
time, comparing the resultant samples which, if equal,
imply perfect straddling of the correct pulse position.
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Imperfect straddling produces an error voltage which is
used to drive a code tracking loop, implemented in
software.

In general, each of the selected satellite signals will
arrive at the receiver with an independent Doppler shift
due to the dynamics of the satellites and the platform.
This Doppler shift was of no great significance to most of
the systems used in MEBARS because their final detection
bandwidth was large compared to the Doppler offset. For
GPS, however, the carrier tracking loop bandwidth may be a
small fraction of 1 Hz while the worst case total Doppler
shift could approach 10 KHz. Therefore, the Doppler snift
causes the amplitudes of the correlation pulses at the
NBATF output to beat at the Doppler frequency. Doppler
shift cancellation circuitry, which is similar in function
to the baseband converter, is used to correct for this.
Figure 56 shows this circuitry.

In addition to Doppler stripping, some intermediate
integration of the samples is desirable before sending the
samples to a digital processor. This intermediate
integration further enhances the signal-to-noise ratio
and relieves the input processing burden to the computer
interface. As shown in figure 56, the I&Q output of the
NBATF's will be discrete time in nature and will be filter-
ed by low pass filters to produce a continuous correlation
function. The correlation functions are then provided to a
set of four A/D converters. Four converters -were chosen
because there are exactly four samples requifred on each
correlation pulse. That is, 1&0 carrier samples (at the
peak), and I&Q code samples (either early or late). Only
two A/D converters could have have used, but then they
would have to be able to perform a conversion in real time
(50 nanoseconds). With the four converter approach, the
conversion time is reduced such that a 12-bit converter
with a 3 usec conversion time is adequate.

The switches at the input of the multipliers in Figure 56
select alternately the two input terms required (compare
with the baseband converter function, as described in
section 3.5.1) while the switch from the Doppler frequency
generator alternately provides the appropriate sine or
cosine term. The accumulators following the multiplier sum
the results of the two multipliers.

The digital integrator consists of four sets (for four
satellites) of four, sixteen bit word memories (one per
satellite) which keep the samples separate, and provide for
summation of consecutive samples until they are transferred
to the computer for further processing. The digital
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computer interface rate, places an uppe'r limit on the
bandwidth of the various tracting loop; implemented in
software. it also puts a limit on the resolition of the
BPSK 50 H1z data recovery timing. For t!hese redsons a
computer interface rato of I KHz per inttorator has been
chosen.

As the satellites and the platform move abost in space, the
times of arrival of thef correlation pul ;es move about. The
tracking loops in the digital computer striv,2 to keep the
carrier samples timed to the peaks of the pulses. Fine
adjustments in the times of occurrencie of the samples are
provided by timing adjustment circuits which shift the phase
oZ the signal triggering the sample timing circuits. In
order to meet the accuracy requirements of the GPS specifi-
cation, the resolution of timing aidjst:ment circuits should
be less than 10 risec, preferably 5 nsec. Coarse adjustments
of PN code timing may oe obtained by causing the code gen-
erator to advance or retard one chip of code. This will
keep the time of occurrence of consecutivp correlation
pulses regularly spaced regardless of how the signal
dynamics change.

3.5.5.2 JTIDS Processor

The JTIDS processor contains all the dedicated hardware
necessary to perform JTIDS signal trans-,ission and
reception. (The details which follow are for ATDMA/TDkMA
JTIDS, which represents worst case JTIDS processor require-
ments; DTDMA JTIDS would be less complex.)

Figure 57 is a simplified block diagram of the JTIDS signal
processor. The processor requires a time reference from
the MFBARS system clock. The system timing drives the slot
control function which creates the JTIDS-peculiar timing
signal associated with the time division multiplexed
structure of ATDMA/TDMA JTIDS.

In the receive mode, time compressed JTIDS pulses from the
NBATF Assembly (for data) or from a wedge delay line (for
sync, as described in the following section) are provided
to a threshold detector and time of arrival (TOA)
measurement circuit. During reception of the sync preamble
the TOA measurement is used to establish a time reference
to strobe the data pulses as they are received. In the
data mode the TOA measurement is interpreted as a character
detection process. That is, the TOA could fall into any
one of 32 (200 nanosecond wide) time slots, each time slot
corresponding to one of 32 characters. The receive event
controller supervises this process.
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Figure 57. JTIDS processor block diagram
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The detected character is then sent to receive interleaving
storage. This is basically digital memory which stores the
characters as they are received in sequential addresses.
They are then read out in accordance with a prescribed
pattern. Since this pattern was used tn scramble (inter-
leave) the characters before they were transmitted, this
receive process unscrambles the character string. The
deinterleaved characters are then sent to the Reed-Solomon
(R-S) decoder. The decoder removes parity characters from
the string that were originally inserted by the R-S encoder
at the transmitter. These extra characters are used to
detect and correct errors. The remaifing decoded character
data is then routed to the Secure Data Unit (SDU) control,
then to the SDU for baseband decryption, and back to the
SDU control where it is stored as a block of data.
Finally, the data is transferred to the MFBARS computer
system through the data processing I/0 circuits.

In the transmit mode, the operation is essentially the re-
verse of the receive process. Data is t-ansferred from the
MFBARS computer system through the data processor interface
to the SDU control. It then passes through the SDU for
baseband encryotion, and is sent back in the SDU control.
From there it is routed to the R-S encoder and on to the
transmit interleaved storage wheru the characters are
scrambled. Next, the five bit characters are sent to the
Cyclic-Code-Shift-Keyed (CCSK) encoder which transforms
each character into a 32 bit binary code sequence. Then
these codes are sent to the SDU control, the SDU, and
back to the SDU control. This second pass through the
SDU superimposes a 32 bit PN code on the CCSK encoded
data for the purpose of TRANSEC (spectrum spreading). At
this time, the slot processor is going through a frequency
selection algorithm, to choose a set of pseudo-randomly
selected frequencies for transmission. The selected fre-
quencies together with the TRANSEC encoded data is provided
to the parameter storage function. When the transmit event
controller receives a transmit command it extracts the con-
tents in parameter storage and sends the data to the L-Band
transmitter.

Built-in-test equipment implemented primarily in software,
creates self test events which are processed by the common
hardware to check system health.

3.5.5.3 JTIDS Wedge Delay Line

A wedge delay line is required for JTIDS (ATDMA/TDMA only;
not required for DTDMA). Its function is to integrate 32
pulses of the ATDMA/TDMA JTIDS synchronization preamble
which precedes the message in every ATDMA/TDMA JTIDS time
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slot. The integrated pulses are used for synchronizing a
data strobe to optimally recover the information contained
in the data pulses following the sync preamble.

Figure 58 is a simplified block diagram which demonstrates
the principle of ATDMA/TDMA JTIDS sync. The 32 sync pulses
are evenly spaced in time, and are detected by a matrix of
JTIDS code correlators within the NBATF Assembly. The code
correlators are connected to the wedge delay line which can
be visualized as a shift register with equally spaced taps.
The order of interconnection is such that the first pulse
detected is fed to the earliest (longest delay) tap of the
shift register, the second pulse detected is fed to the
next to longest delay tap, and so on until the last pulse
is connected to the tap with the shortest delay (or no
delay at all). If the time delay between taps is exactly
equal to the time delay between the occurrence of
successive pulses, then the first pulse previously
introduced at tap 1 will add to pulse 2, which is then
introduced to the delay line at tap 2. The third pulse
then adds to the first and second as they arrive at tap 3,
and so on until the output of the delay line (shift
register) is the simultaneous sum of all 32 pulses.

There are many different ways to implement the wedge delay
line. If a binary shift register is used as the wedge
delay line, as shown in Figure 58, it implies that a
decision as to whether an individual pulse has been
detected or not must be made at the output of each
correlator. This decision is equivalent to a hard-limiting
function at the correlator outputs. Since non-linear
operations tend to degrade noise performance, an improve-
ment of between one and two dB in signal-to-noise ratio
can be obtained by providing the correlator output video
to a linear delay line and making a threshold detection
and time of arrival measurement on the video integration
of the 32 pulses. Besides the performance improvement,
this technique also eliminates the 32 threshold detectors
required in the binary integration case.

Figure 59 is a simplified block diagram of the wedge delay
line. A multiplexer in the NBATF interconnects the outputs
of the code correlators to the proper delay elements shown
on the left of the figure. The multiplexing is performed
in such a way as to cause the first 8 of the 32 JTIDS sync
pulses to arrive at the first summing point simultaneously.
This signal then enters the first 97.5 usec delay line.
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Exactly 97.5 jusec later the second group of 8 sync pulses

arrive at the first summing point and adds to the first
group at the second summing point. The process is
continued until all 32 pulses effectively arrive at the
last summing point simultaneously.

One method of implementing the various delay elements is by
the use of CCD delay lines. These delays are rather long
in duration, however, and many stages (cells) will be
required. The input clocking rate required would be 60 MHz
which is determined by the agile timesharing of the NBATF's.
The number of states required for each of the 97.5 usec
delay elements is then:

(60 X 106 Hz) X (97.5 X 10-6 sec) = 5850 (7)

There are three of these and what amounts to about four
more in the wedge structure on the left, so we can see that
we need something on the order of 40,000 stages. Although
this type of CCD would not need the complex tap weighting
ciccuitry required for the NBATF's, this may still be a
difficult task.

An alternative would be some form of SAW device, the
technology employed in current JTIDS wedge delay line
design. A final decision has not yet been made for
MFBARS.

3.5.5.4 TACAN Processor

The TACAN processor contains all the dedicated circuitry
required to perform the TACAN navigation function. Only a
high level functional description of the processor will be
presented here because the techniques employed are well
known and relatively straight-forward from an implementa-
tion standpoint.

Figure 60 is a simplified block diagram of the TACAN proc-
essor. Both the hard-limited RP and log video signals are
provided to the width, time, and amplitude detection cir-
cuits. The hard limited signal produces a gating function
which gates through the log-video signal when an on-channel
pulse is received. This operation desensitizes the proc-
essor to off-channel (adjacent frequency bands) pulses. A
further selection function is performed by a range window
gate which eliminates all pulses arriving at times much
different than the expected beacon reply time. In the track
mode this eliminates most on-channel beacon replies result-
ing from other interrogators. In addition, pulse shaping is
performed on the selected pulses such that their width is
well defined as a digital signal. A pulse width screen

passes only pulses which are approximately 3 usec in dura-
tion. In this way shorter IFF pulses and longer JTIDS
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pulses are eliminated. Finally, a pulse interval screen
eliminates all pulses except those occurring in pairs with
the designated spacing.

For each pulse pair that survives the screening process,
there are digital words generated which define the Time of
Arrival (TOA) and the amplitude. This data is then pro-
vided to the computer interface which processes it to cal-
culate range and bearing from the aircraft to the beacon
relative to true north. The computer also calculates the
times of occurrence of interrogation pulses which nominally
are transmitted at a 96 Hz rate during search and a 25 Hz
rate during tracking. Some pseudo-random variation in the
time of occurrence of the interrogations is necessary to
produce a user unique pattern and reduce potential cross
interference between users. Other minor adjustments in the
time of occurrence are necessary such that Tacan transmit
events can be scheduled around 1FF and JTIDS events.

The execution of a TACAN transmit event is controlled by the
time comparator circuits. The time comparator accepts in-
puts from the system clock, and time data from the computer.
When the time data matches the system clock time a transmit
trigger is generated and sent to the transmitter interface.

The TACAN processor provides continuous self test capability
by scheduling test pulses which are fed forward to the
antenna coupling system, and test the functioning of all
circuitry in the Tacan signal processing flow path.

3.5.5.5 1FF Processor

The 1FF processor contains all the dedicated circuitry
required to perform the 1FF interrogator and 1FF trans-
ponder functions.

Figure 61 shows a simplified interrogator block diagram.
The 1FF interrogator operates in conjunction with an APG-63
radar or similar system. The 1FF mode (1,2,3 or 4) is
determined by mission area operational protocol and is
entered through cockpit 1FF control selections. When an
unknown "target"M is detected by the radar, the
interrogation cycle is initiated by commands from the
operator and the radar control system. As shown in Figure
61, the radar trigger is applied to pulse delay circuits,
and a delayed radar trigger is returned to the radar after
generation of the interrogation trigger. The coder
prepares the 1FF interrogation in accordance with the
selected mode and provides this data to the transmit event
controller (in the JTIDS processor) to allow 1FF
interrogations to override other L-band transmissions (with
the exception of 1FF transponder reply transmissions which
take precedence).
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Since aircraft other than the interrogator's "target" may
also receive an IFF interrogation messdge, soi'ie method of
discrimination is required to reduce reply ambiguities.
The interrogator utilizes sum (CE) and difference (4)
pattern directional antenna elements to transmit certain
pulses in a narrow beamwidth pattern and otheLs in a wide
beamwidth pattern. This technique is termed transmit side-
lobe suppression. An aircraft receiving any given interro-
gation message compares signal strength of successive
pulses to determine if the receiving aircraft is in or out
of the interrogator's narrow beamwidth pattern. If in the
narrow beamwidth, the aircraft replies; if out of the
pattern it does not.

Since the interrogator may receive replies from aircraft
being interrogated by other interrogators, as well as
replies to its own interrogations, directional antenna sum
and difference pattern comparisons are utilized in
processing replies received by the interrogator. This
technique effectively narrows the beamwidth of the direc-
tional receiving antenna, and is termed receive sidelobe
suppression. In addition, range windows (controlled by the
radar system) may be used to further reduce reply
ambiguities. Replies received from aircraft within the
narrow beamwidth pattern and within the proper range window
are labeled "friend" and sent to the radar system for
IFF/radar display. Lack of response from a target (after a
predetermined number of successive interrogation attempts)
causes the radar system to indicate "foe" on the IFF/radar
display.

Figure 62 is a simplified block diagram of the IFF tran-
sponder. Log-video signals are provided to threshold
detectors which determine the pulse width of incoming
signals. A pulse width screen is provided to eliminate any
erroneous pulse detections which are not consistent with
the (approximately) 0.8 jasec IFF pulse width. The pulse
interval decoder measures the time spacing between pulses
to determine the mode of interrogation. In addition, the
relative amplitudes of the pulses are compared to determine
whether or not the aircraft should reply (as explained
above). If the aircraft should reply, a message is
prepared by the reply encoder. Depending on operating mode
selected, the reply message may contain aircraft altitude,
ID and/or other data. The prepared reply message is then
transmitted, in the appropriate mode, via the event
controller (part of JTIDS), where IFF replies are given
interrupt priority over other L-band transmissions.
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3.5.5.6 SEEK TALK Processor

Details on SEEK TALK processor design have not yet been
released by the Government. Therefore, specifics must be
added later. For purposes of PRICE analyses (Section 5),
SEEK TALK hardware size, complexity and costs were

estimated.

3.5.5.7 AFSATCOM Processor

AFSATCOM processor details are to be supplied by the
Government. Estimates were used for PRICE analyses. (Note
that not all platforms will have AFSATCOM.)

3.5.5.8 SINCGARS Processor

SINCGARS processor details are to be supplied by the
Government. Estimates were used for PRICE analyses. (Note
that not all platforms will have SINCGARS.)

3.5.5.9 Analog Voice Processor

The function of the analog voice processor is to provide
an interface with the aircraft intercom system. Figure 63
is a simplified block diagram of the analog voice processor.
It is driven by outputs from the NBATF Assembly. The audio
signals are, if necessary, routed to a baseband COMSEC
device, such as a KY-28, for decryption. The VHF/UHF
transmitter is also connected to a COMSEC interface for
encryption of transmitted signals. The output I&Q squaring
circuits in the NBATF Assembly provide amplitude demodula-
tion functions. Frequency modulation/demodulation must be
performed by synthesizers (previously described) and by
dedicated FM detectors. The resulting detected signals are
then provided to post-detection low pass audio filters and
then to the aircraft intercom interface.

133 '



U.U

CDC

UJU

U.U

1341



3.6 DATA AND CONTROL PROCI:SSOR SUBSYSTEM

The Data and Control Processor Subsystem provides six main

functions for MFBARS:

e system processing

0 interface (via DAIS) with externally generated con-
trol commands

* internal control of the MFBARS subsystems, in re-
sponse to the externally generated control commands

e processing, formatting and routing (via DAIS, to
external aircraft systems) of digital data outputs
from the Signal Processor Subsystem

0 formatting and routing to appropriate modulation and
transmitter circuitry of messages generated on-board
the aircraft for MFBARS transmission

* control of the MFBARS BITE Subsystem

The subsystem consists of a dynamically reconfigurable
multiprocessor array containing:

" multiple microprocessors

" modularized main memory (in which is stored all
system operating programs and the system data base)

" internal and external I/O's

" an interconnection structure

The two main reasons for selecting a multiprocessor arch-
itecture are to provide for efficient partitioning of the
total MFBARS computational work load and to provide a means
for fail-soft reallocation of subsystem resources in the
event of failure of any element of the subsystem. Figure
64 shows the basic architecture of the Data and Control
Processor Subsystem.

Specific details of the subsystem have not yet been defined.
This is because there are a large number of optional multi-
processor architectures to be reviewed and many MFBARS-
unique requirements to be integrated into candidate multi-
processor architectures before the best approach can be
determined. Completion of these efforts is beyond the
funding resources of the current contract and will be accom-
plished in the next phase of the program. Nevertheless,
some preliminary design decisions have been made. The
following paragraphs present these preliminary design
decisions.
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3.6.1 Architecture

The basic multiprocessor architecture will he an adaptation
of a tested, proven military or commercial computer multi-
processor architecture (rather than a totally new architec-
ture), to take advantage of existing designs to reduce risk
and minimize development costs. There are a number of
tested, proven candidates to choose from. Although the
hardware aspects of the MFBARS implementation will be quite
different, the proven machines contain applicable function-
al designs in the areas of:

" operating system software

" memory partioning and access techniques

" workload allocation

*failure sensing techniques

*reconfiguration techniques

Working from a proven functional design base will provide

a low risk approach to this aspect of the MFBARS design.

3.6.2 Microprocessors

The subsystem will contain an estimated 3 or 4 advanced
(1985-era) microprocessors. This projection is based on
the following considerations:

(1) Today's typical militarized microprocessor has an
effective throughput rate of up to about 1 MOPS.

(2) Processor technology has been widely projected to
continue to grow at about 30 percent per year, in
terms of effective throughput rate; thus, by around
1985, a conservative extrapolation of typical
processor throughput capability would be almost 4
MOPS per microprocessor. VHSIC technology is
expected to apply to this projected growth.

(3) From section 3.6.6, it is seen that MFBARS process-
ing requirements are estimated to be about 8 MOPS
(including a 30 percent margin for growth).

(4) Thus, about two 1985-era processors would be
required to handle the basic projected MFBARS
processing workload.

(5) An additional one or two processors may be added
for redundancy for system reliability and
for further functional growth margin.
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(6) Thus, either 3 or 4 1985-era microprocessors are

projected for MFBARS.

3.6.3 Main Memory

The subsystem will contain a modularized main memory, in
which all system operating programs and the system data
will be stored. The main memory will be partitioned into
several memory modules. This will permit minimization of
contention problems and will facilitate load leveling.
There will be redundant memory for critical system
functions and elements of the data base.

3.6.4 I/O's (Input/Output Devices)

There will be at least two I/O's in the subsystem, one for
internal MFBARS digital interfaces and the other for all
external interfaces between MFBARS and other aircraft
digital systems (either via DAIS or directly, as in the
case of INS). The I/O's may or may not be subdivided.
Further study and tradeoff analysis is required before this
decision can be made.

3.6.5 Interconnection Structure

Selection of the interconnection structure, which ties
together the processors, the memory modules, and the I/O's,
is the most complex design issue of the subsystem. There
are three basic generic architectural approaches:

" common bus

" crossbar switch

" multi-port memory

The common bus has the advantage of simplicity of design
and ease of expansion (up to some limit) for adding
additional processors, memory or I/O devices. It is a
relatively inexpensive and highly reliable approach. All
processors would have access, through the common bus, to
all main memory modules, which would facilitate load
sharing and reconfiguration in the event of processor
failure. The main disadvantage of the common bus approach
is throughput limitations, due to contention. Also, even
though highly reliable, bus failure of a common bus would
cause total system failure.

The second generic approach (typified by C.mmp) is crossbar
switching, in which every processor has access, via
crossbar connections, to every global memory module. In
this configuration, each processor can have its own local
memory and dedicated I/O. The main advantage is more rapid
access to the data base and the system operating programs.
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Also, contention is minimized, due to local memory and I/O.
The main disadvantages are system availability limitations,
and difficulty in load sharing and reconfigurability
because of the use of dedicated I/O's and dedicated local
memories. Also, the crossbar connection hardware is
expensive (currently), although 1985-era technological
advances should lessen this disadvantage.

Multi-port memory solutions include a number of optional
system approaches which increase the interconnection paths
beyond the single path of a common bus structure without
going to the extreme of complete crossbar interconnection
between all processors and all memory modules. (This is
the most frequent implementation used by main frame
manufacturers.) Advantages of all of these approaches
include: increased overall subsystem reliability and
reduction of contention problems due to the multiple bus
paths; and ease of expandability.

The design complexity of the interconnection structure
requires considerable further study and tradeoff analysis,
to be accomplished in the next phase of the program.

3.6.6 Software*

All system operating software for MFBARS is stored in main
memory of the Data and Control Processor Subsystem. A
preliminary estimate of MFBARS software is given in Table
8. Detailed software definitions will be part of the next
phase of the program.

*Since software will be stored in (depot level replaceable)
ROM's, it could more precisely be referred to as "firmware",
but the more generic term "software" is used in this
report, for convenience.
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TABLE 8. SOFTWARE REQUIREMENTS (PRELIMINARY ESTIMATE)

KOPS Memory (Bytes) Comments

1. Multiprocessor 850 40K
Operating
System

2. Application

Programs

JTIDS 1400 256K DTDMA/TDMA (worst case)

GPS 870 46K Draper Labs projection

SEEK TALK 480 30K Estimate

AFSATCOM 460 50K Estimate

Nay 470 60K

Comm 400 20K

Data Base - 256K

3. Support
Programs 1100 60K AGC, math routines,

etc.
Subtotal 6030 818K

4. Growth
Margin 1810 245K 30t (typical design

Total 7840 1063K marqin)

Estimated* Instructions Total Bytes - Data Base
2.4

1063 - 256 K = 336.25K

2.4

*Based on JTIDS experience of average instruction length

of 2.4 bytes/instruction
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3.7 BITE SUBSYSTEM

The BITE Subsystem is a major subsystem of the selected
MFBARS system architecture. It contains both analog and
digital test signal generators and analog and digital
monitoring and evaluation circuitry to maintain a constant
check on system health. It is under control of the Data
and Control Processor Subsystem for normal automatic,
periodic system checkout. Also, operator initiated action
can activate BITE checkout routines for fault isolation of
known or suspected out-of-limit performance. Working in
conjunction with the Data and Control Processor Subsystem,
detected failures can be bypassed or minimized by recon-
figuration of the system. Memory elements within the BITE
subsystem will provide a record of detected failures to
aid post-flight system maintenance.

Analog and RF circuitry will be checked by means of test
tone generators, receive and transmit signal strength
measurements, and VSWR measurements. Digital circuitry
will be checked by means of digital test words, as well as
monitoring of parity bits and other digital checks built
into message structures.

The special purpose processors in the Signal Processing
Subsystem each have built-in digital test words and logic
checks which enable self-test during normal operation
and automatic fault indication reporting when a fault is
detected.

The Data and Control Processor Subsystem has built-in
test sequences for self monitoring and checkout of digital
command and data flow between itself and other MEBARS sub-
systems and external aircraft digital systems (e.g. DAIS
bus interface).

Details of the BITE Subsystem have not been completed.
Table 9 summarizes the BITE function for one subsystem,
the RF Subsystem. An example of one of the monitoring
circuits follows. Other details and other subsystem BITE
functions will be defined in a future phase of the program.

Figure 65 illustrates a typical circuit for one of the RE
BITE monitors, the bottom L-band antenna for JTIDS. Monitor
coupler No. 1 includes three directional couplers, one for
sampling the forward signal (in transmission), one for the
reflected signal, and one for coupling a low level signal
into the line back to the receiver.

The incident and reflected signals are compared to measure
antenna VSWR, and the incident signal is used directly for
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monitoring transmitter power. The low level signal is
derived from the transmitter, (or from a test generator in
the case of receive only systems such as GPS and AF'SATCOM)
and coupled into the receive path for receiver sensitivity
self-test. The transmitter tests are performed during
normal transmission; the receiver sensitivity self-test is
performed during an off-time.

An additional loop back test is performed during normal
transmissions, whereby a small portion of the transmit
signal is coupled (monitor coupler No. 2) back into the
receiver path beyond the T/R switch and preamplifier (mon-
itor coupler No. 3). This signal is processed in the
receiver and then compared with the original data that
was to be transmitted.
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3.8 PHYSICAL DESCRIPTION

The packaging concept used for MFBARS is essentially the
same as that used in the Draper Integrated GPS/JTIDS/INS
Report(l). This packaging approach was chosen because
it simplifies the task of comparison between the Draper
results and the selected MFBARS architecture.

All LRU's are appproximately 3/4 ATR (long) packages.
The digital boards are dual multilayer printed circuit
boards with a corrogated aluminum core for forced con-
vective cooling. Integrated circuits are packaged in
flatpacks, and it was assumed that up to 160 flatpacks
could be accommodated per digital module. The RF and
analog circuitry was, for the most part, either discretes
or thick film hybrids (TFH's) packaged on drilled-through
printed circuit boards mounted in thick wall modules.

Each functional module of the selected architecture was
estimated in size and weight consistent with the above
assumptions. The result was a MFBARS packaged in three
LRU's. Figures 66, 67 and 68 are isometrics of the three
LRU's, also showing the size and location of the various
functional modules.

Table 10 is a summary of the most important physical
characteristics of the selected architecture.

TABLE 10. SUMMARY OF PHYSICAL CHARACTERISTICS

LRU no. 1 LRU no. 2 LRU no. 3 Totals

Width (in) 7.6 7.6 7.6 -

Height (in) 7.62 7.62 7.62 -

Length (in) 19.4 21.4 21.4 -

Volume (ft3 ) 0.595 0.65 0.65 1.895

Weight (lbs) 50 57 54 161

Power
Requirements
(watts) 1404 441 488 2333
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Figure 66. MFBARS Phase II, LRU no. 1

147



N BATE
ASSEMB LY

JTIDS PROCES ~OR
MPX CONTROL PWRSPL

NBATF TAP MEMORYPRCSO

HIGHSPED TIINGSEEK TALK PROCESSOR

WBATF TAP MEMORY IFE PROCESSOR

VHFAlJHF POWER AMPI

EXCITER/LO-LEVEL AMPL
AFSATCOM PROCESSOR

VHF,'UHF SYNTHESIZER

106-400 MHZ PRESELECT ION FILTERS TACAN PROCESSOR

30-88 MHZ PRESELECTION FILTERS rmSINCGARS PROCESSOR

Figure 67. MFBARS Phase IT, LRU. no. 2
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Figure 68. MFBARS Phase II, LRU no. 3
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4. TECHNOLOGY PROJECTIONS

As part of the study objectives, the Government directed
that candidate system designs were to be based on technol-
ogy projected to be available in 1985, the planned start
of hardware development, rather than technology in-hand
at the start of the studies (1978). This was done to
avoid constraining the designs by technology which would
be seven years old before system hardware development
started.

ITTAV approached 1985 technology projection in two ways:

" assessment of how far MFBARS-related technoloiy
would progress, independent of MFBARS requirements

" assessment of how far MFBARS-related technology
could progress if technological developments were
driven by MFBARS requirements

An example of the first type might be forecasts of digital
memory densities and speed, for which some history exists
and for which trends can be predicted. This type of tech-
nology growth has a wide base of application and would
proceed with or without MFBARS. An example of the second
type would be the development of advanced, special purpose,
programmable agile transversal filters for MFBARS applica-
tions. These devices are very specific in application and
would require influence from the MFBARS program for initia-
tion of the necessary development efforts.

Three areas of projected technology emerged as having
the greatest impact on ITTAV's candidate system architec-
tures. The most advanced projected technology for all
three areas was utilized in architecture No. 3, the system
design with the highest projected performance, and the
greatest cost and size savings. This was the architecture
selected by the Government for more detailed design effort
during Phase II of the study. The three technology areas
were:

" wideband agile transversal filters (WBATF's)

" digital circuits

" SAW preselection filters
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4.1 WBATF TECHNOLOGY

There are several possible device technologies which could
theoretically provide the means to implement WF3ATF's. They
are:

* Digital (Hardware) Filters

*Fiber Optics

* Surface Acoustic Wave (SAW) Devices

* Magneto-Static Wave (MSW) Devices

* Charge Coupled Devices (CCD)

A fully digital hardware filter using digital memories
and/or shift registers for delay would require A/D
converters with very wide dynamic range (>16 bits) and high
conversion rates (870 MHz). Development of such A/D
converters does not seem likely in the MFBARS time frame.
Another even more severe limitation involves the number of
computations that would have to be performed on each
digitized sample. Assuming sampling each of 14 output
signals at a 15 MHz rate, there must be a calculated output
value from the filter every 1/(15 x 106) x (14) = 4.8
nanoseconds. If it is further assumed that the filter will
have 500 taps, then 500, 16 bit multiplies and additions
must be performed every 4.8 nanoseconds. This is
equivalent to over 100,000 million multiply and accumulate
operations per second. As a point of reference, the
state-of-the-art for a single LSI device today is ten
million multiply and accumulate operations per second.
This device dissipates about one watt of power. For these
reasons, a digital (hardware) filter approach was not
considered a realistic approach.

Optical fibers are mentioned because of their wide bandwidth
capabilities. Although fairly long fibers might be required
(approximately 0.2 kilometers due to speed of light propaga-
tion velocities) to achieve the necessary delay time, the
fibers are small in diameter and could be contained in a
reasonably small volume. The most significant problem with
this approach was the transducers (lasers, light emitting
diodes and photo-diodes) because internal noise limits
useful dynamic range. Also siqnificant is mechanical
complexity due to alignment problems of the individual
fibers. Therefore, this technology was not considered a
realistic approach.

The technology areas that offered the greatest promise for
economical implementation were SAW's, MSW's, and CCD's.
Each of these types of devices has attributes which make
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it attractive. Figure 69 shows current relative operating
regions for each. As technology advances, so will the
performance of these devices. MFBARS requirements could he
met with realistically achievable advances in any one of
these technologies.

MSW and SAW devices are similar in their nature, differing
primarily in the mode of signal coupling to an acoustic
substrate. MSW devices have demonstrated their ahility to
operate at [,-band frequencies, and the acoustic propagiation
velocity is about 10G times faster than SAW's, which tends
to ease photolithography problems associated with short
interval tap spacing. On the other hand, MSW device tech-
nology is several years behind SAW technology. Continued
development would be required before either SAW or 1*SW
devices could be available for MFBARS. However, there is
a high probability that MFBARS requirements could he met LY
1985.

CCD's offered the greatest promise for ultimate cost effec-
tive WBATF implementation. Although at present, silicon
CCD's are nominally limited to operating frequencies around
50 MHz, new developments in both silicon and gallium
arsenide (GaAs) semiconductor technology are expected to
open the way to new frontiers of performance. Some
developers feel that gigahertz CCD's are only a few years
away. Indeed, at this time a fixed, 64 tap, CCD with in
excess of 70 dB of dynamic range has been built and
operated at clock speeds greater than 500 M11z. Another
very important aspect of CCD's is that they can be produced
monolithically, including support circuitry (such as clock
drivers, summing busses, etc. all on one chip).

Table 11 summarizes current and projected CCD capahilities,
compared to MFBARS requirements.

TABLE 11. CCD WBATF PERFORMANCE PROJECTIONS

MFBARS Projected Present
Parameter requirements capability capability

Clocking Rate 870 MHz 1 GHz in 50 MHz
next two (Silicon)
years 500 MHz

(GaAs)

Dynamic Range 95 dB 100 dB 70-75 dB

Number of Taps 500-650 1000 500
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It is believed that either silicon (in concert with the
DoD VHSIC program) or GaAs CCD technology could be ready
for WBATF implementation for MFBARS. In order for this to
happen, however, a considerable development effort would
have to be undertaken immediately.

(NBATF's, also required for the system, are considerably
simpler than WBATF's. In fact, the NBATF is considered
within today's state-of-the-art.)

4.2 DIGITAL CIRCUITS

The selected MFBARS design employs a considerable amount
of digital hardware, including federated microcomputers,
digital control of subsystems, digital signal processing
modules, and digitally-controlled BITE. Status of inteqra-
ted digital circuits at the time of hardware development
start has a great deal of influence on ultimate system cost
and size.

The stea. ,<rease in speed and density of digital cir-
cuits is t o,-.ted to continue at essentially the same rate
it has historically, with a potential for additional empha-
sis generated by the VHSIC program. Technological thres-
holds are centered about X-ray lithograph techniques which
will permit penetration into the sub-micron domain. By
1982, the reduced feature size will lower stray capacitance
making a higher speed-power product cell available. With
the reduction in the power per cell, permissible circuitry
per chip will increase. This increased density will
alleviate the I/O problem; that is, pin limitations and
partitioning of functions, and permit entire functions on a
chip, thereby increasing modularity. What also seems to be
increasing is a much greater mix of digital and analog
circuitry on the same chip, which further improves
functional modularity.

Estimates of size for MFBARS digital functions were arrived
at by first estimating the number of integrated circuits
required to perform comparable functions using today's
technology. Then the various functions were analyzed to
see what impact improvements in speed would have on fun-
damental designs. This included consideration of trans-
ferring entire sub-functions to a general purpose digital
microprocessor where as previously they may have been
implemented in discrete logic. Speed improvements also
allowed some functions to be implemented by time-sharing
rather than using dedicated, multiple sets of identical
hardware. The overall reduction of integrated circuits
based on speed and density considerations amounted to
approximately a factor of four for the mid-1980's time
frame. Once the number of integrated circuits was esti-
mated, a reduction factor was applied to reflect expected

155



continuation of historic trends. The final estimates
provided considerable savings in system size and cost.

In addition to these savings, VHSIC technology will be
maturing in the mid-80's. It is expected that further
savings will be possible from the use of standardized
VHSIC modules.

4.3 SAW PRESELECTION FILTERS

The use of a WBATF for an RF preselection device introduces
insertion losses which must be overcome. At L-band, this
problem is avoided by use of a wide-band preselector and
amplifier with sufficient gain to establish the required
system noise figure. This technique runs into difficulties
in the VHF/UHF band, however, because many octaves of
frequency (30-400 MHz) must be handled simultaneously, and
non-linearities in the wideband preselection amplifier
result in signal interaction distortions which desensitize
the receiving system.

A possible design solution (at VHF/UHF) is to sub-divide
the 30-400 MHz band into smaller sections, each of which is
no larger than a semi-octave, and employing separate,
parallel filtering and amplification in each path. The
outputs are then summed together and sent to the WBATF for
further filtering. The sub-division of the VHF/UHF band
may be performed by contiguous fixed center frequency
filter banks implemented in SAW technology.

In this manner, SAW filters with the required insertion
loss can be fabricated in the MFBARS time frame. The
realizability of such filters is at the edge of the
state-of-the-art today. Table 12 shows current and
projected capabilities. The most siqnificant element of
risk involves the ultimate production cost of these
devices, which is considered a low to medium risk.

TABLE 12. SAW FILTER PERFORMANCE COMPARISON

MFBARS Present
Parameter requirement capability Projected

Insertion Loss 3 dB 4-5 dB 3 dB

Out-of-Band 40 dB 30 dB 40 dB
Rejection

Ripple, Pass Band .2 dB .2 dB .2 dB

Cost per Filter $30.00 $150.00 $30.00
Bank

Internal Matching Yes Yes Yes
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5. COST ANALYSES

Evaluations and comparisons of MFBARS architectures with

respect to government supplied baselines were performed
using the RCA "PRICE" cost modeling programs. Three

cost categories were evaluated: Hardware, Software and
Life Cycle Cost, using the appropriate PRICE model.
PRICE-H was used to project hardware costs for both
Phase I and Phase II MFBARS architectures. PRICE-S and
PRICE-L were used only for Phase II.

5.1 BASELINE DATA AND ESTIMATING GROUND RULES

Government-supplied baseline data is summarized in Table
13. These numbers already incorporate applicable product
improvements foi baseline equipments, so that comparison
with MFBARS is fair.

Schedule information supplied by the Government (for
comparative cost analyses purposes only, not necessarily
the actual planned program schedule) included:

e 1/78 - start of development (ADM)

* 1/85 - start of EDM phase

* 11/85 - first EDM prototype

* 8/86 - last EDM prototype (10 prototypes)

* 1/88 - start production

* 1/90 - complete production (1050 systems)

LCC Parameters supplied by the Government included:

0 1050 MFBARS Systems

* 20 organization levels

* 20 intermediate levels

e 2 depots

* 30 hours/month aircraft operating time

* 10 year support period
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Advanced Development Phase (ADP) costs (computed for
Phase II only) were based on the following:

" Two parallel system definitions studies (two
contractors)

" Hardware and software design development and
assembly of two complete flyable brassboards (one
contractor)

" Factory test and integration (one contractor)

" Laboratory testing with simulated signals (one
contractor)

" Flight test and evaluation (contractor assistance
to Government)

ADP costs were computed for MFBARS only, not the baseline.
To allow fair LCC comparisons, it was assumed there would
be an approximately equivalent ADP cost for applicable
product improvements to baseline equipments. (Inasmuch as
ADP costs are only about 10 percent of total LCC costs,
errors introduced by this assumption would not appreciably
change results.)

Software development costs (computed for Phase II only)
were based on the software functions shown in Table 14.
The RCA PRICE-S model was used to assist in estimating the
total cost of software programming. The ground rules for
software cost estimating were:

" 1978 constant dollars

" All new software, all new coding

" PRICE complexity (CPLX) = 1.3 (except for integra-

tion and test (I & T) where 1.0 was used)

" Draper labs integrated GPS/JTIDS/INS study was used
to estimate special purpose coding (the bulk of the
estimated special purpose processing)

" ITTAV estimates were used for other system software
requirements
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TABLE 14. SOFTWARE REQUIREMENTS (PRELIMINARY ESTIMATE)

KOPS Memory (Bytes) Comments

1. Multiprocessor 850 40K
Operating
System

2. Application
Programs

JTIDS 1400 256K DTDMA/TDMA (worst case)

GPS 870 46K Draper Labs projection

SEEK TALK 480 30K Estimate

AFSATCOM 460 50K Estimate

Nay 470 60K

Comm 400 20K

Data Base - 256K

3. Support
Programs 1100 60K AGC, math routines,

etc.
Subtotal 6030 818K

4. Growth
Margin 1810 245K 30% (typical design

margin)
Total 7840 1063K

Estimated* Instructions Total Bytes - Data Base
2.4

=1063 - 256 K = 336.25K
2.4

*Based on JTIDS experience of average instruction length

of 2.4 bytes/instruction
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5.2 RESULTS

Table 15 summarizes results of Phase I and Phase II cost
anlayses. As shown, at the end of Phase I there were
significant cost differences between all MFBARS architec-
tures and the Phase I baseline. The relative advantages
of architecture No. 3 were especially large, and were
major factors in the Government's selection of architec-
ture No. 3 for Phase II. The final results of Phase II
cost analyses show even greater relative savings for the
MFBARS architecture, compared to the Phase II baseline.
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6. INTEGRATED NAVIGATION
CONC E PTS

During the basic MFBARS study, the Government asked ITTAV
to conduct a preliminary investigation of the feasibility
of an optional higher level of system integration; namely,
integration of MFBARS navigation signals with each other
and with the on-boarA inertial navigation system (INS).
Two concepts were explored:

e integration of GPS and JTIDS signal processing

e integration of GPS/JTIDS/INS signal processing

6.1 SUMMARY OF RESULTS OF INTEGRATED NAVIGATION FUNCTION
STUDY TASK

Preliminary results of the integrated navigation function
study task were promising. Both hardware integration
opportunities and operational benefits were identified.
However, more detailed analysis is required to determine
cost-performance effectiveness across the entire user
community. If cost effective, an integrated navigation
function could either be merged into the basic MFBARS pro-
gram at this time or could follow as a subsequent program
task.

6.1.1 Opportunities for Hardware Integration

GPS, JTIDS, and the INS all make use of similar navigation
computations, all using Kalman filtering techniques. An
integrated set of navigation algorithms, with common Kalman
filtering, could lead to savings in navigation processor
hardware and inertial system and aircraft interfaces.
Section 6.2.1 provides details.

6.1.2 Operational Benefits to JTIDS Users

The greatest potential operational benefit to JTIP.
(of an integrated navigation function) would be t....
ability to utilize GPS inherent higher accuracy t:,inq
and geodetic position location capability. GPS )tovidc's
high accuracy, receive-only, position location nd timnng
information, in one common world-wide geodetic cnrdiiate
reference grid, for all GPS users. In contrast, JTiDS
provides relative navigation (relnav) capability by means
of two-way position location message interchanges between
participants in any given JTIDS network. Each JTIDS
network establishes its own independent navigation
reference grid and time reference.
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Geodetic benchmarks are required (for each JTIDS network)
to permit position location repeatability and exchange of
target data and other ground-related data between cooper-
ating aircraft and between aircraft and air tactical control
centers. Use of GPS common worldwide geodetic coordinates
would simplify establishing common geodetic benchmarks for
JTIDS networks.

Furthermore, the total mix of navigation data availablp to
the Kalman filter from an integrated GPS/JTIDS would permit
rapid navigation signal reacquisition not possible with
independent systems.

6.1.3 Operational Benefits to GPS Users

The primary operational benefit to GPS users (of an
integrated navigation function) would come about when a GPS
user could not directly receive a sufficient number of GPS
satellite signals for accurate GPS position location
computations. At least four GPS satellite signals must be
received to complete each computation. Furthermore, the
four satellites must have adequate angular separation, for
geometric reasons. Under many foreseeable circumstances
(including deliberate enemy jamming, atmospheric
attenuation anomalies, nonoptimum or incomplete GPS
constellation configurations, and other factors), a
GPS-user may receive some, but not all, of the necessary
GPS signals required for accurate position location
computations. In those cases, if the missing signal(s)
could be obtained by other GPS-equipped platforms at
locations sufficiently different to receive the missing
signals, and if the missing information could be fulfilled
using the JTIDS relative grid and/or could be transferred
via JTIDS messages, then each GPS user could complete its
own GPS computations, even though some of the inputs would
be received indirectly. Importantly, during periods of
GPS signal loss, the JTIDS timing data, properly filtered
by the Kalman algorithms, could maintain close synchronism
with the virtual GPS signal code. Thus, when the GPS
signal returned to a detectable levAl, almost immediate
reacquisition would be possible. Section 6.2.5 discusses
this concept in more detail.
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6.2 DETAILS OF INTEGRATED GPS/JTII)S/INS NAVIGATION FUNCTION

Figure 70 shows a block diagram of a fully integrated
GPS/JTIDS/INS navigation function. There are three sets of
navigation data available. One is derived from the
inertial navigation system (INS). The second is derived
from JTIDS messages, and the third is derived from GPS
pseudo-rane measurements. The right hand side of the
block diagram is essentially the GDM GPS receiver.
Inertial system outputs, (at a rate of approximately once
every 250 milliseconds) are inertially estimated navigaticn
states of the system, resulting from a baro-damped inertial
navigator. These outnuts are "pseudo" differentiated so
that Kalman filter estimated velocity and tilt error resets
can be directly applied (avoiding nonlinearity problems).
Then these corrected functions are integrated again in
order to obtain an optimal estimate of the full state of
the system with respect to the geodetic grid and relative
grid. Outputs also include associated rotation states of
the vehicle.

The geodetic information resulting from this state
computation, along with the vehicle attitude information
and certain accelerometer outputs from the IMU (inertial
measurement unit), are fed into the high data rate satellite
range rate computer algorithm which provides rate aiding to
the GPS tracking loops.

An important distinction between previous GPS implementa-
tions, such as the General Development Model (GDM), and the
fully integrated GPS/JTIDS/INS navigation function involves
the navigation state being used to drive the rate aiding
computations. In the GDM it may not be important whether
pure inertial information or Kalman filter corrected state
information is fed into the range rate computations. In
the fully integrated model the Kalman filter estimated
navigation state data is critical for enhanced operation.
This is because the filter function, combined with the
source selection function, can operate so as to provide
precise geodetic position and rate data regardless of the
state of jamming on the GPS receiver internal to the
platform of interest. Precise GPS time may also be
available (through other functions). Thus the potential
exists for slewing the code and phase tracking loops
consistent with GPS range even during times when GPS
signals cannot be tracked. This information can be
critical when relocking GPS tracking loops after the jammer
to signal ratio has been reduced.
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The inputs to the GPS tracking loops are the rate aiding
data, the GPS RF, clock information, and various inputs
from the tracking ioop control function (which controls the
time constants and the satellites to be tracked). The
loops output pseudo-ranges, pseudo-delta ranges, and any

loop lock loss alarms. (If a particular tracking loop is
not locked to the required signal, an alarm is generated.)
A possible additional input to the tracking loops is the
binary data code for the 50 Hz satellite message. If this
is available, either from previous receptions or from a
JTIDS link, it is possible to eliminate some of the
nonlinear operations in the costas phase tracking loop and
thus obtain a 5 or 6 dB advantage in SIN performance. The
tracking loop outputs feed the source selection and Kalman
filter functions. Lock indicators identify the validity of
the observed pseudo-ranges.

Now consider the JTIDS transceiver function. When a "P
message" is sent, JTIDS can detect time of arrival,
position and time quality from the message, and geodetic
and relative position states of the transmitted message.
If an RTT reply is received, JTIDS can also detect
synchronization error between a donor (remote) clock and
own (local) clock. Input to the JTIDS receiver function is
JTIDS corrected time, which results from correction of the
master oscillator.

Next, consider the navigation filter and source selection
functions. When GPS and JTIDS are both operational, the
measurement source selection process operates on an
alternating time sequence basis. First, it selects GPS
derived data, then JTIDS derived data, alternately, for
inclusion in the navigation filter. If all satellite
pseudo-range measurements are available, as indicated by
the lock alarm indicators, the source selection routine
samples the pseudo-ranges, which are used to calculate
geodetic positions during the next filter cycle, while the
source selection routine operates on JTIDS information.
For JTIDS, a conventional source selection algorithm
consistent with relative navigation-only measurement is
implemented. If GPS data were collected during the
previous source selection interval, the filter function
generates pseudo-range divergences, the measurement matrix
and noise matrix, and performs a Kalman update on the
geodetic information. If JTIDS information were collected
during the previous cycle, relative data is then fed to the
navigation filter function which then sets uip the proper
TOA divergences and measurement matrices for a Kalman
filter relative grid update.
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In the completely integrated JTIDS/GPS/INS navigation
function, when one or more of the GPS tracking loops has
lost lock, and the source selection routine is screening
for geodetic data, it also scans the JTIDS received data
for the potential of deriving highly precise geodetic data
from other members of the navigation community. This
source selection can take the relative geometry of the
pseudo-ranges still being tracked and the location of the
donor JTIDS terminal into account in order to round out the
set of geodetic measurements needed in the navigation
filter function.

The net result is that the source selection algorithm, in
combination with the filter function, will provide its own
platform with very precise geodetic data in a smooth and
continuous fashion regardless of whether or not all or any
of the GPS receiver tracking loops are fully operational.
So long as there is at least one other GPS/JTIDS receiver
(in the same relative navigation community and within line-
of-sight), operating with both capabilities should always
enable maintaining lock on highly precise geodetic informa-
tion. The highly precise geodetic information *can then
be used to rate aid the GPS tracking loops until jamming
has diminished, and/or can be used to slew the tracking
loop code generators to the point where lock-on is possible
without performing a complete initialization or search
procedure. Reinitializing tracking or tolerating reduced
geodetic quality may only be necessary during those rare
periods of time when all GPS receivers within JTIDS line of
sight are fully jammed.

Now consider other factors in source selection. In a
situation where GPS signals are not available, the source
selection routine will revert to that consistent with the
current JTIDS concepts, mixing both relative and geodetic
information provided in the "P" message.

When GPS signals are available or partially available (and
during that portion of time when the source selection
routines are not scanning for geodetic data), the source
selection routine scans strictly for relative data and
performs relative position updates. In this way no
interoperability problems should arise among those
members of the JTIDS community withoat GPS.

*Accurate enough to estimate range to satellite within 100 feet.
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Regarding synchronization, with the separate GPS and JTIDS
functions, the source selection routine would be consistent
with the current concepts now being implemented. When
required, a JTIDS RTT request would be transmitted. In the
integrated GPS/JTIDS/INS, the source selection routine has
a potential of being modified so that GPS time can be used
to stabilize relative time so that JTIDS RTT requests are
not required as often, being used primarily for consistency
checks.

6.2.1 GPS Tracking Loops

This section discusses the concept of a time locked loop
(a generalization of a code tracking loop) for GPS. The
discussion includes the types of rate aiding and slewing
which can characterize the tracking loops. Then the modes
of rate aiding and slewing which can be implemented are
identified, along with problems and solutions involved with
mode switching. Finally, a candidate tracking loop control
algorithm for mode switching is presented.

The time of arrival observed at the GPS receiver is delayed
proportional to the range from the receiver to the satel-
lite. See Figure 71. The receiver clock, which can be
considered a servo-controlled clock, consists of a local
reference oscillator which is slewed with a signal propor-
tional to the range rate difference between the receiver
and the satellite. That is, it is rate-aided. If there
were no error on the clock, the output of the onboard clock
time at "A" would be t-R/C, exactly that observed from the
satellite clock.

In practice, however, there would be a synchronization
error. The code comparison circuits of the GPS tracking
loops take the difference between the estimated time at
point A and the observed time from the satellite. The
error is then fed back through the tracking loop filter (in
the case of a noncoherent tracking loop, a second order
filter) so as to drive the clock output to the observed GPS
time. The time difference between the oscillator time
output and the servo-control output is a measure of the
"pseudo-range" to the satellite. It is the true range to
the satellite, plus the time error in the local clock, with
a noise term added. Note that the steady state output of
the tracking loop filter is an estimate of the oscillator
clock error.
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When jamming becomes too great, there will be no observed
correlation between input signal and the internally
generated signal used for time or code comparison. The
result is that a noisy zero average signal enters the delay
lock loop filter and a "Lost Signal" detection circuit
located in the AGC module. The loop will continue to be
slewed via the rate aiding signal. If rate aiding were
nearly perfect, the loop would continue to be slewed
correctly; however, noise from the error detector would
tend to cause the code to walk off the ideal "zero error"
position. Ideally, when the noise is diminished and a
valid phase comparison made (Es < 1 chip), the loop would
be in a position to lock back on.

However, rate aiding is not perfect, even when controlled
by the Kalman filter. Thus, there is an additional
tendency for the tracking loop code to walk off from the
true code. Cumulatively, the resulting drift could cause a
zero output in EO even though an error greater than one
chip in Es is experienced. In a "conventional" receiver,
search procedures would eventually have to be instituted
when S/N was large enough to allow this.

In the fully integrated GPS/JTIDS/INS navigation function,
however, an accurate estimate of pseudo-range, R5, is
usually available -- if not from internally measured
information then from JTIDS net derived information. Rs
can then be used to slew the tracking loops in the range
slewing mode as is shown in Figure 72 (with the switches in
the position as shown).

Estimated range rate and clock frequency error (which
together make up pseudo-range rate) are input to the inte-
grator in the servo-controlled clock. The output is an
estimate of t-R5/C. The time difference generated between
the servo-control clock and the local oscillator represents
an estimate of the pseudo-range. The pseudo-range estimate
from the Kalman filter can then be differenced with this
estimate, resulting in an error signal used to slew the
loop. This will maintain the loop essentially synchronized
with the incoming signal, even though it is not observable.

The logic blocks on this diagram represent high duty cycle
logic for determining whether the loop is locked, and for
mode switching. The lock indicators, which should be a
direct result of the circuitry involved in the time
comparison of the code loops, can be used to indicate when
lock is again achieved (the satellite is observable).
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When lock has been reestablished, the mode can immediately
be switched to the long time constant tracking loop shown
in Figure 71. This mode switching can be accomplished
without significant transients as the switches are moved
from the position shown to the position indicated by the
arrows. The estimate of clock frequency would be cut off
from the loop in one location and would be used to initia-
lize the integrator in the tracking loop filter as indicated
on the right hand side of the diagram. This is done because
a steady state output of the tracking loop filter should
equal the clock error rate. The loop would only have to
cope with any small accumulated time and frequency drift
errors developed during the signal "down time". Conven-
tional tracking with the long tracking loop time constants
is immediately implemented.

Now assume that the lock has been lost again. The expected
standard deviation of the pseudo-range estimate from the
Kalman filter is then computed and tested against some
small value. If the estimated standard deviation is low
enough, indicating the potential for good range slewing,
the modes are switched back to the "shown position". This
type of processing can continue back and forth between one
mode and the other, for individual tracking loops, in any
combination or sequence.

Note that this type of operation in the tracking loops
would be impossible without a fully integrated system since
the precise pseudo-range information and the quality of the
pseudo-range information would not be developed unless
integration was designed into the depths of the GPS
tracking loops.

With these two mode capabilities in addition to the
conventional coherent mode, and with a properly functioning
fully integrated system, it is then possible to have lock
and unlock in the tracking loops as a matter of course,
without instituting any particular search procedures and
their resulting transients. Also note that violent maneu-
vers which cause temporary loss of lock should require no
specialized initialization. The performance appears
limited only by the amount of "noise drift" experienced
before the "lost signal" detector switch-s modes.
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6.2.2 Kalman Filter

This section is organized in the following way. First, the
basic functions of the Kalman filter and its inputs and
outputs, are described. The filter follows the model of
the filter derived for the Hughes improved terminal,
augmented with states suggested by Draper. It is suggested
that either the basic Kalman filtering algorithm used by
Hughes* or by Singer"* be a model for the completely
integrated receiver Kalman filter. Alternate approaches
towards the Kalman filter algorithm and its implementation
are well documented. Modifications required for the fully
integrated filter are not serious.

Concentration will be on the fundamental functions of the
filter and those particular inputs and outputs which
enhance the system. In addition, some general commentary
will be given on the relative merits of the Singer approach
versus the Hughes approach. The exact form of the filter
should have little impact on accuracy in a fully integrated
GPS/JTIDS/INS navigation function, so long as the minimal
number of states is included in the filter.

The navigation data set selection algorithm, that is the
algorithm which makes the decisions as to which measure-
ments should be utilized by the Kalman filter, is critical
to proper performance of the integrated JTIDS/GPS/INS
navigation function. This is detailed after the general
Kalman filter description. A candidate mechanization for
source selection is then presented.

6.2.2.1 Filter State Structure

The outputs of the navigation equations are listed in
Table 16. The navigation equation effectively integrates
derived corrected velocity information transformed to the
appropriate coordinate systems in order to output these
variables. All the states outlined have error components.

*Reference: Hughes JTIDS Rel Nay for Hughes Aircraft Company,
Intermetrics Corporation Report, 25 August 1978.

**Reference: Navigation Program Specification for JTIDS,
Kearfott Division of Singer Corporation.
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TABLE 16. OUTPUTS OF NAVIGATION EQUATIONS

Put Pv Grid Position (usually North and East)

Pw Altitude above u, v plane

L, A, Z Geodetic latitude, longitude and altitude

Vu, Vv, V w  Grid Velocities

Ve, Vn, Vz Geodetic Velocities

In terms of vectors, the relative and geodetic states can
be written as follows:

R = G - 0 (8)

where R is the relative position vector; G is the geodetic
position vector; and 0 equals the grid origin position
vector. This is the origin of the relative grid. Equation
9 shows

6R = 6G - 60 (9)

that errors on the relative grid, geodetic grid and errors
in positioning the grid origin are related. In the Hughes
JTIDS relnav implementation it is assumed that relative
errors are a linear combination of independent geodetic and
origin error as defined in equation 9. This approach makes
generation of coordinates algorithmically simpler.

In the Singer JTIDS relnav approach, equation 9 is
re-written as follows:

60 = 6R - 6G (10)

where here, origin error is dependent upon the independent
grid errors and geodetic errors. The advantage of the
Singer approach is that, in the absence of any geodetic
fixes, one need only model relative errors even if fixes
were normally considered geodetic. (With an inertial system
that means that tilts, heading, etc. are all "relative".)
With all vehicles having the same type of dead reckoning
system, it is possible to implement highly precise relative
navigation.
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It appears that the Singer approach, in the absence of
highly accurate geodetic information, will yield improved
grid accuracy and reliability and has a potential for
greater stability. However, with the presence of both
highly accurate geodetic information and relative grid
information it is doubtful whether one mechanization will
have any clear cut advantage over the other. Neither one
really models the mixing of relative and geodetic data
correctly or optimally. However, both should work quite
well when the plethora of highly precise geodetic and
relative information is available.

The error states which should be modeled in the system are

listed in Table 17.

TABLE 17. ERROR STATES USED IN THE KALMAN FILTER

6L,6 A , 6 Z Geodetic errors

6Vn, 6Ve Geodetic velocity errors

60e, 60n, 6H Inertial platform tilt errors

6B Baro-altitude error

6Vz Vertical velocity error

6X0 , 6Yo Grid origin errors

6Vxo, 6Vyo c rid origin velocity errors

68 Grid origin rotation rate error

6Tj, 6Tj JTTDS time and frequency errors

.OTg, 6Tg GPS clock and drift errors

This is consistent with the Hughes implementation, with the
addition of GPS clock and drift errors and vertical
velocity and baro-altimeter error, to account for the
vertical positioning capabilities of GPS. These additions
are corsistent with the approach taken by Draper in its
filter mechanization.*

*The Draper mechanization effectively used the Singer definition

of states with the addition of the four states mentioned above.
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Relative errors would then be:

XR = XG -X

or

[SPu1 [SXr Where G is a transformation
matrix to account for relative8 G8r gi location

Two types of fixes are possible for this system. One is
relative, and the other is geodetic. A separate loop
which may be implemented is a direct synchronization of the
JTIDS time or GPS time.

The filter actually processes measurement divergences.

That is:

Divergence = -/t Z(ti) H-XIt/t + n

A
where Zt  represents the estimate of the measurement,ti/ti-1

qiven data up to the previous time, and Z(ti) represents

the measurement at that particular instant of time. This
can be represented by the linear combination of errors,

8Xt/t_, in the system. H is the measurement matrix.

Added to this is additional noise, n. H will be a row
vector identifying the various weights associated with
the system errors.
When a geodetic fix is taken, H has one of the three forms

shown in equation 12.

GEOID ORIGIN Tj Tg

H = [XX ... X 0000 I 00 jXX]

or lXX 1001

or 00 100] (12)
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Note that the elements of the 1! matrix pertinent to geodetic
states may have non-zero values. Elements pertaining to
origin errors will all have zero values. If a GPS fix is
involved in the measurement then the elements associated
with JTIDS time state will be zero and the elements associ-
ated with GPS time may be non-zero. If the geodetic fix
uses time of arrival from the JTIDS terrinal along with
geodetic information from the donor platform, then the
JTIDS time element may be filled, and GPS time elements are
zero.

The H matrix may take many forms dependent upon the measure-
ments made available, such as offset geodetic fix, relative
fix and round-trip timing.

There are other measurements which potentially can be taken
which are unique to the fully integrated GPS/JTIDS/INS
navigation function, and depend upon P message transmission
of GPS/JTIDS clock offset, and reported pseudo-ranges. One
is the offset clock synchronization measurement and the
other is the offset GPS fix. Offset clock measurements may
replace some or all JTIDS RTT messages. The offset GPS fix
involves using reported pseudo-ranges between donor plat-
form and GPS satellites, along with computation of the
JTIDS relative positions of the two vehicles, to formulate
a fix. This type of measurement will be useful for
geodetic positioning in a community when only two or three
satellites are available in the community.

6.2.2.2 Filter Timing

The filter processes each of the measurements in the source
selection buffer iii time sequence until the point in time
when the reset was applied to the navigation equations. At
this time, the effect of the reset is subtracted from the
filter error estimate and the filtering continues. At the
end of the second filtering interval the optimal estimate
of the error state is predi:ted ahead and another reset is
applied to the navigation equations. This process
continues.

An important point which should be remembered is that
measurements obtained at one particular time may not be
applied to the system, through the filter, until 16 to 40
creconds after the measurement is actually taken. The

Silter lags behind real time by about 20 seconds, but it
,roper'y predicts error projections to the precise time.

habove description is generic in nature. It is not
.,s;-,arily precisely the same as the timing for either a
* P. or a Singer terminal. However, it represents the

* o>-. of the timing requirements.
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6.2.2.3 Filter Operation

Figure 73 shows the operation of the Kalman filter. The
information in the source selection buffers is the input.
First, the filter propagates the Kalman covariance, P, and
the estimate of the state error to the time of the firstI measurement, as indicated by the source selection buffers.
Then, the measurement residual is formed and the associated
measurement matrix, H, and noise value, R, are generated.
The values of the H elements will depend upon whether the
fix is geodetic or relative. The value for R will depend
upon geometry, some fixed value, and quality numbers trans-
mitted by the donor source (if applicable).

Next, the measurement residual is checked for consistency.
The combination of the quality numbers transmitted and the
user's own covariance matrix can be used to de~terminie the
value associated with the measurement divergence. If the
magnitude of the measurement divergence is too large (4 to
5 sigma) then the measurement is rejected and suitable
indicators are sent to the error control function along
with the bad data. If the data passes a consistency check,
the Kalman measurement update is performed, updating the
Kalman covariance and updating the estimate of the error
states.

At this point, the covariance matrix is checked to assure
that all diagonal values are large enough (and none of them
are negative). If there is a problem, appropriate changes
are made to the covariance matrix to assure numerical
stability. Also at this point, if the error control
function has determined that there is a problem with the
Kalman filter (divergence or the like), it may also signal
that certain elements of the covariance matrix should
change to eliminate the problem.

The Kalman covariance information is sent to the source
selection routines so that it can be used in selecting
the next measurement which should be used in the filter.

Next, the algorithm tests to see if this is the last fix in
the source selection interval. If it is not, the program
loops back and propagates to the next measurement event.
If necessary, the estimated error vector is reset.
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If the last fix has occurred, the filter then extrapolates
the error states in the system to current time and resets
the navigation and (potentially) the time errors with this
information. The reset information is also stored for
later use in compensating for the resets in the filter.

If the JTIDS receiver is in the RTT mode, a special filter
for estimating JTIDS time (involving two states) is
implemented on a four-second cycle (Singer's approach).
These corrections, rather than the corrections from the
navigation filter, are used to correct clock time. If the
receiver is in this mode, the measurement matrix associated
with the navigation measurements is,' of course, modified to
assume that JTIDS time is perfect.

The key features which distinguish the fully integrated
JTIDS/GPS/INS filter from the JTIDS-only filter are:

*Pseudo-range divergences from GPS are used directly
in the fully integrated filter.

" The fully integrated filter models GPS clock error
states.

" A wider variety of consistency checks is available
in the fully integrated filter.

" The error control function of the fully integrated
filter may be more complex and may actually be used
to control the RF tracking loops.

" Additional measurements (offset time, offset GPS)
are possible in the fully integrated filter.

6.2.3 Navigation Data Set Source Selection

The key to maximizing the synergistic benefits of having
a fully integrated navigation function lies in the source
selection routines used to choose the measurements operated
upon by the Kalman filter. Below is a description of a
candidate mechanization for this source selection algorithm.

Inputs to the source selection algorithm are:

" JTIDS P messages received from donor members.

" Satellite ID's used for navigation.
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* Own navigator's quality, as determined from the
Kalman covariance.

" Tracking loop parameters: loop lock indicators and
tracking loop time constant.

The source selection routine has been set up so that
alternate screening takes place for geodetic information
and for relative information on alternate source selection
intervals. Note that alternating geodetic and relative
source selection is reasonable because:

" The time constant associated with the GPS tracking
loops is so long.

" The geodetic grid is established through GPS and is
initialized through the C/A mode if possible.

" Both time references are set independently.

Figure 74 shows a functional flow diagram of the source
selection algorithm. First, assume that both JTIDS and GPS
are operational, that it is time for geodetic fix, and that
the program is at the beginning of the source selection
interval labeled START. The pseudo-ranges from the GPS
receiver are sampled for at least four pseudo-ranges. if
the lock indicators indicate that the tracking loops are
locked, these pseudo-ranges are stored. If the costas loop
is operable, as indicated by the phase tracking loop
indicator, and if the time constant in the tracking loop is
small, then the A~R's from the frequency tracking loop are
also stored. Note that if the time constants of the phase
locked loops are large, the A~R's are really more dependent
upon the rate-aiding errors than they are to true velocity
errors. Thus, they really contain no additional informa-
tion of use to the filter.

If there are no missed measurements, the source selection
routine simply waits until the end of the source selection
interval. it then checks the lock indicators again. if
all loops are in lock, the original pseudo-ranges are
replaced with the pseudo-ranges sampled, at the end of the
source selection interval. In this way, satellite data is
made as current as possible. If only some of the loops
indicate lock, then only these pseudo-ranges are used to
replace the original set of the pseudo-ranges.
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Returning to point A on Figure 74, if some of the
measurements are missed, the algorithm then tests the
quality of navigation. If position quality, Qp, is high
enough, the algorithm simply proceeds as before (going down
to point B). If there is degraded geodetic position
quality, however, the source selection routine scans the P
messages derived from JTIDS. These P messages and measured
TOA may be used to arrive at a JTIDS related geodetic
measurement. The source screening algorithm here may be
quite complex. If only some of the pseudo-ranges are
observed, the screening algorithm may choose to use a TOA
measurement from a high quality source member which has the
proper geometry in order to round out knowledge of geodetic
fix. If availability of satellites is low and/or if Q
from available sources is low, and if geometry is correct,
P-message-reported pseudo-ranges may also be used as a
source of an offset pseudo-range fix.

Near the end of the source selection interval the lock
indicators are again sampled. More current pseudo-ranges
are entered into the source selection buffers. if indicated,
and, if there are any new pseudo-ranges, an appropriate
algorithm is implemented to eliminate some of the JTIDS
derived information in favor of the new pseudo-ranges.

If it is time for relative navigation fixes, a source
selection routine consistent with that for screening only
relative data is performed as implemented by current JTIDS
designs.

If GPS is not operating, then the standard JTIDS source
selection routines which potentially mix geodetic and
relative information are implemented during every source
selection cycle.

6.2.3.1 Dynamic Behavior of Navigation Data Set Source
Selection

A discussion of the dynamic behavior of the source
selection routine in the presence of jamming and/or? high
dynamic vehicle maneuvers is noteworthy. When all tracking
loops in the GPS are operational, precise geodetic
navigation will result. When, because of jamming or high
dynamic maneuvers, some or all of the tracking loops lose
lock, the source selection routine will operate in such a
way that, so long as the remaining GPS information is good
enough to maintain a high quality of geodetic information,
there is no mixing of JTIDS information to derive geodetic
information. However, when the Kalman filter indicates
that geodetic quality is degrading, the source selection
automatically reverts to using JTIDS information for
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updating. It will use the highest quality geodetic infor-
mation available in the community, which characteristically
will be derived from another platform which is receiving
GPS. Thus GPS quality navigation can be maintained so
long as one or more members in the community is still
locked on to GPS. Also, if there are only two satellites
in sight of the community and community geometry is
suitable, accurate geodetic fixing is possible by sharing
of GPS pseudo-range information.

When the GPS receiver is jammed or loses lock because of
maneuvers, high quality position and velocity information
pertaining to the grid can be maintained by the program.
Precise time can also be maintained. Thus the rate-aiding
of the tracking loops may maintain high enough quality so
that the tracking loops can be slewed through the period
of jamming and naturally relock on to the GPS signal when
jamming is diminished.

6.2.4 Acquisition and Maintenance of Timebase

For JTIDS relative navigation, there are two distinct
timebase possibilities: 1) the timebase controller has
GPS available to it, and resets its local oscillator with
GPS time, so that JTIDS time will effectively be the same
as GPS time; or 2) the timebase controller is independent
of GPS time.

If JTIDS time is locked to GPS time, and if some of the
GPS loops lose lock, causing the Kalman filter to indicate
that GPS time is being degraded, the frequency correction
made to the GPS time reference should be the correction
made for the JTIDS time reference. The GPS covariance
value should be allowed to grow (no change is made to the
Kalman algorithm). This procedure should be continued
until such time as there are sufficient satellite measure-
ments that control of GPS time can be allowed to revert
back to the GPS navigation filter. If this, along with
the positioning source selection is properly implemented,
it may be possible to allow the GPS tracking loops to run
open loop for minutes on end and still have them ready to
lock on to the GPS signals when they again become
available.

If JTIDS time is not locked to GPS time, then JTIDS clock
precision generally will be no better than the precision
of the JTIDS oscillator. The best one can do in this
situation is to simply use the last best estimate of GPS
time and frequency, and extrapolate time forward.
Obviously clock errors will grow, soon making it impos-
sible to automatically relock on to the GPS signal without
special initialization procedures.
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There is a third possibility, however. This involves
having other community members with an integrated
JTIDS/GPS receiver transmit two quantities on the variable
message field of the JTIDS P message:

* Estimated quality of GPS clock.

* Time offset between JTIDS and GPS.

Source screening can then be carried out to find the
highest quality geodetic time during the source selection
cycle. Then an offset time fix could be accomplished
relating JTIDS time to GPS time. The result would be
highly accurate GPS time, which could be applied to the
Kalman filter.

6.2.5 Geodetic Navigation With Less Than Four GPS Satellites
in View

At times, there will be less than four CPS satellites in
view of a user (or less than four with adequate angular
separation), as required for accurate GPS computations.
If, however, there are several JTIDS/GPS receivers
displaced over a relatively broad area, and if the relative
locations of these receivers are known via JTIDS, and if
they are within line-of-site of one another, then it can
be shown by geometric analysis that as few as two
satellites within view of each user can provide relatively
high accuracy geodetic positioning for all users in the
area.

For example, see Figure 75. The positions of three plat-
forms are indicated by the ends of the triangle. The
hyperbolic lines on the figure represent LOPs from two
navigation satellites (altitude assumed known). If the
relative ranges between the platforms is known via JTIDS,
there is only one position and orientation for this
triangle if each of the vehicles is to lie on the LOPs
indicated. Note that GDOP may be relatively severe if the
curvature of the LOPs is small. However, the Kalman filter
operating on the information will have information to this
affect. The source selection routineswill use this
information to minimize GDOP impact.
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Figure 75. Geometry of three platforms in a field
of hyperbolic LOP's
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What follows is a preliminary design of how this
synergistic benefit between JTIDS and GPS can be
implemented

Assume that the variable data field of the JTIDS P message
contains the following information.

Pu, P, Pw, L, #X , Z, Q T' 0 P' QAR' 0PR'

to which is added:

New Data

R1 1 R 2 ' R 3  R 4 -T, Q GPS

Note that the additional information on the P message
contains the pseudo-ranges to the various satellites
tracked by the donor platforms (the R's), the estimated
time difference between GPS clock and JTIDS clock, T, and
the quality number, QGPS, indicating the anticipated
quality of GPS time.

Note that several methods of data compression are possible
for the pseudo-range reports. One alternative is to send
pseudo-range divergences like those used as inputs, to-the
doner platform's Kalman filter. The second alternative is
to simply transmit the "least significant bits" of the
pseudo-range measurement where own receiver can utilize
reported latitude-longitude in order to reconstruct the
entire pseudo-range measurement. Also required is a
report of "staleness" of each pseudo-range measurement.

Own receiver would then have the capability of taking an
offset satellite geodetic fix. The source selection
algorithm would first screen the augmented P messages for
the best source of offset satellite fix. The first key
parameter of the screening would be the quality of the
relative position and the second, the time error of the
donor platform. The third key parameter would be the
availability of offset measurement. The four'-! key
parameter would be the relative geometry errors pertinent
to the potential offset measurements. The quality of this
offset method of fix will not be as high as the quality of
a direct geodetic fix. However, in the absence of enough
satellites to take a self-contained fix, this procedure
offers an acceptable alternative to not using GPS at all.
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7. CONCLUS IONS AND R ECOM M E N DATI10N S

7.1 REVIEW OF THE STUDY FINDINGS

All the findings to date lead to the conclusion that a
flexible, software controlled, advanced technology MFBARS
offers substantial size, weight and cost advantages over
upgraded but non-integrated discrete CNI radios. These
savings can be attributed, in large part, to a new concept
in radio signal processing employing programmable agile
transversal filters as flexible, general purpose signal
processing elements, both in the radio frequency domain
(WBATF's) and at baseband (NBATF's). Conventional radio
systems are usually limited by fixed designs rigidly
optimized for each particular application. The flexible
aspects of the WBATF and NBATF allow MFBARS to be
dynamically reconfigured under software control to any
signal structure consistent with filter input bandwidths.

The further ability of the WBATF's and NBATP's to be time-
shared in a high speed fashion without signal to noise a
ratio degradation, results in further savings. And by
using sampled data techniques and implicit frequency
conversion, there can be simplification in the area of
frequency synthesizer complexity.

The efficiency of these advanced techniques, coupled with
projected advances in integrated digital circuit designs,
produces overall projected size and weight savings
illustrated very dramatically in Figure 76. This very
significant reduction in size and weight would ease severe
hardware space limitation problems in tactical aircraft.
Another, less obvious, advantage of the selected MFBARS
architecture is its growth flexibility. Software, rather
than hardware, changes can reconfigure the system for
additional radio service and/or a change in mix of radio
service.

In any integrated design where many functions depend
upon the health of one set of equipment, reliability can
be a problem if it is not carefully factored into the
design. Redundant paths must be provided such that no
single failure can cause a catastrophic mission failure.
Again, flexibility in design provides some help in this
area. The proposed MFBARS design provides redundant
processing paths which are each flexible enough to
perform a critical subset of processing functions at
full performance levels, or all functions at reduced
levels of performance. The system design allows the
available system resources to be applied as required by
a particular mission requirement.
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Finally, the fully integrated CNI/Nav concepts merit
further work to evaluate whether a higher level of integra-
tion would be cost-effective and feasible at this time.

7.2 RECOMMENDATIONS FOR FUTURE DEVELOPMENT

With the completion of Concept Definition, (essentially
MFBARS Phases I and II), the program is ready to enter
two parallel follow-on phases, Concept Validation Tasks
and Support (or Operational Impact) Tasks. Concept
Validation Tasks are those which will reduce program
risk by demonstrating feasibility of critical system
concepts before proceeding to ADM. Support (or Opera-
tional Impact) Tasks ai-e those tasks which involve inter-
actions between MF'BARS and other systems, deployment and
support interactions, life cycle cost, etc. Upon
completion of both of these groups of tasks, the program
can proceed to Concept Refinement and then to ADM with
minimum risk. Figure 77 shows the general interrelation-
ship of these groups of follow-on program tasks.

7.3 SUGGESTED PROGRAM PLAN

Figure 78 shows a more detailed program plan, with major
tasks identified. (The tasks are numbered to tie in with
the top level grouping of Figure 77).

Tasks 2.1 through 2.14 represent a logical and progressive
demonstration of validity of the most innovative aspects of
the system concept, starting with development and
demonstration of an innovative new technology device, the
wideband agile transversal filter (WRATF) (tasks 2.1
through 2.5). As shown, there is a high degree of inter-
action between tasks 2.3 and 2.4, the device development
and the parallel development of demonstration hardware and
software. Upon completion of development of both the
device and the demonstration hardware/software, task 2.5
demonstrates and evaluates WI3ATF signal processing and
integrated adaptive antenna processing.

A similar grouping of tasks (2.6 through 2.10) provides for
device development and concept demonstration of narrowband
agile transversal filter (143ATF) signal processing, another
critical system function. There are similar interactive
relationships between some of the tasks, as in the case for
the WBATF.

Upon completion of WBATF and NBATF demonstration and
evaluation, results can be used for refinement of device
parameters (task 2.11) to allow progression from prototype
device status to morE refined devices 'task 2.12) for the
ADM phase of the program.
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IFigure 77. Program flow chart
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Tasks 2.13 and 2.14 provide refinement of other design
areas not completed in depth in MFBARS Phase II.

Upon completion of these four areas of group 2.0
tasks (WBATF, NBATF, control processor, and BITE/fail-soft
reconfiguration capability), the major innovative aspects
of the system will have been individually demonstrated and
evaluated. The next step will be to validate their
interactions with each other and with other less innovative
aspects of the system design concept. At this point in
system validation, a simulation model is the most practical
means of demonstrating overall integrated system
performance concepts. Tasks 2.15 through 2.17 involve
development and operation of a system simulation model and
evaluation of the integrated results. Note, that the model
also utilizes inputs from the group 3.0 tasks, the support
or operational impact tasks. The group 3.0 tasks provide
inputs needed by the model in terms of realistic timelines,
system signal loads, control and display time-sharing,
pilot interactions, impact of external threats (EW and
physical) which might interfere with system operation,
etc. Without these group 3.0 inputs, system load could
not be realistically simulated.

Group 3.0 tasks serve other purposes as well as providing
inputs to the system simulation model. Tasks 3.1 through
3.3 represent refinements of other earlier data which
provided rough mission constraints and requirements
information for initial development of MFBARS system
concepts. Now that a system concept has been developed,
it is necessary to review the constraints and requirements
information to make sure that the missions would still be
performed the same way as originally defined or whether
refinements may be appropriate. This could be considered
a type of "sensitivity analysis" to validate that the
resultant overall system capabilities are still well
matched and balanced to the overall mission requirements.
In addition, some inputs, such as pilot interfaces, need
refinement which could not be done prior to availability
of a specific system concept.

Task 3.4, in addition to providing an input to the system
simulation model, also provides critical inputs to
refinements of packaging, survivability, and reliability
concepts for the system (task 3.5). These, in turn,
provide needed inputs to tasks 3.7 and 3.8, which are
refinements of logistics suppo'rt concepts and life cycle
cost and design to cost (LCC/DTC) analyses. Preliminary
logistics concepts can be started (task 3.6) using basic
system concept information, but refinement (task 3.7)
requires packaging inputs from task 3.5.
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Finally, among the support tasks is a very important
task (3.9) which initiates definition of a System Evalua-
tion Facility required to support ADM development and
ADM test and evaluation. The multiple signals and complex
interactions the system must handle requires a System
Evaluation Facility beyond any now available. Initial
concepts must be started early to assure availability of
the necessary facility at the proper time.

Completion of all group 2.0 and 3.0 tasks enables initia-
tion of task 4.0, refinement of system/subsystem concepts
and functional performance specifications, as appropriate.
Although shown as only a single task in the program plan
(plus feedback to earlier tasks), it could be a very
significant task and may be broken into smaller subtasks
later, depending upon the outcome of system simulations
and task group 3.0 inputs. Also, although not shown on the
diagram for reasons of clarity, many of the other task
outputs may also influence task 4.0. As shown, significant
changes are fed back to tasks 2.15 through 2.17, as
required, to make sure refinements are validated before
proceeding to ADM. Also, group 3.0 tasks will be refined
as appropriate, although refinement details are not shown,
for clarity.

When the system concepts have been refined and validated
to the satisfaction of the Government, then the prog-ram
can proceed to ADM with minimal risk. Only six ADM
(group 5.0) tasks are shown on the program plan at this
time. Each represents a significant program effort and
could be subdivided into more detail later. The major
relationships are evident, however, including input of
task 2.12 refined ADM devices, which have been developed
in parallel with other tasks. Upon completion of ADM
(task 5.6), the program can proceed to EDM and sub-
sequently to production.
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APPENDIX A. DETAILED DESCRIPTION OF WIDEBAND AGILE

TRANSVERSAL FILTER (WBATF) DESIGN

A WBATF is a special form of a generic device called a
transversal filter, which utilizes a tapped delay line
and summing bus to detect matches between input signals
and a stored reference signal. The major differences
between the generic transversal filter and the specific
WBATF are: an extraordinarily wide input bandwidth (400
MHz); extraordinarily high speed sampling of the input
signal (900 MHz), and the special ability to change the tap
weights rapidly (6 ns), under software control, as the
sampled input signal propagates through the device.

The function of the WBATF is to perform RF frequency selec-
tive filtering (preselection) of incoming radio signals in
the range of 30-400 MHz, or 960-1215 MHz. The filter can
be rapidly timeshared among several input signals without

the usual timesharing losses with respect to signal to
noise ratio. Further, the filter is fully programmable in
terms of center frequency and bandshape, making it useful
for processing various signal formats in a multi-function
environment.

Figure A-1 is a simplified functional block diagram of the
WBATF. The wideband antenna inputs are bandpass filtered
by conventional filters and provided to the switch
preceding the WBATF. Therefore, each WBATF (of two in the
system) will be receiving either VHF/UHF signals or L-Band
signals, but not both simultaneously. This limits the
bandwidth of the incoming signals to less than 400 MHz,
which the delay medium of the WBATF is designed to accommo-
date.

The maximum time delay between taps is determined by the
bandwidth and center frequency of the signals which are in-
put. At any given instant of time the information which
can be extracted from the tapped delay line to limited to
discrete values of the input signals at times corresponding
to the tap delays. For equal delay (T) between successive
taps, we can consider this to be a regular sampling process
on the input signals at a rate equal to I/T. We know from

sampling theory that the choice of sampling frequency is
important in avoiding aliasing errors due to spectrum
overlapping. That is to say, when we sample an input

signal characterized by a given frequency spectrum, the
resulting sampled signal spectrum is periodic and consists
of the original input spectrum replicated at all integer
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multiples of the sampling frequency. Therefore, if the
sampling frequency is improperly chosen, the multiple
images of the spectrum may overlap, causing a distortion of
the input signal's original spectrum. This situation is
depicted in Figure A-2 for the case where the input signal
is characterized by both a low pass spectrum and a bandpass
spectrum.

For the case of a low pass spectrum, the minimum sampling
rate (fs) to avoid aliasing is twice the highest frequency
(fh) present in the spectrum, which is the well known
Nyquist rate. The case for a bandpass spectrum is similar
except that, in general, sampling at a rate equal to twice
the highest frequency in the spectrum is not necessary. By
the very nature of a bandpass signal spectrum there are
gaps between zero frequency and the inner edges of the
spectrum. This gap may accommodate several replications of
the original spectrum, and for this reason a sampling rate
on the order of twice the bandwidth of the input signal may
be sufficient. Actually, the relationship between the
center frequency and bandwidth enter into the problem and
sampling at twice the bandwidth is the minimum rate which
will avoid aliasing but only for particular center
frequencies. This situation is described by the following
relationships.

If a given input signal has a spectrum which is band-
limited such that the highest frequency present is
f2 and the lowest frequency present is fl, then the
range of permissible sampling frequencies which guarantee
no aliasing are given by:

2f2  2f (A-)

m+l < fs- m

where m=O, 1, 2,

While the above equation gives a listing of all possible
sampling rates it is often of particular interest to know
the minimum sampling rate, which is given by:

rain M-2B (1+M ) (A-2)

where

B = f2 -f1 = input signal bandwidth

M = int(fl/B) = integer part of (fl/B)

K = (fl/B)-M = fractional part of (fl/B)
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This equation demonstrates the point made earlier, tLat the
minimum sampling rate for bandpass signals is 2B, providing
that fl is an integer multiple of B (i.e., k=0).

If we wish to use one common WBATF to process either VHF/UHF
or L-Band signals it would be of interest to find a tap
spacing (sampling rate) which would be satisfactory for
both frequency bands. Table A-1 is a tabulation of
permissible sampling rates computed from equation (A-1) for
these frequency bands. The equation is evaluated for
higher values of m until the inequality is no longer
satisfied. For the VHF/UHF band we see that any frequency
exceeding 800 MHz is acceptable. For L-Band there are
several ranges of frequency acceptable, and the minimum
frequency range which also satisfies the VHF/UHF
requirements is 810 MHz to 960 MHz.

Any sampling rate in this range would be acceptable provid-
ing the input signal's spectrum is perfectly bandlimited to
the assumed frequencies (fl and f2 ). In practice, the
wideband input filters will have attenuation skirts which
must be considered. Figure A-3 shows as shaded areas the
L-Band frequency range of interest. An ideal input filter
would have a perfectly rectangular passband matched to this
frequency range. The equivalent sampling process performed
by the tapped delay line produces replications of the
spectrum spaced at fs, the sampling frequency, as shown in
the figure.

TABLE A-1. ACCEPTABLE VALUES OF SAMPLING RATES

FROM EQUATION (1)

VHF/UHF band L-band

fl = 30 MHz f1 = 960 MHz

f2 = 400 MHz f2 = 1215 MHz

m= 0

800 MHz < f < 2430 MHz < f <

m=1

41215 MHz < f < 1920 MHz

- m=2

810 MHz < f < 960 MHzS

m= 3
607.5 MHz < f < 640 MHz

m =4

28_01 480MHz
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Notice that the oriqinal spectrum on the positive frequency
axis is bordered by the second and third harmonic imane of
the negative frequency portion of the original spectrum.
The gaps on either side of the original spectrum, fgl and

f.,are a function of the sampling rate. The gaps must
be wide enough to accommodate the skirts of the real input
filter. As shown in the figure, if the skirts are
symmretrical, the gaps fa 1 and f 32 should be equal. This
also uniquely defines t~ie sampling frequency or tap
spacing. The gap space is then the allowable frequency
range over which the skirt attenuation must reach some
desired value. Note that the skirts overlap each other,
but not any portion of the original spectrum which is the
region of interest. For the MFBARS application the ultimate
attenuation required over the qap width is on the order of
100 dB. This level is determined by the maximum level of
an interfering signal at the gap width or greater from the
desired signal's spectrum band edge. Simple algebra will
yield the specific sampling frequency which will produce
the symmetrical gaps, and for the example shown this
becomes fs=870 MHz.

A similar analysis could be conducted for the application
of the WBATF to the lower frequency VHF/UHF frequency band.
The results of this analysis indicate that even a better
input filter in terms of its rate of cutoff is required.
This is due to the wider bandwidth (30-400 MHz) of the
input spectrum. if these filters are realized using con-
ventional, recursive, lumped constant designs, many poles
may be required, and this would result in large time delay
variations in the region near the skirts. This differen-
tial time delay over the passband is an error source for
precise ranging systems such as JTIDS, and therefore, must
be compensated for by equalization networks, or use of
transversal filters which are inherently more flexible.

Each of the tap outputs from the delay line (see Figure A-1)
is connected to one input of a four quadrant multiplier.
The other input of the four quadrant multiplier is
connected to the corresponding output of a tap weight
register. The tap weight register is a memory device which
holds n signed numbers, where n corresponds to the number
of taps in the delay line. All of the outputs from the
four quadrant multipliers are summed, and the output can be
described mathematically by:

n
y(k) E w(v) X (k-v) (A- 3)

V'0
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where k = integer denoting a time index so that one unit

of time corresponds to the tap spacinq

T = 1/fs .

X(k) = the input signal to the delay line at the kth
instant of time.

w(v) = the vth value of the tap weiqht.

y(k) = the filter output at the kth instant of time.

A linear discrete time filter can be completely specified
by its impulse response. Substituting the delta-dirac
(8) function for X(k) in equation (A-3):

n
y(k) = E w(v) * (k-v) = w(k) 4 h(k) (A-4)

v=O

We arrive at the obvious conclusion that the impulse re-
sponse of the filter, h(k), is simply equal to the tap
weights. In the frequency domain the filter transfer
function, H(z), can be obtained by taking the z-transform
of the impulse response:

n -v
H(z) = Z h(v)z (A-5)

v=0

By setting z=exp (j2 7r fT) we can examine the frequency
response:

n
G(f)=H(exp(j2 7r fT)) = E h(v)exp-(j2 7r fTv) (A-6)

v=0

which gives the magnitude and phase response of the filter.
In filter design the magnitude and phase response is usu-
ally the starting point, and consequently the problem is
worked backwards to determine the impulse response which
defines the tap weights. A similar relationship exists
for continuous time filters except it is the Fourier Trans-
form which relates the impulse response to the transfer
function. Figure A-4 illustrates several Fourier Transform
pairs which provide some insight into the interdependence
between the time domain and the frequency domain. It can
be seen that for a rectangular impulse response (A),
(approximated in the discrete time case when all tap
weights are equal) the corresponding frequency response has
a sin x/x form. Notice that the width of the main lobe of
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the sin x/x form is the reciprocal of the impulse response
duration. This illustrates the importnt fact that the
narrower the desired filter bandwidth is the longer the
impulse response duration must be. Therefore, once a tap
spacing has been selected based on input bandwidth consid-
erations, output bandshape considerations determine how
many taps are required. The term "bandshape" was used here
to denote that other factors in addition to bandwidth, such
as passband ripple, stopband ripple, and ultimate attenua-
tion enter into the problem.

Figure A-4(B) shows the effect of one commonly used
weighting function known as a Hamming Window. Window
functions of this type are usually employed to improve the
rate of cutoff and suppress sidelobe responses with respect
to the sin x/x form. The price paid for this is a wider
passband.

Figure A-4(C) illustrates the reciprocal nature of Fourier
Transform pairs by attempting to achieve ideal (rectanglar)
passband by using a sin x/x impulse response. The theoret-
ical sin x/x function extends to infinity in both direc-

tions along the time axis, and in a practical implementa-
tion requires truncation at some point. The resultant
frequency response does exhibit very sharp cutoff charac-
teristics but also produces large ripples* at the cutoff
frequencies due to the truncation.

Figure A-4(D) is a combination of a truncated sin x/x func-
tion and a Hamming Window. This is a form which is useful
in many practical applications since it retains some of the
sharp cutoff characteristics while suppressing the ripple
in the passband.

Figure A-4(E) demonstrates how a low pass filter transfer
function can be transformed into a bandpass transfer

function centered at carrier frequency fc, simply by
multiplying the low pass impulse response by cos 2 7ffct.
This is a direct consequence of the frequency shifting
theorem.

The above descriptions were presented to provide an under-

standing of the interrelationships between the time and
frequency domain, rather than to suggest a design approach.
For practical designs, particularly where very high per-

formance is required, computer programs have been written

which produce optimal designs efficiently (2).

*This is due to Gibbs Phenomenom; see Papoulis, The Fourier
Integral and its Applications, page 30.
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By returning to equation (A-6) and noting that the filter
transfer function consists of a sum of complex exponen-
tials, we can see that the transfer function is periodic
over the interval T which is equivalent to the tap spacing
interval. Therefore, as an unavoidable consequence of the
discrete time nature of the filter, the filter will have
multiple harmonic responses every l/T Hz. Figure A-5
illustrates this situation where the WBATF has been pro-
grammed to perform a bandpass filtering function at a cen-
ter frequency of 300 MHz. The drawing is approximately to
scale where each tic mark on the horizontal axis represents
100 MHz. Note that the fundamental response (consisting of
both the positive and negative frequency images) is repli-
cated about multiples of fs = l/T = 870 MHz. Some of the
responses are indicated by dotted lines because they fall
outside the input filter responses. That is, the WBATF
does indeed have natural responses at those frequencies but
the VHF/UHF and L-Band input filters prevent any signals at
these frequencies to ever enter the WBATF. Also note that
although both the VHF/UHF and L-band input filter responses
are shown in the figure, as was mentioned earlier, only one
at a time is used. See Figure A-1 for switching at the
WBATF input. Therefore, by a simple switching operation at
the input, the filter will respond to the selected band.
This is an important simplification because it eliminates
the need for generating additional tap weight programming
information for each frequency band. The small horizontal
arrows above each of the output responses indicate the
direction that the response will move with an increase in
programmed center frequency. This indicates that both the
VHF/UHF and L-band responses track in magnitude and direc-
tion. For the particular example shown in Figure A-5 the
tap weight programming of the WBATF to produce a narrow
bandpass response at 300 MHz also produces a response at
fs + 300 MHz, or 1170 MHz.

The exact nature of the narrowbanded output signal from
the WBATF is, to some extent, dependent upon the tapped
delay line structure. If the delay line medium is time
continuous such as a transmission line would be, then
the output signal will also be time continuous. If the
delay medium is a discrete time device such as a Charge
Coupled Device (CCD), then the output will be discrete
time in nature. The various possibilities are shown in
Figure A-6. An example of a continuous delay medium which
might be used in a practical implementation of a WBATF is
a Surface Acoustic Wave (SAW) device. A CCD, on the other
hand, stores values of the input signal at discrete
instants of time as charge packets. The output in this
case must also be discrete time in nature, although a
continuous signal could be recovered by appropriate filter-
ing, providing the Nyquist sampling criterion was satis-
fied. As is also shown in the figure, if for some reason
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a discrete time output is desired, a sample and hold cir-
cuit at the output of a continuous time filter produces an
equivalent result.

There are some very distinct advantages to sample data
filters for a MFBARS type system. Some of these are device
oriented and will be discussed later. A particular advan-
tage results from the implicit frequency downconversion
resulting from bandpass sampling. It was just demonstrated
that the WBATF produces complementary frequency responses
at multiples Of fs=l/T where T is the tap spacing delay.
This is true whether the delay line is time continuous or
not. For a time continuous delay line these responses are
at the same frequency as the input. But a sample-data
delay line produces a sampled data output which has natural
ambiguities with respect to frequency. This situation is
depicted by Figure A-7. Suppose that we sample two differ-
ent input signals, one at 300 MHz and the other at 1170
MHz, at the assumed tap rate of 870 MHz. If a previous
sample is held at its last value until a new sample is
taken, we call this function a zero-order sample and hold.

This is exactly the function performed by a CCD delay line.
The two different frequency inputs are shown in the figure,
approximately to scale, and their values at the sampling
times (multiples of l/T) are found to be identical. This
means that once the sampling process has been performed on
the input signal, it is impossible to determine from the
samples themselves what the actual input frequency was.
This is not very surprising, however, since the sampling
rate was chosen on the basis of bandpass sampling theory
which presumes knowledge of the frequency limits (band-
width) of the input signal. Due to the presence of the
zero order hold (capacitor) circuit which functions as a
low pass filter, the sampled output most closely resembles
the lower frequency (300 MHz) signal. An appropriately
designed low pass filter following the sample and hold
would result in a more precise reproduction of the lower
frequency signal. In many applications it may be simpler
to operate on the lower frequency signal.

One of the primary system benefits of using the WI3ATF is
their signal processing capability in a multi-function
radio environment. They can be time-shared among several
continuous simultaneous signals in a high speed fashion
such that there is negligible loss of available signal
power for each of the processed signals. To fully
appreciate this point it is necessary to understand the
intimate relationship between integration and filters.
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All filters implicitly contain integrating elements such

as capacitors or digital accumulators. In fact, the match-
ed filter( 3 ) for a rectangular input pulse of duration t
seconds is an integrator circuit which is allowed to oper-
ate over the t seconds corresponding to the duration of the
pulse. The matched filter (by definition) maximizes the
output signal-to-noise ratio of the input signal. The
improvement in signal-to-noise power ratio is proportional
to the integration time. This is clear if we consider the
input signal to consist of a constant voltage vk repre-
senting a signal of interest, and a noise voltage which is
a zero mean random variable.

s(t) = vk + nv( ' ) (A-7)

Providing these signals to a linear integrator over an
interval t seconds yields:

t t

f (v k + n v()) d r = vkt + f nv( r) d (A-8)

0 0

The voltage at the output of the integrator due to the
signal of interest increases in proportion to the inte-
grating time. The contribution due to the noise may not
be directly evaluated in the time domain since nv( T ) is
a non-deterministic function. Instead we can use a fre-
quency domain approach if we assume that nv( T ) represents
noise of flat single-sided spectral density No . Any
filter has a single-sided noise bandwidth defined by:

Bn = fH(j )2 df (A-9)

0

where H(jw) = the Fourier transform of the filter impulse
response h(t)

f = frequency = (/2

A perfect integrator operating for t seconds has an impulse
response which is a rectangular pulse of unity amplitude
and t seconds duration. It is well known that the Fourier
transform of a unity amplitude pulse is:

F [ht] tsin (7rtf) = H (j2 7Tj (A-10)
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substituting this result into equation (A-9) yeilds:

002 si 2 (7 f( -1B n (f t r f) df (-l

0

Using the fact that:

f0 sin 2 dx 7r/f2 (A-12)
0

Results in:

t t( -3Bn = (A-? 13)

The noise bandwidth of an integrator is therefore propor-
tional to its integrating time, and the total noise power
at integrator output is NoBn = Not/2. Since the total
noise power increases in proportion to the integrating
time, and the signal of interest voltage increases in
proportion to integrating time we can write the output
signal to noise ratio as a power ratio proportional to the
integrating time t.

OUT N 0v t ) IN~ (A 1

In conventional timeshared systems it is desired that a
single piece of hardware be used to process a number of
similar signals, rather than using additional sets of
identical hardware. These systems usually contain filters,
and if the signals to be processed are simultaneous, then
some degradation in signal to noise ratio must result. For
example, if four simultaneous, equal duration signals are
to be processed with one filter (integrator), we could
divide their common interval into four equal parts and
allow the filter to operate on each signal in succession
but for only one-fourth the time. The output signal to
noise from the filter for each signal is then one-fourth,
or 6 dB less than if no timesharing had been attempted.

The simple signal integrator matched filter described above
requires knowledge of the Time of Arrival of the incoming
signals in order to properly time the integration inter-
vals. This information is not always known and, therefore,
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a more general form of filter consists of a system of
integrators operating continuously. Figure A-8 is a block
diagram of a generalized nth order filter which has a vol-
tage transfer function:

H(s) = a 1 S+ +a - a n n (A-15)
b 0+bIS + + .. b n S l+ b nSn

Note that for the filter to be stable, the feedback gain
bo, at least, must be non-zero. If this were not so, H(s)
would have at least one pole at the origin, implying that
any zero frequency input would cause the filter output to
increase without bound. It is the existance of this feed-
back which restricts the use of conventional filters in
time sharing systems. If a particular filter characteris-
tic is chosen by assiqning values to the gain elements in
Figure A-8, then the integrators will accumulate voltages
which are specific to that assumed characteristic. To
change the filter characteristic we can change the gain
elements, but the output cannot respond instantly because
of the stored signals in the integrators. We must wait
for the old signals to decay as well as the new signal to
reach steady state.

The transversal filter is a special case of what is often
called a digital filter, and is shown in Figure A-9. The
term "digital"6 is generally used only because digital hard-
ware was most often used to implement these filters, al-
though in principle, there is no reason why analog hardware
could not be used. A more correct term, particularly when
describing discrete time devices such as CCD's, is "sample-
data filter". The transfer function is most conveniently
described using z-transforms and is given by:

in -k
11(z Ia kz (A-16)

k=O

Note that there is a great deal of similarity between the
conventional filter and the sample-data filter. The most
obvious difference is the substitution of T second delay
elements for the integrators. For this situation all the
feedback gains, bl-br, can be made zero and the filter
becomes a Finite Impulse Response (FIR), or transversal,
filter. Providing the number of stages (mn) and the tap
weights, ao-am, are finite, the output will be uncon-
ditionally stable.
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Also note that the transversal filter performs integration
by virtue of the output summation, but that this integra-
tion does not corrupt a history of the input signal stored
in the delay medium over a period of mT seconds. There-
fore, this time segment of input signal could be processed
several different ways if desired. Purthermore, if we are
observing the output of the filter we need not observe it
continuously. That is, if all the tap weights were equal,
for example, then we could sample the output every rnT
seconds without losinq any available signal energy. This
is true because we have replaced the continuous serial pro-
cessing of a signal by an equivalent parallel processing in
batches of mT seconds. In a practical situation, the tap
weiqhts will not be all equal (in order to achieve a de-
sired frequency selective function) and sampling at a so-.e-
what higher rate will be required. The output sampling
rate can be computed using the considerations described
earlier for avoiding aliasing resulting from the sampling
process. There is a natural tradeoff between the total
time delay length of the filter (related inversely to the
output bandwidth), and the output sampling rate. The
filter is therefore designed for the minimum required band-
width which is approximately 3 "z3dB for a JTIDS PN chip
matched filter. Simplifications in subsequent processing
hardware can be realized if the output sampling rate is an
integer multiple of both the center frequency spacing
(3 MHz) and the code chipping rate (5 MHz) of JTIDS. This
subject is discussed in more detail in Section 3.5 where
the theory of operation of follow-on processing circuits
is described. It will suffice at this point to state that
a sampling rate of 15 MHz, both 1&0 (in-phase and
quadrature phase) has been selected.

Once it is recognized that the output of the WBATF can be
sampled periodically with no loss of signal to noise ratio,
it is asked what can be done during the time interval
between these samples? The answer is, reprogram the tap
weight gains to correspond to other tuning characteristics
and sample the other filtered signals resulting at the
output.

It must he remembered that the tapped delay line contains
the sum of all signals within its input bandwidth. Which
of these signals is passed te the output with minimal
attenuation is determined by the tap weight gains, which
in principle can be modified instantly. This modification
does not change the contents of the tapped delay line, so
we may change the weights in any conceivable way as long as
we restore them to their original state corresponding to
the original signal for which the next adjacent time seg-
ment sample is due.
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Figure A-10 illustrates this concept of high speed, lossless
timesharing of one set of hardware. Note that each of the
three input signals is being sampled at a rate equivalent
to the Nyquist rate at the output of the transversal
filter. The sample times are staggered, however, such that
there is never a conflict. In practice, as many simultan-
eous signals can be processed in the interval 1/B as there
is time for the weights to be changed and the output of the
filter to respond. This limit will be determined by the
physics of the material used to implement the WBATF.

For a MFBARS type system the most stressing requirement for
parallel channel processing occurs at L-Band. This is
primarily due to JTIDS which requires the equivalent of up
to eight parallel receivers to process (without A/J loss)
the synchronization preamble. A worst case estimate for
the total number of parallel channels is:

Function Channels

JTIDS (for synchronization) 8

Tacan 1

IFF Transponder 1

IFF Interrogator (sum and 2
difference antenna)

GPS (double freq. sampling due 2
to 10 MHz BW)

TOTAL 14

By dividing this number into the reciprocal of 15 MHz we
can determine the maximum permissible response time of the
WBATF output to a change of tap weights, which is approxi-
mately five nanoseconds. This estimate is termed worst case
because some of the listed functions (GPS and IFF) are
fixed frequency systems, and if achievable performance
became critical these functions could be implemented
fairly economically with dedicated hardware. This is
particularly true of the IFF Interrogator function which
would require some signal manipulation prior to insertion
to the WBATF. This is so because the sum ( Z ) and dif-
ference ( d ) antenna outputs carry identical signals
differing only in amplitude. Once these signals are com-
bined at the WBATF input it becomes difficult to separate
their respective amplitudes.
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Figure A-10. High speed lossless transversal filter timesharing
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To achieve the rapid rotation of tap weights in the WBATF,
a system of local memory consistinq of registers to hold
the desired tap weights is required. This situation is
depicted in Figure A-i. The registers hold M sets of tap
weights which are parallel transferred from one reqister to
the next. Each set of tap weights is cyclicly introduced
to the tapped delay line producing the required transfer
function. In this way the WBATF "scans" a set of M fre-
quencies and produces a natural time division multiplexed
output signal sequence. At some point in the cyclic path
of the tap weight registers a switch is placed such that
new values of tap weights can be introduced where required.

The maximum rate at which new tap weight sets must be in-
troduced may be calculated as follows. The radio function
that requires the maximum agility from a tunability stand-
point is JTIDS. During the message portion of a JTIDS
transmission, approximately each 12 microseconds, a new
pulse arrives at a pseudo-randomly selected frequency.
The duration of the pulse is approximately 6 microseconds,
leaving an equal gap between successive pulses. During
this gap, a completely new set of tap weights must be intro-
duced to the WBATF. As an example, if the WBATF emplo-
ed 500 taps, then the tap loading rate is (500/6 x 10-V
seconds ) = 83 MI-z.

The required accuracy for the tap weights was studied by
computer analysis. A 500 tap filter was designed by the
computer program referred to earlier. Several different
center frequencies were considered. These designs were
optimum in the sense that the tap weiqhts were assumed to
have infinite resolution, and this resulted in a uniform
attenuation ripple over the reject band of the filter. The
ideal values of the tap weights were then quantized by
rounding the tap weight value to the nearest multiple of
1/(2n -1). This binary quantization allows one bit for
sign. The frequency response of the quantized filter was
then computed and the peak and average values of the re-
ject band attenuation were recorded for various values of
n. The result of this analysis is shown in Figure A-li.
It can be seen that in the region where attenuation is
being determined by the quantization effects (rather than
the ultimate attenuation characteristics of the filter),
the attenuation is directly proportional to the quantiza-
tion level. That is, for a one bit change in quantization
(factor of 2) there is a 6 dB (factor of 2) change in
attenuation. The effect of tap weight quantization on the
passband response is negligible and need not be considered.
For the 500 tap filter shown, 12 bit quantization provides
performance only 5 dB from the optimum theoretical peak
rejection. The desirable ultimate peak rejection would be
approximately 100 dB. This level of rejection would
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guarantee excellent performance in all respects. To
achieve this, however, might require as much as 650 taps
with 16 bits of quantization. This specific problem has
not been run on the computer due to core memory limits
which preclude filter designs in excess of 500 taps without
extensive program modification. Departures from the ideal
rejection levels will produce some small measure of
performance degradation from the ideal under some
circumstances, and further work in this area is needed to
further refine estimates of the total number of taps and
weight quantization.

The dynamic range of the WBATF is defined as the ratio of
the maximum input signal for linear operation to the
internal RMS noise referred to the input. If we assume
that the maximum input signal that we must handle is 0 dBm,
and that the effective input noise due to the WBATF is to
be at least 10 dB less than thermal noise we may compute
the required dynamic range. The thermal noise power in a
400 MHz bandwidth and assuming a 5 dB noise figure pre-
amplifier prior to the WBATF is:

10 logl 0 (kT/1 x 10-) = -174 dBm/Hz

for a 400 MHz BW + 86 dB

for a 5 dB Noise Figure = + 5 dB

Total Thermal Noise Power - 83 dBm

If the WBATF effective input noise is to be 10 dB below
this, then the dynamic range required is from 0 dBm to
-93 dBm or simply 93 dB.

A convenient way of describing the interrelationship
between dynamic range, WBATF power gain (or insertion
loss), and the overall system specifications for noise
figure and maximum input signal level, is shown in
Figure A-12. Here the assumptions are that the maximum
input signal level will be 0 dBm, and that the overall
system noise figure must be less than or equal to 7 dB.
These numbers were chosen because they are consistent with
JTIDS and Tacan specifications. These specifications may
be somewhat overstated from a practical standpoint,
however, they serve as a reference point. The curves in
the figure are developed by using the well known formula

for overall noise figure of cascaded amplifier stages:

F2 -1 F3 - 1 (A-17)

0 1 G1  G2
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where:

F0 = 5.01 (7 dB) Overall system noise factor.

F1 = 3.16 (5 dB) Input Amplifier noise factor.

G1 = Input Amplifier power gain, and also the max.
input level to the WBATF (if system input level
is 0 dBm).

G2 = Power Gain (or Insertion Loss) of WBATF.

F2 = Noise Factor of WBATF.

F3 = Noise Figure of Amplifier following WBATF, assumed
to be 3 dB, but due to the larger BW (400 MHz)
with respect to WBATF the effective noise figure
is:

400 MHz -2. 1
3 dB + 10 logl 0  3 MHz 24.2 dB

Solving equation (A-17) for G1 in terms of G2 and F2
yields the curves shown in Figure A-12.

Note that if the noise figure of the WBATF is increased,
then the maximum input power that the filter must handle
is also generally larger. This figure also demonstrates
the importance of keeping the insertion loss as low as
possible, since it directly reduces dynamic range.

We have not, to this point, discussed how the values of
the tap weights which will be provided to the WBATF are to
be generated. There are several possibilities which we
will consider, and they are:

I. Calculation from a given frequency response.

2. Table look up in digital memories.

3. A combination of table look up of key parameters
and calculation.

The first approach is the most general and flexible. It
involves calculation of the required tap weights using a
computer algorithm similar to that which was mentioned
earlier, and used for filter design. Any bandshape and
center frequency could be obtained in this manner. The
bandshape could even be adaptively controlled to be respon-
sive to a changing threat environment. The only disadvan-
tage of this approach is the very large number of computa-
tions required to generate the tap weights to the required
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accuracy. As an example, it takes 15 minutes on an SEL-
32/55 computer to calculate one 500 point impulse response.

An alternative approach would store all necessary sets of
tap weights corresponding to various bandshapes and center
frequencies in digital memories. This approach is much
less flexible, but can produce the tap weights very quickly
and with a simple memory addressing scheme. The size of
the memory required to store all the tap weights can be
estimated. Since there is still some uncertainty regarding
the exact number of taps and their quantization in bits, a
range of possibilities will be calculated. Another vari-
able which enters into this calculation is the frequency
resolution of the output. Since the WBATF will have an
output bandwidth on the order of several megahertz, a fre-
quency resolution of one megahertz should be more than
adequate. On the outside, by making minor compromises in
the bandshape, it might be possible to use three megahertz
resolution. These results may be summarized as follows.

Minimum Maximum

BITS/TAP 12 16

TAPS/WBATF 500 650

FREQUENCY RESOLUTION 3 MHz 1 MHz

TOTAL BITS 738,000 4,848,000

Although these memory requirements are quite large, using
reasonable predictions for memory densities in the MFBARS
production timeframe, it can be shown that it would be
possible to implement on a single digital card.

The third alternative is a hybrid approach combining digi-
tal memories and computation. It is based on the fact
(see Figure A-4) that the bandshape of a bandpass filter is
determined by the envelope of the impulse response, and the
center frequency by the cosine function modulated by that
envelope. This implies that we could store an envelope
function one time, and a quarter cycle of the cosine func-
tion, and obtain the desired tap weights by multiplying the
sampled values of these components. This technique is
illustrated in Figure A-13. The advantage of this approach
is that less memory is required than the previous approach.
In addition, a very fine center frequency resolution can be
obtained with only a modest increase in memory size. The
size of this tap weight generator varies with the details
of particular implementations; however, preliminary analy-
sis has indicated that there is at least a 60 percent
saving in hardware over the previously discussed approach.
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ABBREVIATIONS AND ACRONYMS

AAS Adaptive Antenna System

ADM Advanced Development Model

ADP Advanced Development Program

AFSATCOM Air Force Satellite Communications

AGC Automatic Gain Control

A/J Anti-Jam

ASL Average Signal Loss

ATC Air Traffic Control

ATDMA Advanced Time Division Multiple Access
(Proposed JTIDS signal format)

ATF Agile Transversal Filter

BIT Built-In-Test

BITE Built-In-Test Equipment

BPSK Bi-Phase Shift Keying

CAS Collision Avoidance System

CAS Close Air Support

CCD Charge Coupled Device

CCSK Cyclic-Code-Shift-Keying

COMSEC Communication Security

CNI Communication Navigation Identification

CP Circular Polarized

CPSM Continuous Phase Shift Modulation

CPLX Complexity

CTD Charge Transfer Device

DABS Discrete Address Beacon System

DAIS Digital Avionics Information System
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DTC Design-to-Cost

DTDMA Distributed Time Division Multiple Access
(Proposed JTIDS signal format)

ECCM Electronic Counter-Countermeasures

EDM Engineering Development Model

FIR Finite Impulse Response

FS Frequency Synthesizer

FSK Frequency Shift Keying

GPS Global Positioning System

HOL Higher Order Languages

ICNIA Integrated CNI Avionics

IMU Inertial Measurement Unit

INS Inertial Navigation System

JTIDS Joint Tactical Information Distribution System

LCC Life Cycle Cost

LOP Line of Position

LRU Line Replaceable Unit

MIC Microwave Integrated Circuit

MLS Microwave Landing System

MPX Multiplexer

MSW Magneto-Static Wave

NBATF Narrow Band Agile Transversal Filter

NIS NATO Identification System

P-MESSAGE JTIDS Message Type (Position Information)

PRICE Programmed Review of Information for Costing and
Evaluation

PMS Processor-Memory-Switch

PSK Phase Shift Keying
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PN Pseudo-Noise

ROM Read Only Memory

RTT Round-Trip-Timing

SAW Surface Acoustic Wave

SEEK TALK A Secure Voice UHF system

SINCGARS A Secure Voice VHF system

SDU Service Data Unit

TBD To Be Determined

TDMA Time Division Multiple Access
(Proposed JTIDS signal format)

TOA Time of Arrival

TFH Thick Film Hybrid

TFHM Thick Film Hybrid Module

TRANSEC Transmission Security

WBATF Wide Band Agile Transversal Filter
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