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This research ooncerns linear ordinary differential equations depending in such a way on a parameter $\otimes$ that the "limit" differential equation obtained by letting $\rho$ tend to in the differential equation is of lower order than the original one.

Adopting a term customafy in physics we used the name boundary layer problem for the question: What happens to the solution of a boundary value problem of such a differential equation, if the parameter tends to $\infty$ in this solution?

We gave a general answer to this question for the differential equation $\frac{1}{\rho} N(y)+M(y)=0$, where $N(y)$ and $M(y)$ are linear differential expressions of order $n$ and $m$, respectively ( $n>m$ ), and for nonhomogeneous boundary conditions which consist in prescribing the values of derivatives (but not of linear combinations of such derivatives) at the endpoints. The question whether the solution of such a boundary value problem converges to a solution of the limiting differential equations, as $\rho \rightarrow \infty$, and what boundary conditions are satisfied by the limit function could be
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decided by an easily applicable rule. This rule showed, among other things that the solution converges only, if the prescribed $n$ boundary conditions are not too unevenly distributed between the two endpoints.

If the order $m$ of the limiting differential equation is only one less than the order $n$ of the original differential equation, then the above mentioned rule could be extended to more general types of boundary conditions and also to non-homogeneous differential equations.

Since the most important boundary layer problems in the applications are concerned with systems of differential equations, we gave a simple example for the mathematical treatment of a boundary layer problem for a linear system of two simultaneous differential equations.

The validity of the general rule proved in this research was seen to be restricted by the assumption that the coefficient of the term of highest order of differentiation in $M(y)$ has no zeros in the interval of integration. In a special example we showed that interesting results can be obtained, if this assumption is dropped.

The theory of the asymptotic expansion of the solutions of linear differential equations involving a parameter, developed by G. D. Birkhoff, Noaillon, Tamarkin, Trjitzinsky and others proved an important and powerful tool in these investigations.

AMS (MOS) Subject Classification: 34E15
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In May 1980, the Mathematics Research Center organized a successful Aivanced Seminar on Singular Pertucioations and Asymptotics in honor of the retirement of a colleague, Wolfgang R. Wasow. His fundamental research is responsible for many other rapid developments in this field since 1940 , and continues to play a vital role in modern theory and current applications. Wasow's Ph.D. dissertation (N.Y.U., 1941), a small part of which exists in print (On the asymptotic solution of boundary value problems for ordinary differential equations containing a parameter, J. of Mathematics and Physics 32 (1944), 173-183), represents the starting point of this important flourish of modern applicable research.

Following suggestions of several participants MRC is printing his 1941 thesis in its entirety as a TSR in order to make this valuable work more widely available. Readers will note that the name "singular perturbations" (which was only coined several years later by $K$. O. Friedrichs or W. Wasow or possibly jointly, but neither is now able to recall the details) does not appear anywhere explicitlyl
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Many problems in applied mathematics lead to questions of the following types
Given is difterential equation involving a parameter
p. This parameter occurs in such a way that the
"limiting" differential equation, i.e. the differential
equation obtained by letting $\rho$ tend to infinity in
the differential equation, is of lower order than the
original one. What happens then to the solution of a
boundary value problem of the original differential
equation, if $p$ tends to infinity in that solution?
It 1s by no maans obvious - and not even always true, as we shall see - that the solution of such a boundary value problem tends to a solution of the limiting differential equation, as $p$ tends to infinity. But even when this is the case the question arises what are the boundary conditions satisfied by the limiting function. As a solution of a differential equation of lower order than the original one it cannot, in general, be expected to satisfy all the boundary contions prescribed in the original problem.

In those cases in which the solution of the original problem converges - as $\rho$ tends to infinity - to a solution of the limiting differential equation which does no longer satisfy all the originally prescribed boundary conditions, the solution $f$ the original problem shows a peculiar behavior for very large values of the parameter p. Some of the derivatives of the solution will assume very large values in a narrow region near the boundary. As $\rho$ tends to infinity, these derivatives will tend to infinity at a cartain
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part of the boundary. In the most important applications of phenorena of this type the first derivative of the solution - and, of course, all the higher derivatives - diverge at parts of the boundary, as $\rho$ tends to infinity.

In the physical interpretations this means the occurrence of "Boundary layers" in which the quantity to be investigated increases or decreases very rapidly with the distance from the boundary, when some physical constant is large. We shall use the name Boundary Layer problems, in a more general sense, for all related mathematical problems.

The most famous problem of this type 18 the relationship between the theories of viscous and ideal liquids. An interesting boundary layer problem for aystem of two nonIinear ordinary differential equations has been investigated recently by k. Friedrichs and J. J. Stoker in a paper on the buckling of elastic plates, [9].

The majority of the applications lead to non-linear partial differential equations which are so complicated that a complete mathematical treatment has not yet been attampted. But even the boundary layer problem for linear ordinary differential equations, aroblem interesting from the mathematical as well as from the physical point of view, has as yet been hardly investigated. The only paper known to the author of this investigation, on this problem for ordinary differential equations is the article [7] by Erich Rothe, in which the problem is solved for a very special linear differential equation of the second order with constant coefficients.

In Chapter $I$ of the present paper we discuss the boundary layer problem for linear homogeneous differential equations depending linearly on the parameter, and for nonhomogeneous boundary conditions. The result of this part can be expressed by a simple and easily applicable rule which ietermines inmediately, for a given problem of this type, whether the solution converges and what boundary conditions are satisfied by the limiting Eunction.

In Chapter II we invegtigate more thoroughly the case where the order of the ilmiting difterential equation is lower by one than the order of the original differential equation. In thit case the statement of the general rule of the Main Theorem in Chapter I can be formulated so as to include more general boundary conditions than those assumed in Chapter

$$
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$$

I. The problem is then solved - at leart for a drop of one in the order of the differential equation - for the non-hor jeneous equation. Finally, the usual method of treating boundary layer problems, consisting of a transformation of the independent variable and an appropriate modification of the boundary conditions, is shown to be justified in this case. The method is sometimes used in more complicated problean without mathematical justification.

In Chapter III some special examples of other types of boundary layer problean are discussed.

The methods used in this paper are based on the theory of the asyaptotic solution of ordinary differential equations involving a parameter. This theory has been developed by G. D. Birkhoff [1], Noaillon [2], Tamarkin [3], [4], Trjitzinsky [6], and others. In the Appendix we give a short outline of the results of this theory as far as they are used in this investigation.

I am deeply indebted to the Professors R. Courant and K. O. Friedrichs those help and encouragement played a major part in the preparation of this thesis. The original suggestion for this investigation came from Prof. Friedrichs, and his active interest in the progress of the work has been of the utnost value.

## Chapter I

THE BOUNDARY LAYER PROBLEM FOR THE DIFFERENTIAL

$$
\text { EQUATION } \frac{1}{\rho} N(y)+M(y)=0
$$

## 61. Statement of the Problem

1. We consider the ordinary innear differential equation

$$
\begin{equation*}
L(y, 0)=0 \tag{101}
\end{equation*}
$$

where the linear differential expression $L(Y, 0)$ is of the form

$$
\begin{equation*}
L(y, p) \equiv \frac{1}{\rho} N(y)+M(y) \tag{102}
\end{equation*}
$$

with

$$
\begin{align*}
& N(y) \equiv \sum_{v=0}^{n} a_{v}^{(x) y(x)} \begin{array}{l}
(n-v) \\
M(y) \equiv \sum_{\mu=0}^{m} b_{\mu}^{(x)} y^{(m-\mu)}(x)
\end{array} . \tag{103}
\end{align*}
$$

$x$ is a real variable and $p$ positive parameter. We assume that the coefficients
$a_{v}(x)$ and $b_{\mu}(x)$ admit at least $n$ bounded derivatives in the interval
$\alpha<x<B$.
If the order $n$ of the differential expression $N(y)$ is greater than the order ma of the differential expression $M(y)$. then the differential equation (101) gives rise to a boundary layer problem for the "limiting" differential equation, i.e. the differential equation obtained by letting $p$ tend to infinity in the original differential equation $L(Y, \rho)=0$. For, this limiting differential equation is

$$
\begin{equation*}
M(y)=0, \tag{105}
\end{equation*}
$$

and thit differential equation is of lower order than (101), if

$$
n>m
$$

We shall also assume that

$$
m>0 \text {. }
$$

(106a)

Most of our results remain valid for $m=0$. But at some points the inclusion of the case $m=0$ would make the statement of the result rather involved. It seemed therefore preferable to exclude this case frow the Main Theorem.

Together with the differential equation (101) we prescribe $n$ boundary conditions for the function $y(x)$. The boundary conditions considered in this chapter are of the form

$$
\begin{equation*}
L_{i}(y)=\ell_{i},(i=1,2, \ldots, n) \tag{107}
\end{equation*}
$$

with constant $l_{i}$ and with

$$
L_{i}(y)=\left\{\begin{array}{l}
y^{\left(\lambda_{i}\right)}(\beta) \text { for } i=1,2, \ldots, r  \tag{108}\\
y^{\left(\tau_{i}\right)}(\alpha) \text { for } i=r+1, \ldots, n,
\end{array}\right.
$$

where $x=\alpha$ and $x=B$ are the left and right endpoints, respectively, of the interval under consideration.*

We assume that the boundery conditions are arranged in such a way that

$$
\lambda_{1}>\lambda_{2}>\cdots>\lambda_{r}
$$

and

$$
\tau_{r+1}>\tau_{r+2}>\cdots>\tau_{n}
$$

This arrangement is the opposite of the customary one, but it is more practical in our case. All the numbers $\lambda_{i}$ and $\tau_{i}$ are, of course, assumed to be less than $n$. $r$ is the number of boundary conditions prescribed at the right endpoint. The number of boundary conditions at the left and point is then $n-r$.

One or both of the numbers $\lambda_{r}$ and $\tau_{n}$ may be zero, which means that the value of the function itself is prescribed at one or both endpoints. But our theory applies also to cases in which only derivatives of the function are prescribed at the endpoints. The boundary conditions (108) contain as a special case the initial value problem. We nave only to set $x=0$, or $r=n$.

[^0]We make further the assumption

$$
\begin{equation*}
a_{0}(x) \neq 0 \text {, for all } x \text { in } \alpha<x<\beta \text {, } \tag{109}
\end{equation*}
$$

which makes it possible for us to set

$$
\begin{equation*}
a_{0}(x)=1 \tag{110}
\end{equation*}
$$

without loss of generality.

A very essential condition for the validity of the theory that follows is that we must have also

$$
\begin{equation*}
b_{0}(x) \neq 0 \text {, for all } x \text { in } a<x \leqslant B \text {. } \tag{111}
\end{equation*}
$$

It is easy to see that a theory of boundary layer problems which does not assume (111) must be expected to be much more complicated. Por $b_{0}(x)$ is the coefficient of the first term 12 the inmiting aifferential equation (105). Hence, if $b_{0}(x)$ has zeros in $\alpha<x \leqslant B_{\text {, }}$ these zeros will, in general, be singular points of the solutions of the limiting differential equation.

To these assumptions we will have to add two more conditions of a rather essential nature. Since these conditions can be more easily formulated in connection with our main Theorem we postpone their statement for a few pages.

In general, the differential equation (101) will have a unique solution $U(x, p)$ satisfying the boundary conditions (107). $U(x, \rho)$ depends on the value of the parameter $\rho$. We will be able to give a general rule which allows us to decide, for a given problem, whether

$$
\begin{equation*}
u(x)=\lim _{\rho+\infty} U(x, \rho) \tag{112}
\end{equation*}
$$

exists, and which are the boundary conditions satisfied by $u(x)$. We shall see also that $u(x)$, when it exista, is a solution of the limiting differential equation $M(y)=0$.

The behavior of $U(x, p)$, as $p$ tends to infinity, will be seen to depend, in general, on three thinga onlys
(a) On the number $n-m$, i.e. the difference between the ordera of the original and the limiting differential equation.
(b) On $r$, i.e. on the way in which the $n$ boundary conditions are divided between the two end points.
(c) On the sign of the coefficient $b_{0}(x)$.
2. There are great many different possible cases for our boundary layer problem. In some cases $U(x, \rho)$ converges, as $\rho \rightarrow \infty$, in some cases it diverges, and there are some special occurrences that are not covered by the Main Theorem. This accounts for the fact that the Main Theorem, although very simple to apply, is somewhat lengthy to formulate. We precede its general formulation by a few examples, in order to give, without proof, an idea of the variety of possible occurrences. In the convergent cases the boundary conditions satisfied by the limit function $u(x)$ are obtained by canceling $n-m$ of the given boundary conditions, usually taken among those involving higher ordars of differentiation.

## Example 1.

$$
L(x, \rho) \equiv \frac{1}{\rho} y^{\prime \prime}+x^{3} y+2 x y^{\prime \prime}=0
$$

with the boundary conditions

$$
\begin{aligned}
& y^{\prime \prime}(\alpha)=l_{3} \quad y^{\prime \prime}(\infty)=\ell_{1} \\
& y^{\prime}(\beta)=\ell_{2}
\end{aligned}
$$

If, e.g., $\alpha=1, \beta=2$, then $b_{0}(x)>0$ in $\alpha \leqslant x \leqslant B$ and the solution $U(x, p)$ of the problem tends to the solution of the differential equation

$$
M(y) \equiv x^{3} y^{\prime \prime}+2 x y=0
$$

satisfying the boundary conditions

$$
\begin{aligned}
& y^{\prime \prime}(B)=\ell_{1} \\
& y^{\prime}(\beta)=\ell_{2}
\end{aligned}
$$

which are obtained by canceling the boundary condition given at $x=\alpha$. if $\alpha=-2$, $\beta=-1$, then $b_{0}(x)<0$ and $U(x, \rho)$ tends to the solution of $M(y)=0$ with the boundary conditions

$$
y^{\prime \prime}(a)=l_{3} \quad y^{\prime}(\beta)=l_{2}
$$

obtained by canceling the first boundary conditions at $x=\beta$.
But if $\alpha=-1, \beta=1$, the condition (111) is no longer satisfied and our main Theorem does not apply.

Example 2.

$$
L(x, p) \equiv \frac{1}{p}\left(y^{(4)}+\cos x \cdot y^{(3)}\right)+x y^{\prime \prime}+x y=0
$$

with the boundary conditions

$$
y^{\prime \prime}(\alpha)=\ell_{2}
$$

$$
y^{\prime}(a)=l_{3}
$$

$$
y(\alpha)=\ell_{4} \quad y(\beta)=\ell_{1}
$$

If $\alpha=-2, \beta=-1$, then $b_{0}(x)<0$ and $U(x, \rho)$ converges to the solution of the differential equation

$$
y^{\prime \prime}+y=0
$$

eatiafying the boundary conditions

$$
\begin{aligned}
& y^{\prime}(\alpha)=\ell_{3} \\
& y(\alpha)=\ell_{4}
\end{aligned}
$$

which are obtained by canceling the first boundary condition at each endpoint. If $a>0$, $B>0$ then $b_{0}(x) \geqslant 0$ in $a<x<\beta$, and $U(x, \rho)$ tends in general, to the aolution of $y^{w}+y=0$ with the boundary conaiticis

$$
y(\alpha)=\ell_{4} \quad y(\beta)=\ell_{1} \quad,
$$

because in this case the general theory requires the canceling of the two boundary conditions involving the highest order of differentiation.

But if

$$
\alpha=2 \pi \quad, \quad \beta=4 \pi \quad,
$$

then we have an exceptional case. Because then there is no solution of $y^{\prime \prime}+y=0$ satisfying the boundary conditions $y(\alpha)=\ell_{4}, Y(B)=\ell_{1}$, unless $\ell_{1}=\ell_{4}=0$. Again, our Main Theorem does not cover these special values of $\alpha$ and $B$.

Example 3.

$$
L(y, 0) \equiv \frac{1}{\rho} y^{(4)}-x y^{\prime}-y=0
$$

with the boundary conditions

$$
\begin{aligned}
& y^{\prime \prime}(\alpha)=l_{4} \quad y^{\prime \prime}(\beta)=l_{1} \\
& y^{\prime} \quad(\beta)=l_{2} \\
& y
\end{aligned}
$$

$$
\begin{gathered}
\text { If } a<0, \beta<0, \text { then } b_{0}(x)>0 \text { and } U(x, p) \text { tands to a solution of } \\
x y^{\prime}-y=0
\end{gathered}
$$

with the boundary condition $y(\beta)=\ell_{3}$, because the Main Theorem requires the canceling of two boundary conditions at the right endpoint and of one boundary condition at the left endpoint. But if $a>0, \beta>0$, i.e. $b_{0}(x)<0$, then $U(x, p)$ does not converge at all.

## 52. Statoment of the Main Theorem.

3. Main Theorem:

$$
\text { Let } U(x, p) \text { be a solution of the differential equation }
$$

$$
\begin{equation*}
L(y, \rho)=0 \tag{101}
\end{equation*}
$$

satisfying $n$ boundary conditions

$$
\begin{equation*}
L_{i}(y)=l_{i}, i=1,2, \ldots, n \tag{107}
\end{equation*}
$$

(constant $\ell_{i}$ ), where $L(y, p)$ if of the form

$$
\begin{equation*}
L(y, \rho) \equiv \frac{1}{\rho} N(y)+M(y) \tag{102}
\end{equation*}
$$

with

$$
\begin{align*}
& N(y)=\sum_{v=0}^{n} a_{v}(x) y^{(n-v)}(x)  \tag{103}\\
& M(y)=\sum_{\mu=0}^{m} b_{\mu}(x) y^{(m-\mu)} \tag{104}
\end{align*}
$$

and

$$
\begin{align*}
& y^{\left(\lambda_{1}\right)}(\beta) \text { for } 1=1,2, \ldots, r \\
& L_{i}(y)=1, a<\beta .  \tag{108}\\
& y^{\left(\tau_{1}\right)}(\alpha), \text { for } 1=r+1, r+2, \ldots, n
\end{align*}
$$

We make the following assumptions:

```
10. x is a real variable.
20. \rho is a real positive parameter.
30. The real functions a
```

$n$ bounded derivatives in the interval

$$
\alpha<x<B
$$

$$
4^{\circ} \quad n>m>0
$$

$$
5^{\circ} \quad a_{0}(x)=1
$$

$$
6^{\circ} b_{0}(x) \neq 0 \text {, for all } x \text { in } \alpha<x<\beta
$$

$$
7^{\circ} . n>\lambda_{1}>\lambda_{2}>\cdots>\lambda_{r}>0
$$

$$
n>\tau_{r+1}>\tau_{r+2}>\cdots \cdots \tau_{n}>0
$$

Then the behavior of $U(x, p)$, as $\rho$ tends to infinity, can be found by the following procedure:

First Step. Find the remainder $s$ of the division of $n=m$ by 4 . Second Step. Find, in the table on the next page, the values of the numbers $q$ and $p$ for the differential equation under consideration.

$$
\begin{aligned}
& \text { (I) If } \left.\begin{array}{l}
s=1, b_{0}>0 \\
o r \\
s=3, b_{0}<0
\end{array}\right\} \quad \text { then } q=\frac{n-m+1}{2}, p=\frac{n-m-1}{2} \\
& \left.\begin{array}{l}
\text { II If } s=1, b_{0}<0 \\
o x \\
s=3, b_{0}>0
\end{array}\right\} \quad \text { then } q=\frac{n-m-1}{2}, p=\frac{n-m+1}{2}
\end{aligned}
$$

(III)
$\left.\begin{array}{l}\text { If } s=0, b_{0}>0 \\ \quad \text { or } \\ s=2, b_{0}<0\end{array}\right\}$

$$
\begin{equation*}
\text { then } q=\frac{n-m}{2}, \quad p=\frac{n-m}{2} \tag{113}
\end{equation*}
$$

(Iv)
$\left.\begin{array}{l}\text { If } s=0, b_{0}<0 \\ \text { or } \\ s=2, b_{0}>0\end{array}\right\}$

$$
\text { then } q=\frac{n-m-2}{2}, p=\frac{n-m-2}{2}
$$

1

Third Step.
A) If the differential equation under conelderation belongs to one of the cases (I) - (III of the table above, try to cancel $p$ of the boundary conditions at the point $x=B$ and $q$ of the boundary conditions at the point $x=\alpha_{0}$ going in each group of boundary conditions from those containing higher derivativas to those with lower derivatives. This is only possible, if there are enough boundary conditions on either side to be canceled.
B) If the differential equation under consideration is of the type IV, proceed first as under A). From the remaining boundary conditions cancel then those two which contain the highest ordar of differentiation without regard to the endpoint at which they are given. It can happen that the boundary conditions to be canceled in application of this last rule are not uniquely determined, because one would have to decide between two boundary conditions of the ame order of differentiation. We shall call this last occurrence the "Case of Indetermination".

Convergent Case. If it is possible to apply the rule of the Third Step in a uniquely determined fashion, then

$$
u(x)=\lim _{\rho+\infty} U(x, \rho)
$$

exists and is, in $\alpha<x<B$, that solution of the differential
equation
$\mathrm{m}(\mathrm{y})=0$
which satisfies the boundary conditions not canceled in the Third step of this rule, provided the following two conditions are matiefieds

[^1] ways of applying the cancellation rule, then $U(x, \rho)$ does not converge, as $\rho+$ - but remaina bounded.
4. The reader is advised to check the examples given in $\$ 1$ in the $2 i$ ght of the Main Theorem. In example 2, in particular, we discussed a case in which assumption $8^{0}$ was not satisfied. We now give an example where assumption $9^{\circ}$ is not satisfied:

Example 4. $n=5, m=2, b_{0}>0$.

$$
\begin{array}{ll}
y^{\prime \prime}(\alpha)=\ell_{3} & y^{(4)}(\beta)=\ell_{1} \\
y^{\prime}(\alpha)=\ell_{4} & y^{\prime}(\beta)=\ell_{2} \\
y & (\alpha)=l_{5}
\end{array}
$$

Here $n-m=3$, hence $=3$. Fron table (113) we find $q=1, p=2$.
The two boundary conditions that are to be canceled at $x=\beta$ have the orders of differentiation 4 and 1. But $4 \equiv 1(\bmod n-m)$, in this case. This means, assumption $9^{\circ}$ is not satisfied, and the Main Theorem does not apply. However, if $b_{0}<0$, then $9^{\circ}$ is satisfied, and we can be sure of the convergence of $U(x, p)$.

It is an open question whether $U(x, \rho)$ can converge even if $9^{\circ}$ is not satisfied. It seems unlikely to the author that the Main Theorem remains valid in those cases.

The next example is of the type which we have called the case of indetermination.

Example 5. $n=3, m=1, b_{0}>0$,

$$
\begin{array}{ll}
y^{\prime}(\alpha)=\ell_{2} & Y(B)=\ell_{1} \\
y(\alpha)=\ell_{3} &
\end{array}
$$

Here, $n-m=2$ and therefore $s=2$. Table (1i3) shows that this is the case (IV). and that $p=q=0$. The rules of the Main Theorem would require the canceling of the two boundary conditions involving the highest derivatives. This cannot be done in a uniquely determined way, since $y(\beta)=\ell_{1}$ just as well as $y(\alpha)=i_{3}$ might be canceled in addition to $y^{\prime}(\alpha)=\ell_{2}$. Hence, this is the case of indetermination, and $U(x, p)$ does not converge.

The rest of this chapter is devoted to the proof of the Main Theorem.
§3. Asymptotic Solution of the Differential Equation $L(x, \rho)=0$.
5. As pointed out in the introduction the principal tool of our proof of the Main Theorem is the theory of asymptotic solution of differential equations involving a parameter. We begin by defining what we shall understand by asymptotic equality in this investigation. Definition: The functions $f(x, \rho)$ and $g(x, \rho)$ are said to be asymptotically equal in an interval $\alpha<x<\beta$, if

$$
f(x, \rho)=g(x, \rho)+\frac{E(x, \rho)}{\rho^{a}}
$$

Here $a>0$, (but not necessarily an integer), and $E(x, p)$ is a function such that there is a positive real number $R$ so that $|E(x, \rho)|$ is uniformly bounded for $\alpha<x<B$, and $\rho>R$.

If a function $f(x, p)$ is asymptotically equal to a function $F(x)$ independent of p, we shall write

$$
f(x, p)=[F(x)]
$$

Note that the symbol $[F(x)]$ does not describe the function $f(x, 0)$ uniquely. It is not correct to conclude from

$$
f_{1}(x, p)=[F(x)]
$$

and

$$
F_{2}(x, \rho)=[F(x)]
$$

that

$$
f_{1}(x, p)=f_{2}(x, p)
$$

6. Using Noaillon's method the following theorem can be proved.

Theorem 1: If the assumptions $1^{\circ}-6^{\circ}$ of the Main Theorem are eatisfied, then the differential equation (101) admits a complete aet of $n$ inearly independent solutions of the form

$$
U_{v}(x, \rho)=\left\{\begin{array}{ll}
0 \int_{\alpha}^{x} \phi_{v}(\xi) d \xi & {[n(x)],(v=1,2, \ldots, n-m)}  \tag{114}\\
0 \\
{[u(x)]} \\
v-n+m
\end{array}, \quad(v=n-m+1, n-m+2, \ldots, n) .\right.
$$

Here we are using the following abbreviations

1) $0=10^{1 / n-m \mid}$
(116)
2) $\phi_{1}(x), \phi_{2}(x), \ldots, \phi_{n-m}(x)$
n-m values of

$$
\left(-b_{0}(x)\right)^{1 / n-m}
$$

arranged in such a way that

$$
\begin{equation*}
\operatorname{Re}\left(\phi_{1}\right) \geqslant \operatorname{Re}\left(\phi_{2}\right) \geqslant \cdots \cdot>\operatorname{Re}\left(\phi_{n-m}\right) \tag{117}
\end{equation*}
$$

3) 

$$
-\int_{a}^{x} \frac{a_{1}(\xi) b_{0}(\xi)-b_{1}(\xi)}{b_{0}(\xi)(n-m)} d \xi
$$

$$
\begin{equation*}
n(x)= \tag{118}
\end{equation*}
$$

4) The functiona $u_{\mu}(x),(\mu=1,2, \ldots, m)$ are any m solutions of the differential equation

$$
M(y)=0
$$

forming a complete linearly independent system of such solutions.
The equations (114) and (115) may be formally differentiated at least $n-1$ times, i.e.,
for $i=0,1, \ldots, n-1$.
7. Remarks.

As roots of one and the same ral function, the complex functions $\varphi_{v}(x)$ are of a particularly simple structure. If $b_{0}(x)<0$, then the $\varphi_{v}(x)$ are obtained by multiplying the ( $n$-m)-th roots of unity by the factor

$$
\left|\frac{n-m}{\sqrt{-b_{0}}(x)}\right|
$$

A similar relation holds when $b_{0}(x)>0$. More precisely: Set

$$
k(x)=\left\{\begin{array}{ll}
1 / n-m \mid & \text { if } b_{0}<0  \tag{121}\\
\left|b_{0}(x)\right| & \text { i/n-m} \\
\left|b_{0}(x)\right| & e^{\frac{\pi i}{n-m}}
\end{array} \text { if } b_{0}>0\right.
$$

and let

$$
\begin{equation*}
\varepsilon=e^{\frac{2 \pi i}{n-m}} \tag{123}
\end{equation*}
$$

Then the $\varphi_{v}(x)$ are, - In different order, - equal to

$$
\begin{equation*}
k, k E, k \varepsilon^{2}, \ldots ., k \varepsilon^{n-m-1} \tag{124}
\end{equation*}
$$

```
I
```

Furthermore, since the $\varphi_{v}(x)$ are the roots of real number, the eequance of the $\varphi_{v}(x)$ consista of pairs of conjugate numbers. Hence, in (117) the m" and the "=" signs alternate.

## 54. Oatiline of the Aeyaptotic Solution of the

## Boundary Value Problen

8. We try to represent the solution of the boundary value problem defined by (101) and (108) in the form

$$
\begin{equation*}
v(x, p)=\sum_{v=1}^{n} c_{v}(p) v_{v}(x, p) \tag{125}
\end{equation*}
$$

If such a solution exists, then the function $c_{v}(\rho)$ are solutione of the sysea of ilnear equationt

$$
\begin{equation*}
\sum_{v=1}^{n} c_{v}(p) \cdot L_{i}\left(U_{v}\right)=\ell_{i},(1=1,2, \ldots, n) . \tag{126}
\end{equation*}
$$

Using (108) and substituting for the $U(x, p)$ the expressions (114) we find, for $v=1,2, \ldots, n-m$,
where

$$
\begin{equation*}
w_{v}=\int_{\alpha}^{\beta} \varphi_{v}(\xi) d \xi \quad, \quad(v=1,2, \ldots, n-m) \tag{128}
\end{equation*}
$$

For $v=n-1, \ldots, n$ we have, becauce of (115),

$$
\begin{equation*}
L_{i}\left(U_{v}\right)=\left\{L_{i}\left(u_{v-n+\infty}\right)\right] \tag{129}
\end{equation*}
$$

From the inequalities (117) it follows that similar inequalitiet hold for the quantities $w_{v}(v=1,2, \ldots, n-m)$, i.e.

$$
\operatorname{Re}\left(w_{1}\right) \geqslant \operatorname{Re}\left(w_{2}\right) \geqslant \cdots \geqslant \operatorname{Re}\left(w_{n-m}\right)
$$

In order to find the $c_{v}(p)$ of (125) from (126) we have to calculate the determinant
and the determinants $\Delta_{v}(\rho),(v=1,2, \ldots, n)$, obtained by replacing the v-th column of $\Delta(\rho)$ by the column


The coefficients $c_{v}(\rho)$ are then given by

$$
\begin{equation*}
c_{v}(\rho)=\frac{\Delta_{v}(\rho)}{\Delta(\rho)},(v=1,2, \ldots, n) \tag{1.32}
\end{equation*}
$$

and, if we substitute (132) in (125) we obtain the form

$$
\begin{equation*}
U(x, \rho)=\sum_{v=1}^{n} \frac{\Delta_{v}(\rho)}{\Delta(\rho)} U_{v}(x, \rho) \tag{133}
\end{equation*}
$$

for the solution $U(x, p)$ of our boundary value problem.
9. Our aim is now to calculate, with the help of the asymptotic expressions (114), (115) and (127). (129) the asymptotic value of the right number of (133). The first and most important part of that calculation consista in finding the aymptotic value of the determinant $\Delta(\rho)$. The asymptotic calculation of the $\Delta_{v}(\rho)$ doee not offer new difficulties.
55. The Asymptotic value of $\Delta(\rho)$
10. As a consequence of (127) and (129) all the terms of the expansion of $\Delta(\rho)$ are obviously of the form
$[k] 0^{s} e^{\boldsymbol{N V}}$
with real $s$ and real or complex $v$ and $k$.
Definition: Two expressions

$$
\begin{aligned}
& x_{1}=\left[k_{1}\right] \sigma^{S_{1}} e^{\alpha N_{1}} \\
& x_{2}=\left[k_{2}\right] \sigma^{S_{2}} e^{\sigma v_{2}}
\end{aligned}
$$

with

$$
k_{1} \neq 0, \quad k_{2} \neq 0
$$

and real $S_{1}$ and $S_{2}$ will be said to be of equal order of magnitude if

$$
\operatorname{Re}\left(V_{1}\right)=\operatorname{Re}\left(V_{2}\right)
$$

and

$$
s_{1}=s_{2}
$$

If

$$
\operatorname{Re}\left(v_{1}\right)>\operatorname{Re}\left(v_{2}\right)
$$

or

$$
\operatorname{Re}\left(v_{1}\right)=\operatorname{Re}\left(V_{2}\right), \text { but } s_{1}>s_{2}
$$

then $K_{1}$ is said to be of higher order of magnitude than $K_{2}$, and vice versa. If $K_{1}$ is of higher order of magnitude than $K_{2}$, then we can obviously write

$$
x_{1}+x_{2}=\left[k_{1}\right] \sigma^{s_{1}} e^{o N_{1}}
$$

$$
\begin{equation*}
\sum_{\omega}\left[k_{\omega}\right]_{0}^{s} 0^{v} \tag{134}
\end{equation*}
$$

of all the terng of highest $c$ zer in $\Delta(\rho)$ is the asymptotic expression of $\Delta(\rho)$ for large $p_{\text {, unlese }}$ all the $v_{\omega}$ are alike and

$$
\sum_{\omega} k_{\omega}=0
$$

In this latter case (134) reduced to

$$
[0] 0^{s} e^{v_{1}}
$$

and an asymptotic calculation of $\Delta(\rho)$ would have to take into account terms of lower order of magnitude in the expansion of $\Delta(\rho)$, as well as the later terms in the asyptotic solutions of our differential equation. The exclusion of this exceptional case from our theory will compel us to introduce the conditions $8^{\circ}$ and $9^{\circ}$ of the Main Theoren.
11. If the values (127) and (129), for the $L_{i}\left(U_{v}\right)$ are substituted into the expression (131) and $\Delta(\rho)$, it is seen that the last $m$ columns of the determinant form the matrix of $n$ rows and $m$ columes

$$
\left.\left(\begin{array}{lllll}
{\left[L_{1}\left(u_{1}\right)\right]} & {\left[L_{1}\left(u_{2}\right)\right]} & \cdots & \cdots & {\left[L_{1}\left(u_{m}\right)\right]}  \tag{135}\\
{\left[L_{2}\left(u_{1}\right)\right]} & {\left[L_{2}\left(u_{2}\right)\right]} & \cdots & \cdots & {\left[L_{2}\left(u_{m}\right)\right]} \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right) \cdot \cdots \cdot \cdots \cdot\right\}
$$

All the minors of this matrix have an order of magnitude not greater than that of 1 . The elements of the first $n$ m colums of $\Delta(\rho)$ are given by (127). In order to find the asymptotic value of $\Delta(p)$ we expand $\Delta(\rho)$ in terme of its n-m first colums and investigate the order of magnitude of the minors in this expansion.
12. Lemma 1: Let $D(\rho)$ be that minor of the determinant $\Delta(\rho)$ which is formed by the first n-m columans of $\Delta(\rho$, and by its

$$
i_{1}^{\text {th }}, i_{2}^{t h}, \cdots, i_{n-m}^{t h}
$$

rows, with

$$
i_{1}<i_{2}<\cdots<i_{n-m}
$$

If then the first $h$ of the numbers 1 are less than or equal to $r$, then the order of magnitude of $D(p)$ is not greater than that of

$$
\begin{equation*}
\sigma^{T} e^{\sigma \sum_{v=1}^{h} w_{v}} \tag{136}
\end{equation*}
$$

where

$$
\begin{equation*}
T=\sum_{v=1}^{h} \lambda_{i v}+\sum_{\mu=h+1}^{n-m} T_{i} . \tag{137}
\end{equation*}
$$

Proof: Prom (127) and (131) we see that each of the first $h$ rows of $D(p)$ contains the factor $n(8)$, while each of the remaining rows containg the factor $\eta(a)$. Hence, we can factor in $D(\rho)$ the expression

$$
n^{h}(\beta) \quad n(\alpha)
$$

Furthermore, we see, that the first row of $D(\rho)$ contains the factor $\sigma^{\lambda_{i}}{ }^{1}$, the second row the factor $\sigma^{\lambda_{i}}$, etc., and finally the $h$-th row the factor $\sigma^{\lambda_{i}} h^{\prime}$. similarly, we can factor in the remaining rows of $D(\rho)$ the expressions

$$
\sigma^{\tau_{i}}{ }_{n+1}, \sigma^{\tau_{i}}{ }_{n+2} \ldots \cdots \sigma^{\tau_{n-m}}
$$

respectively. Altogether we can factor in $D(\rho)$ the expression

$$
n^{h}(\beta) \quad n^{n-m-h}(a) \quad \sigma^{T}
$$

where $I$ has the value of (137). Then $D(\rho)$ can be written in the form

|  | $\left.\left.e^{o w} 1_{\left[\varphi_{1}\right.}^{\lambda_{1}}(\beta)\right] \cdots \cdots e^{o N_{n-m}}{ }_{\left[\varphi_{n-m}\right.}^{\lambda_{i}}(\beta)\right]$ |
| :---: | :---: |
|  | - . - . - . . . . . . . . . |
| $D(\rho)=\eta^{h}(\beta) \eta^{n-m-h} \alpha^{T}$ | $e^{o w}\left[\varphi_{1}{ }^{\lambda_{i^{\prime}}}(\beta)\right] \cdots e^{\sigma_{n-m}}\left[\varphi_{n-m}^{\lambda_{i}}(\beta)\right]$ |
|  | $\left[\varphi_{1}^{\tau_{i}}{ }^{\tau_{n+1}}(\alpha)\right] \cdots \quad\left[\varphi_{n-m}^{\tau_{i}}\right]$ |
|  |  |
|  | $\left[\varphi_{1}^{T_{n-m}}(\alpha)\right] \cdots \quad\left[\varphi_{n-m}^{T_{1}}(\alpha)\right]$ |

Now we expand the remaining determinant with respect to the minors of its first $h$ rowa. Each term of this expansion contains an exponential factor, and none of these exponential factors is of greater order of magnitude than the one originating from the minor formed by the first $n-m$ rows and columns of the determinant of (138). For the exponential factor in this term is

$$
\sigma \sum_{v=1}^{n} w_{v}
$$

and because of (130) no sum of $h w_{v}{ }^{\prime} s$ has a greater real part than $\sum_{v=1}^{h} w_{v}$. Hence, the order of magnitude of $D(\rho)$ is not greater than that of

$$
e^{\sigma \sum_{v=1}^{h} w_{v}}
$$

It may be less, for we have to take into account the possibility that

$$
D(p)=[0] \sigma^{T} e^{\sigma \sum_{v=1}^{h} w_{v}}
$$

Remark: If $\operatorname{Re}\left(w_{h+1}\right)<\operatorname{Re}\left(w_{h}\right)$, then there is only one term of maximal order of magnitude in the expansion of the determinant of (138) with reapect to its first $h$ row. But if we have $\operatorname{Re}\left(w_{h+1}\right)=\operatorname{Re}\left(w_{h}\right)$ (compare section 7 and the definition of the $v^{\prime}$ formula (128)), then

$$
\operatorname{Re}\left(\sum_{v=1}^{n} w_{v}\right)=\operatorname{Re}\left(\sum_{v=1}^{n-1} w_{v}+w_{n+1}\right)
$$

and we have therefore a second term of maximal order in the expansion of the determinant of (140) with respect to its first $h$ rows. But, clearly, these two terme cannot cancel, since

$$
w_{n} \neq w_{n+1}
$$

13. The question of finding among all the minors of the first $n-m$ colume of $\Delta(\rho)$ the one of highest order reduces now to the two questions:
(a) which selection of $n$-m rows in $\Delta(\rho)$ leads to an expression (136) of highest order, and,
(b) when does the minor corresponding to this selection actually have the order indicated by (136).

In answering the first question several cases are to be distinguished. For this distinction the number of $\varphi_{v}(x)^{\prime s}$ which have a positive real part plays an escential role. Let us call this number $p$. From the definition of the $p_{v}^{\prime \prime}$ it is clear that $p$ depends on the sign of $b_{0}(x)$ and on the remainder of the division of $n-m$ by $4 . \quad A$ simple calculation, which we omit here shows that $p$ has the values indicated in the table (113).

We distinguish the following cases:
I. $\operatorname{Re}\left(\varphi_{v}\right) \neq 0$ for all $v=1,2, \ldots, n-m$
A) $r-p<0$
B) $0<r-p<m$
C) $\mathbf{r}-\mathrm{p}>\mathrm{m}$

$$
-23-
$$

II. $\operatorname{Re}\left(\varphi_{v}\right)=0$, for some $v$.
A) $x-p<0$
B) $0<r-p<m+2$
C) $\mathrm{r}-\mathrm{p}>\mathrm{m}+2$.

Remarks: Remembering the definition of the $\phi_{\nu}$ we see immediately that case II of (139) occurs only when

$$
\begin{aligned}
& n-m \equiv 0(\bmod 4) \text { and } b_{0}<0 \\
& \text { or } \\
& n-m \equiv 2(\bmod 4) \text { and } b_{0}>0
\end{aligned}
$$

(140)

Case II is thus seen to be equivalent with the case (IV of table (113). In this case (IV) there are always exactly two functions $\varphi_{v}$ with vanishing real parts. In the arrangement of (117) these are

$$
\begin{array}{ccc}
\varphi(x) & \text { and } & \varphi(x) \\
p+1 & p+2
\end{array}
$$

Case I of table (139) corresponds to the cases (I) - III of table (113). In these cases the number $q$ of table (113) is equal to $n-m-p$. It follows, therefore, that the condition IC of (139) can be rewritten in the form

$$
(n-r)-q<0
$$

In case (IV of (113), which we have seen to be equivalent to case II of (139), we see from (113) that

$$
q=n-m-p-2
$$

and therefore IIC is also equivalent to (141). Hence, we can say, that in case I as well as In case II of (139)
A) is the case in which the canceling rule of the Main Theorem cannot be followed because there are not enough boundary conditions at $x=\beta$.
B) is the case in which the canceling rule can be followed.
C) is the case in which the canceling rule cannot be followed, because there are not enough boundary conditions at $x=\alpha$.
14. We treat the case $I$ of (139) first. According as to whether w are in the case IA, IB, or IC, we consider then the ainor $D_{a}(\rho), D_{b}(\rho), D_{0}(\rho)$ formed by the n-fin firgt columns of the determinant $\Delta(p)$ and by the rows

respectively. Using leama ive shall show that in each case the ainor thus defined is - in general - of the highest possible order of magnitude anong all the minors of the first n-m columes of $\Delta(\rho)$.

Case A) The expression (136) hat the highest possible order, if the row of the minor are chosen in such a way that $\sum_{v i}^{h} w_{v}$ has the greatest possible real part. In case IA this means that we have to choose $h-r$. For $h$ can, $-b y$ definition, - not be greater than $r$ and, on the other hand, all $w_{v}$ with $v<r$ have positive real parts in consequence of the condition $5-p<0$. In order to make $T$ in (136) as great as possible we have then to choose for the remaining $n-m-r$ rows of the minor those for which $\sum_{\mu=h+i}^{n-m} i_{\mu}$ 1s greatest. Since the $T_{i}$ are arranged in order of decreasing size, this is the case, if we choose the rows $r+1, r+2, \ldots . n^{m}$. This is exactiy what we have done in (142a).
case $B$ ) Here, taking $h=r$ would not make the raal part of $\sum_{v=1}^{h} w_{v}$ maximum because we have $r>p$ and the sume would therefore inelude $W_{v}{ }^{\prime s}$ with negative real part. Instead, we have to take $h=p$ including thum all the $w_{v}{ }^{s}$ with positive real part and only those. (137) shows then that taking the first $p$ rows of $\Delta(\rho)$ gives the greatest contribution to the exponent $T$. For the remaining n-w-p rows we take the rows $r+1, r+2, \ldots, r+n-m-p$ in order to make the second mum of the right number of (137) a maximum. This is possible because, in consequence of (139), r+n-mbern, in this case.

Case C) Here we reason as in case $B$. But ince ran-m-p $>n$ in this case, taking the rows $r+1, r+2, \ldots, n$ in addition to the rows $1,2, \ldots$ would not bergh to have $n$-m rows altogether. We must therefore choose $h$ mang in order to have n-m rows, and, as before, we see that $T$ is greatest, if we take the first r-m row of $\Delta(\rho)$.

Comparing (142b) with the third step of the rule of the Main Theorem we see that the numbers of (142b) are just the subscripts of the boundary conditions cenceled in application of the Main Theorem in the cases (I) - wiren the canceling is posible. Similarly, (142a) and (142c) contains the subscripts of the boundry conditions canceled in the fourth step of the main Theorem in the cases (I) - III. The reason for this fact will appear in the course of our proof.
15. The considerations of section 14 are not sufficient to prove that the minort $D$ (p). $D_{b}(\rho), D_{c}(\rho)$, respectively, really do have higher order than all the others (compare section 12 . To investigate this question let us calculate $D_{a}(\rho), D_{b}(\rho), D_{c}(\rho)$ explicitly. Since we are most interested in case IB, which we shall see to be the convergent case, we discuss $o_{b}(\rho)$ first.

In order to calculate $D_{b}(p)$ we write $D_{b}(p)$ in the form (138). This means that we interpret the numbers

$$
1_{1}, 1_{2}, \ldots, i_{n-m}
$$

of (138) as being the numbers (142b), in the same order. Hence, the number $h$ of (138) $i s$ in this case equal to p. From the definition of $p$ and the $w, ~ f t$ follows that

$$
\operatorname{Re}\left(w_{p+1}\right)<\operatorname{Re}\left(w_{p}\right)
$$

The term originating from the minor of the first $p$ columns in the expansion of the determinant (138) in terms of its firgt p rows is therefore the only term of maxinal order of magnitude in this expansion. We obtain therefore

$$
\begin{equation*}
D_{b}(\rho)=\left\{\eta^{p}(\beta) \eta(\alpha) \cdot A_{b}^{n-m-p} \cdot B_{b} \sigma^{T} e^{0 \sum_{v}^{p} w}\right. \tag{143}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{b}=\sum_{v=1}^{p} \lambda_{v}+\sum_{\sum_{D+1}^{r+n-m-p}}^{t_{H}} \tag{144}
\end{equation*}
$$

and

$$
\lambda_{b}= \pm\left|\begin{array}{ccccc}
\varphi_{1} \lambda_{1}(B) & \cdots & \cdots & \varphi_{p}^{\lambda_{1}}(\beta)  \tag{145}\\
& \cdots & \cdots & \cdots & \cdots \\
\varphi_{1} \\
\varphi_{1} \mathbf{p}_{1}(\beta) & \cdots & \cdots & \varphi_{p}^{\lambda_{p}}(\beta)
\end{array}\right|
$$

$$
\left.B_{b}= \pm \left\lvert\, \begin{array}{ccccc}
\varphi_{p+1}^{\tau_{r+1}}(\alpha) & \cdots & \cdots & \cdots & \varphi_{n+1}^{T_{r}}(\alpha)  \tag{146}\\
\bullet & \cdots & \cdots & \cdots & \cdots
\end{array}\right.\right) \cdot . .
$$

(134) is valid also for $p=n-m$ and for $p=0$, if we define $A_{b}=1$, for $p=0$, and $B_{b}=1$, for $p=n-n(x)$ is an exponential function, hence $\eta(B) \neq 0, \eta(a) \neq 0$.
$D_{b}(\rho)$ has therefore the order of magnitude of

$$
o_{b} \cdot e^{\sigma \sum_{V=1}^{p} w_{n}}
$$

if $A_{b} \neq 0$ and $B_{b} \neq 0$.
Lemuna 2: $A_{b} \neq 0$ if and only if

$$
\begin{equation*}
\lambda_{i} \neq \lambda_{f},(\bmod n-m): \quad(1, j=0,1, \ldots, p) \tag{147}
\end{equation*}
$$

and $B_{b} \neq 0$ if and only if

$$
r_{n} \neq \tau_{e^{\prime}}(\bmod n-a) ; \quad(k, 2=r+1, \ldots, r+n-m-p)
$$

(148)
proof: The statement is trivial, as far as $M_{b}$ is concerned, if $p=0$. For $p>0$ we remember from $\$ 3$, section 7, that, with the notations used there, the ${ }_{v}(x)$ are, in different order, equal to

$$
\begin{equation*}
k(x), k(x) \varepsilon, k(x) \varepsilon^{2}, \ldots \ldots, k(x) \varepsilon^{n-m-1} \tag{124}
\end{equation*}
$$

In the order of (124) the $p_{v}$ are represented in the complex plane by a secquence of succeseive points on the circle of radius $|k|$. It la easy to see that the numbers $\varphi,(B)$, $\varphi_{2}(B)$. . . $\varphi_{p}(B)$ are then, in different order, equal to the numbers

$$
\begin{equation*}
k(B) \varepsilon^{t+1}, k(B) \varepsilon^{t+2}, \cdots \cdots, k(\beta) \varepsilon^{t+p} \tag{149}
\end{equation*}
$$

where $t$ is a certain integer which is only determined modulo n-m. substituting the expreseions (149) into (147) we Eind


Now we set

$$
\begin{equation*}
\zeta_{v}=e^{\lambda_{v}},(v=1,2, \ldots, p) \tag{151}
\end{equation*}
$$

This allows us to write (150) in the form
or

$$
\sum_{b}= \pm k(B) \sum_{v=1}^{p} \lambda_{v}\left|\begin{array}{lll}
s_{1}^{t+1} & \cdots & \zeta_{1}^{t+p} \\
\\
\zeta_{1}^{t+1} & \cdots & \\
\zeta_{p}^{t+p}
\end{array}\right|
$$

$$
A_{b}= \pm k(\beta) \sum_{v=1}^{p} \lambda_{v} \cdot\left(\zeta_{1}, \zeta_{2} \cdot \cdots \cdot \zeta_{p}\right)^{t} \cdot v\left(\zeta_{1}, \zeta_{2}, \cdots \cdot, \zeta_{p}\right)
$$

where $V\left(\zeta_{1}, \zeta_{2}, \ldots, \zeta_{p}\right)$ is the vandermonde determinant of $\zeta_{1}, \zeta_{2}, \ldots, \zeta_{p}$. Since the Vandermonde determinant vanishes if and only if two of its rows are equal, $A_{b}$ is zero if and only if some of the $\zeta_{v}$ are alike. But from (151) wa see that

$$
\zeta_{i}=\zeta_{j}
$$

moans

$$
\varepsilon^{\lambda_{1}}=\varepsilon^{\lambda_{j}}
$$

or, because of the definition of $\varepsilon$ in formula (123),

$$
\left.\lambda_{i} \equiv \lambda_{f} \quad, \quad \text { (mod. } n-m\right)
$$

This proves the part of lemma $2 b$ that is concerned with $A_{b}$. The proof for ib is exactly analogous, and is therefore left to the reader.

The reader will readily see that similar results hold for $D_{a}(\rho)$ and $D_{c}(\rho)$. The only real difference in the reasoning comes from the fact that in these cases there may be two terms of maximal order in the expansion of (140). But since these terms cannot cancel, this does not essentially affect our argument. We restrict ourselves to stating the remulty in these cases:

$$
\begin{align*}
& D_{a}(\rho)=\left[Q_{a}\right]_{\sigma^{a}}^{T} e^{\sigma \sum_{v i}^{r} w_{v}}  \tag{153}\\
& D_{c}(\rho)=\left[Q_{c}\right]_{\sigma^{c}}^{T} e^{\sigma \sum_{v}^{r-m} w_{v}} \tag{154}
\end{align*}
$$

where

$$
\begin{align*}
& T_{a}=\sum_{v=1}^{r} \lambda_{v}+\sum_{\mu=r+1}^{n-m} \tau_{\mu}  \tag{155}\\
& T_{c}=\sum_{v=1}^{r-m} \lambda_{v}+\sum_{\mu=r+1}^{n} \tau_{\mu} \tag{156}
\end{align*}
$$

and $Q_{a}$ and $Q_{c}$ are two constants, with respect to which the following two lemmas hold:

Lema 2a: $g_{a} \neq 1 f$
and $\left.\quad \tau_{k} \notin \tau_{\ell}, \bmod n-m,(k, \ell=r+1, \ldots, n-m)\right\}$
Lemma 2c: $\quad Q_{C} \neq 0$ if

$$
\left.\begin{array}{l}
\lambda_{i} \notin \lambda_{j}, \bmod n-m,(1, j=1,2, \ldots, r-m)  \tag{158}\\
\tau_{k} \notin \tau_{i^{\prime}} \bmod n-m,(k, i=r+1, \ldots, n)
\end{array}\right\}
$$

Remark: From these lemas and the remark at the end of section 14 we recognize that the conditions (147) and (148) are equivalent with the assumptions $9^{\circ}$ of the Main Theorem while (157) and (158) are equivalent with $90^{\prime}$. Note, however, that our reasoning so far does not cover the case II of (139), which we have seen to be the same as the case (IV) of (113).
16. The cofactor of the minor $D_{v}(\rho)$ in $\Delta(\rho)$ is that minor of the matrix (135) which is formed by the $m$ rows of $\Delta(\rho)$ not contained in $D_{v}(\rho)$. Let
then the cofactor of $D_{b}(p)$ is of the form

$$
\pm\left[\delta_{b}\right]
$$

We now introduce the assumption

$$
\begin{equation*}
\delta_{b} \neq 0 \text {, in case IB. } \tag{160}
\end{equation*}
$$

This condition will be seen later to be equivalent with the assumption $8 \cdot$ of the Main Theorem in the cases (I) - IIr). Then the term $\pm D_{b}(\rho)\left\{\delta_{b}\right\}$ is the term of greateat
order of magnitude in the expanaion of $\Delta(\rho)$ in torms of its firyt $n-m$ coluans. Hence, (143) gives

$$
\begin{equation*}
\Delta(o)=\left[Q_{b} \cdot q_{b}\right] \sigma^{T_{b}} \cdot \sum_{i}^{p} w_{v} \text { in case IB . } \tag{161}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{b}= \pm \eta^{p}(\beta) \cdot n(\alpha)^{n-\infty} \cdot A_{b} \cdot a_{b} \neq 0 \tag{162}
\end{equation*}
$$

Similarly, if we define $\delta_{\text {a }}$ and $\delta_{c}$ as the limits - as $0+\infty,-$ of the matrix (135) formed with the rowe of $D(\rho)$ not occurring in $D_{a}(\rho)$ and $D_{c}(\rho)$, respectively, and if we introduce the assumptions

$$
\begin{align*}
& \delta_{a} \neq 0, \text { in case IA }  \tag{163}\\
& \delta_{c} \neq 0, \text { in case } I B \tag{164}
\end{align*}
$$

then we have, in analogy with (161)

$$
\begin{align*}
& \Delta(\rho)=\left[Q_{a} \cdot \delta_{a}\right] \cdot \sigma^{T} \cdot{ }^{\sigma} \sum_{i=1}^{T} w_{v}, \text { in case IA, }  \tag{165}\\
& \Delta(\rho)=\left[Q_{c} \cdot \delta_{c}\right] \cdot \sigma^{T} e^{0 \sum_{v i}^{r-m} w_{v}} \text {, in case IC. } \tag{166}
\end{align*}
$$

This finishes the asymptotic calculation of $\Delta(\rho)$ in the case $I$ of (139).

## 66. The Asymptotic Value of the Solution of the Boundary <br> Value Problem in the Case IB.

17. The method used in $\$ 5$ for the calculation of $\Delta(\rho)$ can also be applied to the detersinants $\Delta_{v}(\rho)$. (For the definition of $\Delta_{v}(\rho)$, see $\mathbf{~} 4$, section 8 ).

For $v>n-m, \Delta_{v}(\rho)$ is distinguished $\operatorname{from} \Delta(\rho)$ only in one of the last colume. In this case all the considerations of $\$ 5$ remain valid for $\Delta_{v}(\rho)$, if the deterninanta $\delta_{a} \delta_{b} \delta_{c}$ are replaced by the determinants $\delta_{a v} \delta_{b v^{\prime}} \delta_{c v}$ obtained by replacing the
$1-(n-m) t h$ colum of $\delta_{a}, \delta_{b} \delta_{c}$ by the corremponding $i_{1}, 1.0 \ldots$ by

| $2_{n-m+1}$ | p ${ }^{2} 1$ | $2_{2-m+1}$ |
| :---: | :---: | :---: |
| - | - | - |
| - | - | - |
| - | - | * |
| - | $l_{r}$ or | - |
| - | $l_{r+n-10}+p+1$ | - |
| - | - | - |
| - | - |  |
| - | - | - |
| - | - | $\bullet$ |
| $l_{n}$, | $l_{n}$ | $l_{r}$ |

respectively. Hence, we obtain, in case IB and for $u>n-m$,

$$
\begin{equation*}
\Delta_{v}(\rho)=\left[Q_{b} \cdot \delta_{b v}\right\} \cdot \sigma_{b}^{T_{b}} e_{v=1}^{p} w_{v},(v\rangle n-\text { a; case IB) } \tag{166}
\end{equation*}
$$

and analogous formulas hold in the two other cases.
Hence

$$
\begin{equation*}
\frac{\Delta_{v}(\rho)}{\Delta(\rho)}=\left[\frac{\xi_{b v}}{\delta_{b}}\right] \quad(v>n-m) ; \text { case IB) } \tag{167}
\end{equation*}
$$

and sipilarly in the two other cases.
18. For $v<n-m$ the column of $\Delta(\rho)$ that aust be replaced by the $i$ 's in order to obtain $\Delta_{v}(\rho)$ changes the structure of the determinant somewhat. But if we place this wh column behind all the othere (and change the sign of the determinant, if necessary), then we obtain a determinant very eimilar to $\Delta(\rho)$. The only esesential difference is that $m$ has to be replaced by $m$ = $m+1$ (and therefore $n-a$ by $n-m$ ) and that w $w_{v}$ must be omitted from the sequence
$w_{1}, w_{2}, \cdots, w_{n-m}$.

Again we treat the case IB (the convergent case, as wa shall see) first, and since we are more interested in $\frac{\Delta_{v}(\rho)}{\Delta(\rho)}$ than in $\Delta_{v}(\rho)$ itself, we atate the result in the following form:

Lemma 3: In case 1B, i.e., if $0<r p<m$, we have

$$
\frac{\Delta_{v}(\rho)}{\Delta(\rho)}=\left\{\begin{array}{l}
-\lambda_{p} e^{-\alpha} v_{\left[\pi_{v}\right] ;} v<p  \tag{168}\\
a^{-\tau_{I+n-m-p}\left[\pi_{v}\right] ;} p<v<n-m \\
\sigma^{-m} \quad
\end{array}\right.
$$

where the constants $V$ depend on the values of the $i_{i}$ ' $s$ and are not necessarily different from zero.

## proof:

1.) $v \leqslant p$. In this case the $w_{v}$ to be oritted has a positive real part. Hence, the formulas for $\Delta(\rho)$ can be applied to $\Delta_{V}(\rho)$ if we replace

$$
\begin{aligned}
& p \text { by } p^{\prime}=p-1 \\
& m \text { by } m^{\prime}=m+1
\end{aligned}
$$

and the sequence

$$
w_{1}, w_{2} \ldots \ldots, w_{n-1}
$$

by the sequence

$$
w_{1}^{\prime}, w_{2}^{\prime}, \ldots . w_{n-m-1}^{\prime}
$$

identical with the first one except for the omission of the term w. Since we have

$$
0 \leqslant \mathbf{r} \mathbf{p}^{\prime} \leqslant \mathrm{m}^{\prime}
$$

the formula to be used in (161). We obtain

$$
\Delta_{v}(\rho)=\left[Q_{b v} \cdot \delta_{b v}\right] \cdot \sigma^{T_{b v}} e^{0 \sum^{p^{\prime}} w_{w}^{\prime}}
$$

where

$$
T_{b \nu}=\sum_{\omega=1}^{p^{\prime}} \lambda_{\omega}+\sum_{\mu-r^{\prime+1}}^{r+n-n^{\prime}-p^{\prime}} \tau_{\mu} \cdot
$$

Note that the reasoning used for the proof of $Q_{b} \neq 0$ does no longer hold for $Q_{b v}$. © $v$ is a determinant depending on the $l_{i}$. It is defined as the cofactor of the leading minor In the expansion of $\Delta_{v}(\rho)$ with respect to its first $n-1$ columes. $\delta_{b}$ is a determinant of $w+1$ row.

From the definition of $p^{\prime}, m^{\prime}, w_{\omega}^{\prime}$ it followe then that

$$
\sum_{\omega=1}^{p} w_{\omega}^{\prime}=\sum_{\omega=1}^{p} w_{\omega}-w_{v}
$$

and

$$
T_{b v}=\sum_{\omega=1}^{p-1} \lambda_{\omega}+\sum_{\mu=r+1}^{r+n-m-p} \tau_{\mu}
$$

Comparing these formulas with the expression for $\Delta(\rho)$ we that

$$
\frac{\Delta_{v}(\rho)}{\Delta(\rho)}=\left[\frac{Q_{b v} \cdot \delta_{b v}}{Q_{b} \cdot \delta_{b}}\right] 0^{-\lambda_{p}} e^{-\alpha v_{v}}
$$

2.) $p<v$ ( $n$-m. Here we reason as under 1.), the only difference being that $p^{\prime}-p$ and therefore

$$
\sum_{\omega=1}^{p^{\prime}} w_{\omega}^{\prime}=\sum_{\omega=1}^{p} w_{\omega}
$$

and

$$
T_{b v}=\sum_{w=1}^{p} \lambda_{w}+\sum_{p r+1}^{r+n-m-p-1} T_{w} .
$$

Hence, in this case

$$
\frac{\Delta_{v}(D)}{\Delta(D)}=\left[\frac{Q_{b v} \cdot \delta_{v V}}{Q_{b} \cdot \sigma_{b}}\right] \sigma^{-\tau} \Sigma+n-m-p .
$$

## Q.E.D.

19. Now we are prepared to prove a theorem, which, of course, is a part of the statement of the Main Theorem.

Theorem 2: If the assumptins $1^{\circ}-9^{\circ}$ of section 3 are matisfied, if, furthermore,

$$
0<r-p<m
$$

and

$$
n-m \equiv(\bmod 4), \text { and } b_{0}<0
$$

or
n-m $\ddagger 2(\bmod 4)$, and $b_{0}>0$.
then, as $\rho \rightarrow \infty$, the solution of the problein defined by (101) and (108) converges in $\alpha<x<\beta$ to that solution of the mimiting differential equation

$$
M(y)=0
$$

which satisfies the m boundary conditions not canceled in application of the rule of the Main Theorem.

Proof: We substitute in (133) the values of $\frac{\Delta_{v}(\rho)}{\Delta(\rho)}$ obtained in sections 17 and is and replace $U_{v}(x, \rho)$ by its values as given by (114) and (115). Then we find

$$
\begin{align*}
& \left.U(x, \rho)=\sum_{v=1}^{p} a^{-\lambda} e^{o\left(\int_{a}^{x} \varphi_{v}(\xi) d \xi-w_{v}\right\}}{ }_{\left[\nabla_{v}\right.} \cdot \eta(x)\right] \\
& \left.+\sum_{v=p+1}^{n-m} \sigma^{-T} r+n-m \rightarrow p \int_{0}^{x} \varphi_{v}(\xi) d \xi \pi_{v} \cdot n(x)\right]  \tag{169}\\
& +\sum_{\mu=1}^{m}\left[\frac{b_{n} n-m+\mu}{\delta_{b}}\right] u_{\mu}(x)
\end{align*}
$$

It is easy to see that the first two sums of the right meaber of (169) tend to zero, in $\alpha<x<\beta$, as $\rho$, and therefore $\sigma$, tend to intinity. For,

$$
\operatorname{Re}\left(\int_{\alpha}^{x} \varphi_{v}(\xi\rangle d \xi-w_{v}\right)<0, \quad \ln \alpha<x<B, \quad \text { for } v \leqslant p
$$

and

$$
\operatorname{Re}\left(\int_{a}^{x} \varphi_{v}(\xi) d \xi\right)<0, \quad \text { in } a<x<B, \text { for } v>p
$$

in consequence of (117). (128) and the definition of $p$.
Therefore

$$
\begin{equation*}
u(x)=\lim _{\rho+\infty} U(x, p)=\sum_{\mu=1}^{m} \frac{\delta_{h, n-m+\mu}}{\delta_{b}} u_{\mu}(x) . \tag{170}
\end{equation*}
$$

But if we remember the definition of $\delta_{b}, \delta_{b, n-m+\mu}$ and $u_{\mu}(x)$, as given in (159), in section 17, and in theorem 1 (section 6), respectively, then we see that the right member of (170) is just the solution of $M(Y)=0$ satisfying the boundary conditions not canceled in application of the Main Theorem, and condition (160) is seen to be equivalent with asswaption $8^{\circ}$ of the Main Theorem in the convergent cases (I)-(III (table (113)).
Q.E.D.
20. Remark: Formula (169) is, in fact, a complete asymptotic solution of the boundary value problem. It might be used for a more detailed description of the boundary layer phenomenon. It can be written in the following simpler and more symmetric form:

$$
\begin{align*}
& u(x, p)=u(x)+\sigma^{-\tau} \sum_{v=1}^{p} e^{\sigma \int_{\alpha}^{x} \varphi} v^{(\xi) d \xi}\left[\pi_{v} n(x)\right] \\
&+\sigma^{-\lambda} \sum_{v=p+1}^{n-m} e^{\sigma \int_{\alpha}^{x} \varphi_{v}(\xi) d \xi}\left[\pi_{v} n(x)\right] \tag{171}
\end{align*}
$$

where $t=T T_{n-m-p}$ and $\lambda=\lambda_{p}$ are the lowest orders of differentiation occurzing in the canceled boundary conditions on each side. An easy consequence of (469) 1 s. e. $9 .$. the following interesting

Corollary: Under the assumptions of theorem 2 the derivatives

$$
U(a, \rho), U^{\prime}(\alpha, \rho) \ldots U(\alpha, \rho)^{\left(\tau+n-n_{n-p}\right.} \underset{(1)}{ }
$$

converges to the value of the corresponding derivatives of $u(x)$ at $x=a$. The next derivative.

$$
\begin{gathered}
\left(T_{r+n-p-p}\right) \\
(\alpha, \rho)
\end{gathered}
$$

 higher derivatives of $u(x, p)$ tend to infinity at $x=\alpha$. An analogous statement can be ( $\lambda_{b}$
made at $x=B$, with $U(B, p)$ as the last convergent derivative.

In less precige language we may express the statement of this corollary by saying that the 1 ast canceled boundary condition at each end point determines the derivative of $U(x, 0)$ in which the boundary layer occurs at that endpoint.
67. The Proof of the Divergence in the Cases IA and IC.
21. We are now going to show that in the two remaining cases $U(x, p)$ tends to infinity as $p \rightarrow \infty$. To that end it is sufficient to prove that one of the terms in the right member of (133) tends to infinity. For each of the first n-m terms of (133) is of the form

$$
K_{v} \sigma^{\gamma} e^{\sigma W_{v}(x)}
$$

If one of these terms, say $x_{1} \sigma^{Y} e^{\sigma W_{i}(x)}$ tends to infinity, the whole sum can remain hounded only if the gum of all terms of the same order of magnitude as this particular term vanishes identically. This would require that at least one other term has the same exponential factor as $K_{1}$. We would have, e.g..

$$
W_{1}(x)=W_{2}(x)
$$

Now all the $W_{V}(x)$ are of the form

$$
w_{v}(x)=v_{v}+\int_{\alpha}^{x} \varphi_{v}(\xi) d \xi
$$

where the constant $v_{v}$ originates from the factor $\frac{\Delta_{v}(\rho)}{\Delta(\rho)}$ while $\int_{a}^{x} \varphi_{v}(\xi) d \xi$ is the contribution of $U_{v}(x, p)$. But an equation like

$$
v_{1}+\int_{\alpha}^{x} \varphi_{1}(\xi) d \xi=v_{2}+\int_{\alpha}^{x} \varphi_{2}(\xi) d \xi
$$

is impossible, since no two $\varphi_{v}(x)$ are equal.
22. Proof of the divergence in the case IA:

Let us calculate the determinant $\Delta_{r+1}(\rho)$. In this case the formulas for $\Delta(\rho)$ can be applied, if we replace

$$
\begin{aligned}
& p \text { by } p^{\prime}=p-1 \quad(\text { since } r+1<p), \\
& m \text { by } m^{\prime}=m+1,
\end{aligned}
$$

and the sequence

$$
w_{1}, w_{2}, \ldots \ldots, w_{n-m}
$$

by the sequence

$$
w_{1}^{\prime}, w_{2}^{\prime}, \ldots \cdots, w_{n-m-1}^{0}
$$

obtained by omitting the term $w_{r+1}$ from the sequence of the $w_{v}$. As we have

$$
x-p^{\prime}<m^{\prime}
$$

the formula to be used is (165). We obtain

$$
\Delta_{r+1}(p)=\left\{Q_{a, r+1} \cdot \delta_{a, r+1}\right\}^{T} \sigma_{a, r+1} e^{\sigma \sum_{w 1}^{r} w_{w}^{\prime}}
$$

where

$$
T_{a, r+1}=\sum_{\omega=1}^{r} \lambda_{\omega}+\sum_{\mu=r+1}^{n-m^{\prime}} \tau_{\mu}
$$

It follows that

$$
\sum_{\omega=1}^{r} w_{\omega}^{\prime}=\sum_{\omega=1}^{r} v_{\omega}
$$

and

$$
T_{a, r+1}=\sum_{w=1}^{T} \lambda_{\omega}+\sum_{\mu=x+1}^{n-m-1} T_{\mu}
$$

For $\frac{\Delta_{r+1}(\rho)}{\Delta(\rho)}$ we obtain

$$
\frac{\Delta_{r+1}(\rho)}{\Delta(\rho)}=\left[\frac{Q_{a_{2} r+1}}{Q_{a}} \frac{a_{, ~ r+1}}{\delta_{a}}\right]^{-\tau_{n-1}}
$$

and the r+1 st term of (133) becomes therefore

$$
\frac{\Delta_{r+1}(p)}{\Delta(p)} U_{r+1}(x, p)=\left[\frac{Q_{a_{1} x+1} \cdot \delta_{a_{,} r+1} \cdot n(x)}{\rho_{a}}\right]_{a}^{-\tau_{n-E}} e^{\sigma \int_{\alpha}^{x} x+1(\xi) d \xi}
$$

Since $x+1 \leqslant p$, the exponential factor of the right member tende to infinity as $0+\infty$ If we can prove that the expreasion in brackets does not vanish, then the divergence of $U(x, p)$ is assured. $n(x)$ does not vanish in $\alpha<x \leqslant \beta$ (see (118)). For $Q_{a, r+1}$ we can prove that the following lemal is true.
Lemma 4: $Q_{a, r+1} \neq 0$, if assumption $90^{\circ}$ of ther Main Theorem is satisfied.
Proof: An almost literal repetition of the argumente of $\$ 5$, applied to $\Delta_{r+1}(p)$ inetead of to $\Delta(\rho)$, which we shall omit, shows that $Q_{a_{0}}+1$ is different from zero, if the following determinants do not vanish:
and


To these determinants the reasoning of leman 2 b can be applied, leading exactly to leama 4. $\delta_{\text {a, } r+1}$ is a determinant one column of which is formed of $m+1$ of the $n$ numbers $\ell_{i}$. $\delta_{i, r+1}$ will be zero for certain exceptional viues of these $\ell_{i}$. But even the assumption that the $i_{1}$ have these exceptional values would not be eufficient to guarantee the convergence of $U(x, p)$. for the $r+1$ st term of (133) will, in general, not be the only one that has an exponential factor tending to infinity, We shall onit the not difficult proble of finding eufficient condition for the convergence. We will astume instead, without mentioning it each time, that the $l_{1}$ do not have these exceptional values.

From the preceding considerations it followe that $U(x, p)$ is in fact divergent in case IA, provided that the aseuptiona of the Main Theorem are satistied.
23. The proof for the divergence of $U(x, p)$ in the case $I C$ is analogous to the proof for the case IA, if the (r-m)-th tera of the oum in (133) in considered, instead of the (f+1)et, on which the proof in the case In was based. one obtaing the expression

$$
\frac{\Delta_{r-m}(\rho)}{\Delta(p)}=\left[\frac{Q_{c_{e} r-m} \cdot \delta_{c_{e r-m}} \cdot n(x)}{Q_{c}}\right]_{c} \delta^{-\lambda_{r-m}} e^{\sigma\left\{\int_{\alpha}^{x} \varphi_{r-m}(\xi) d \xi \cdot w_{r-m}\right\}}
$$

from which the divergence of $U(x, 0)$ follows as in the case $I A$, ince $R e\left(\varphi_{r-m}\right)<0$.

## \$8. The Case II.

24. The case II, i.e. the case when $\operatorname{Re}\left(\varphi_{\mathrm{p}+1}\right)=\operatorname{Re}\left(\varphi_{\mathrm{p}+2}\right)=0$, requires a special discussion, because in our reasoning in case I we assumed repeatediy - notably in section 14 - that every $L_{i}\left(U_{v}\right)$, with $i \leqslant r$. is either of greater or of lower order of magnitude than all $L_{i}\left(u_{v}\right)$ with $i>r$. But this is no longer true in case $I I$, for the $L_{i}\left(O_{p+1)}\right.$ and $L_{1}\left(U_{p+2}\right)$, because the exponentials $e^{\sigma_{w}} p+1$ and $e^{\sigma_{w}} p+2$ have always the absolute value 1. We must therefore modify our considerations for case $I \mathrm{r}$, from section 13 onward. We remind the reader of the remark made in section 13 , to the effect that case II of (139) is equivalent with case (IV) of (113).
25. The case IIA.

Re-reading sections $14-22$ one sees that no modification of the proofs for case IA is necessary to obtain the proofs for case IIA. All arguments remain literally the same. The reason is that, for $r<p, e^{\sigma_{w}} p+1$ and $e^{\sigma_{w+2}}$ do not appear at all in the asyraptotic expressions for $\Delta(\rho)$ or $\Delta_{r+1}(\rho)$.
26. The case IIB.

This is no longer true for case IIB, defined by the inequalities $0<r-p<m+2$. In order to find the minor of maximal order of magnitude anong the minora of the first n-m columan of $\Delta(\rho)$ go back to lama 1 , section 12. Whether the number $h$ in (136) is chosen equal to $p, p+1, p+2$, does not have any influence on the real part of $\sum_{v=1}^{h} v^{n}$ but any other value of $h$ leads to a $\sum_{v_{m}}^{h} w_{v} w i t h$ a amaller real part. Which of these three values has to be chosen for $h$ in order to make the order of (136) a maximum depends therefore on (137). $h$ must be that one of the three numbers $p, p+1, p+2$ for which the
$\lambda_{1}$ and the $T_{1}$ can be chosen mo as to make $T$ maximume tat us call this maxinum


With respect to tha two remaining teras to be chosen we can only say that thay must be the two largest of the remeining $\lambda_{1}^{\prime}$ and $T_{i}^{\prime}$. This proves that the alnor of greatest order of magitude among all minore of the firat $n=$ colume of $\Delta(p)$ is in this cate formed by the rows

$$
\begin{equation*}
1,2 \ldots, \ldots t r+1, x+2, \ldots . .5+n-1+2 \tag{172}
\end{equation*}
$$

and two wore rowe, which wust be those corresponding to the boundary conditions contalning the highest order of diffarentiation excluding those row already contained in the eaguence (172). A comparison with part $B$ of the third step of the main Theorew show that the are just the row of $\Delta(p)$ balonging to boundary conditions that aut be canceled in application of that rule. We know from the proot in case 1 why this is so: the rows of $\Delta(p)$ appearing in the minor of maximal order ot the first nmeolume of $\Delta(p)$ are just those that do not occur in the cofactor of this minor, and this cofactor deternined the boundary conditions atisfied by the limit of $U(x, \rho)$, if it exista.
The exceptional case of indeterrination occus, when the two aditional rowis after the rows (172) have been chosen, are not uniquely determined. we ahall aseme, for the present, that we have to do with the regular case. The case of indetermination will be treated in 89.
Our rule 1s so formulated that tt takes also care of the case that $\lambda_{p+1}$ or $\lambda_{p+2}$ do not exist because $r=p$ or $r=p+1$.
27. The minor $D_{b}^{(I I)}(p)$ of maximal order or magnitude among the winore of the first $n$-m columas of $\Delta(\rho)$ can now be witeen

$$
\begin{equation*}
D_{b}^{(I I)}(p)=\left[Q_{b}^{(I I)}, a_{b}^{(I I)} e^{\sum_{v i}^{K}} v\right. \tag{173}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{b}^{(I I)}=\sum_{v=1}^{H} \lambda_{v}+\sum_{v=I+1}^{I+n-m-R} T_{\mu} \tag{174}
\end{equation*}
$$

and $H$ is equal to $p, p+1$, or $p+2$, as the case may be.
As in case I we can then prove that $Q_{b}^{(I I)} \neq 0$, provided assumption $9 *$ is satisfied The cofactor of $D_{b}^{(I I)}(p)$ will again be of the form

$$
\left[\delta_{b}^{(I I)}\right]
$$

where $\delta_{b}^{(I I)}$ is defined in analogy with $i_{b}$. Assumption 8 of the Main Theorem assures us again that

$$
q_{b}^{(I I)} \neq 0
$$

Finally, we find for $\Delta(p)$, similar to (161)

$$
\begin{equation*}
\Delta(D)=\left[Q_{b}^{(I I)} \delta_{b}^{(I I)}\right] \sigma_{b}^{T(I I)} e^{\sum_{V=1}^{H} v} \text { in case IIB . } \tag{175}
\end{equation*}
$$

28. As in case $I$, we could now calculate the determinants $\Delta_{v}(\rho)$ by the method used for $\Delta(\rho)$. But aince we are only interested in proving that

$$
\frac{\Delta_{v}(p)}{\Delta(p)} U_{v}(x, p)
$$

tends to zero, for $v \leqslant n-m$, we shall not calculate the analogue of (169) for this case. As in proof of lemma 3 we consider first the $\Delta_{v}(p)$ for $v \leqslant p$. For these $v$ the determinant $\Delta_{v}(\rho)$ does not contain the column with $e^{o_{v}}$ of $\Delta_{v}(\rho)$. It follows from lemma 1, that then the minor of maximal order among the minors of the first n-m-1 columas of $\Delta_{v}(\rho)$ cannot contain as factor an exponential of higher order than expression for $\Delta_{v}(x)$. Hence,

$$
\frac{\Delta_{v}(p)}{\Delta(p)}
$$

has the exponential factor $e^{-\infty} v$ (and possibly exponential factors of order 1), and

$$
\frac{\Delta_{v}(p)}{\Delta(p)} U_{v}(x, p) \quad, \quad(v<p)
$$

has an exponential factor whose exponent is

$$
\sigma\left(\int_{\alpha} v^{\left.(\xi) d \xi-w_{v}\right)}\right.
$$

an expression which tends to zero as $\sigma \rightarrow \infty$
If $v>p+2$, prove eimilarly that $\frac{\Delta_{v}(\rho)}{\Delta(p)}$ doas not contain any exponential factors (except possibly exponentials of the order or magnitude of 1). Hence the asymptotic expreesion for

$$
\frac{\Delta_{v}(p)}{\Delta(p)} v_{v}(x, p) \quad, \quad(v>p+2)
$$

containa an exponential factor whose exponent is

$$
\sigma \int_{\alpha}^{\beta} \varphi_{v}(\xi) d \xi,(v>p+2)
$$

and this expression tends to zoro as $\sigma \rightarrow \infty$
29. The two remaining terms of (133) require a more careful analysis. We treat only the case $v=p+1$, the case $v=p+2$ being almost identical. similar as in section 26 we ask which choice of $n-m=1$ rows of $\Delta_{p+1}(\rho)$ leads to the minor of highest order among the minors of the first $n-m-1$ columns of $\Delta_{p+1}(\rho)$. This minor will have either

$$
e^{\sigma \sum_{w=1}^{p} w_{\omega}} e^{\sigma \sum_{w=1}^{p} w_{\omega}+w_{p+2}}
$$

as exponential factor. In both cases the asymptotic expression for

$$
\frac{\Delta_{p+1}(\rho)}{\Delta(\rho)} U_{p+1}(x, \rho)
$$

will contain an exponential factor of the order of 1 . But the asymptotic expression for $\Delta_{p+1}(p)$ has also a factor of the form $\sigma^{T^{\prime}}$, and similarly as in section 26 we conclude that $T^{\prime}$ is a sum which contains the terms $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}$ and the terms $\tau_{r+1}$, $r_{r+2} \ldots \ldots, r_{r+n-m-p-2}$. To these terms one more term has to be added (not two terms as in the case of $\Delta(\rho)$, because $\Delta_{p+}(\rho)$ must be expanded in terms of its first $n-m-1$, not $n-m$, columans). This term must be the largest of the remaining $\lambda_{i}^{\prime} s$ and $T_{i}^{\prime} s$. Finally, in the asymptotic calculation of $\frac{\Delta_{p+1}(\rho)}{\Delta(\rho)}$, we have to form $\sigma^{T^{\prime}-T_{b}^{(I I)}}$, and this will be the power of $\sigma$ occurring in the asymptotic expression for $\frac{\Delta_{p+1}(\rho)}{\Delta(\rho)} u_{p+1}(x, \rho)$. This proves that the order of magnitude of $\frac{\Delta_{p+1}(\rho)}{\Delta(\rho)} U_{p+1}(x, \rho)$ is not greater than that of

$$
\sigma^{-8}
$$

where $s$ is the smaller of the two terms chosen for $T_{b}^{(I I)}$ after $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p}$ and $\tau_{r+1}, \tau_{r+2}, \cdots, r_{r+n-w-2}$ have been selected. s may be any of the numbers

$$
\begin{equation*}
\lambda_{p+1}, \lambda_{p+2} \tau_{r+n-n-p-1} \tau_{r+n-m-p} \tag{176}
\end{equation*}
$$

In order to prove that the p+1 st term of (133) tends to zero it remains only to show that none of the numbers (176) can be zero:
a) = $\lambda_{p+1^{-}}$In this case the other one of the two last numbers chosen for $T_{b}$ (II) must be $\tau_{r+n-m-1,}$ because, if it ware $\lambda_{p+2}$, would not be the smaller of the two, and it cannot be $\tau_{r+n-m-p}$ aince

$$
\tau_{r+n-m-p}<t_{r+n-m-p-1}
$$

and the two chosen numbers must be the largest of the numbers (176). Since $s$ must be the smaller of these two numbers, we conclude that

$$
\lambda_{p+1}<\tau_{r+n-m-p-1} .
$$

On the other hand,

$$
\begin{equation*}
\lambda_{p+1}>\tau_{r+n-m-p} \tag{177}
\end{equation*}
$$

If $\lambda_{p+1}=0 . \lambda_{p+1}$ must be the last of the numbers $\lambda_{1}$ hence

$$
\begin{equation*}
p+1=x \tag{178}
\end{equation*}
$$

It then follows from (177) that

$$
\tau_{r+n-m-p}
$$

cannot exist, in other words

$$
T_{r+n-m-p-1}=T_{n}
$$

or

$$
\begin{equation*}
r+n-m-p-1=n \tag{179}
\end{equation*}
$$

(178) and (179) imply

$$
m=0 .
$$

a case excluded from our considerations. Hence, $\lambda_{p+1}>0$.
b) $s=\lambda_{p+2^{\prime}}$ Similariy as in a) it follows that

$$
\lambda_{p+2}>\tau_{r+n-m-p-1} \text {. }
$$

$\lambda_{p+2}=0$ would imply $p+2=r$ and $r+n-m-p-2=n$, hence

$$
m=0 .
$$

c) and d) $=\tau_{r+n-m-p-1}$ or $s=\tau_{r+n-m-p}$. We leave the proofs in these cases to the reader, since they follow exactly the pattern of the proofs in a) and b) with the same result.
30. Thus we have finished the proof of the following theorem.

Theorem 3: If the assumptions $1^{\circ}-90$ of section 3 are satisfied, if

$$
0<m p<m+2
$$

and if

$$
n-m \equiv 0 \quad(\bmod 4), \text { and } b_{0}<0
$$

or
$n-\mathrm{m} \equiv 2(\bmod 4)$, and $b_{0}>0$.
then, as $\rho \rightarrow \infty$, the solution $U(x, \rho)$ of the problem defined by (101) and (108) convarges in $\alpha<x<B$ to that solution of the liniting differential equation $M(y)=0$ which satisfies the $m$ boundary conditiona not canceled in application of the rule of the main Theorem for the case (IV), unless we have to do with the case of indetermination.
31. The case IIC. In case IIC (i.e., if rp> m+2) one can again, as in section 23 , consider the (r-m)th term of the right menber of (133) and prove that its asymptotic expression contains the exponential factor

$$
e^{\sigma\left\{\int_{\alpha}^{\mu} \varphi_{r-m}(\xi\rangle d \xi-w_{r-m}\right\}}
$$

This is afficient to show that this tarm must tend to infinity, since this exponential tends to infinity more atrongly than any power of 0 may tend to zero.

## 89. The Case of Indetermination.

32. Let us assume that we cannot decide in aniquely determined way, which is the last row of $\Delta(\rho)$ to be chosen in order to obtain the minor of greatest order of magnitude among the minors of the first $n-\infty$ columas of $\Delta(\rho)$. This is the case which we have left aside in section 26. We have seen there that this occurrence means that we have to do with the case of indetermination of the Main Theorem.

In this case we must have

$$
\lambda_{l}=\tau_{k}
$$

where $l$ is one of the numbers $p+1, p+2$ and $k$ one of the numbers $r+n-m-p-1, r+n-m$.

Furthermore, $\lambda_{2}$ and $\tau_{k}$ muet be the second and third in ize of the numbers $\lambda_{1}$ and $\tau_{1}$, excluding the numbers $\lambda_{1}, \lambda_{2} \ldots, \lambda_{p}$ and $\tau_{r+1}, \tau_{r+2} \ldots \ldots \tau_{r+n-m-p-2}$ ( For almplicity let us aseums that $l=p+1$. (The reasoning in the same for $l=p+2$.$) Denote by D_{1}(\rho)$ and $D_{2}(0)$ the minore of the first $n-m$ colume of the determinant $\Delta(\rho)$, with the rows

$$
\begin{aligned}
& 1,2, \ldots, p, p+1, r+1, x+2, \ldots, k-1 \\
& 1,2, \ldots, p, \quad r+1, x+2, \ldots, k-1, k,
\end{aligned}
$$

respectively. Then $D_{1}(p)$ and $D_{2}(\rho)$ are both minors of the same maximal order, and we cannot reason as in eection 16. But, using formula (138) we can write

$$
\begin{aligned}
& D_{1}(\rho)=F(\rho) e^{d w+1}\left[d_{1}\right] \\
& D_{2}(\rho)=F(\rho) \quad\left[\quad\left[d_{2}\right]\right.
\end{aligned}
$$

where

$$
F(p)=0 \sum_{v=1}^{p} \lambda_{v}+\sum_{\mu=1}^{k} \tau_{\mu} \sum_{v=1}^{p} w_{v}
$$

$d_{1}$ and $d_{2}$ are certain conotants, which can easily be proved to be different from zero by the method of section 15, provided assumption $9^{\circ}$ is satisfied for each of the two ways of canceling correaponding to $D_{1}(\rho)$ and to $D_{2}(\rho)$, respectively.

The cofactors of the minors $D_{1}(\rho)$ and $D_{2}(\rho)$ in $\Delta(\rho)$ can be written in the form $\left[\delta_{1}\right]$ and $\left[\delta_{2}\right]$, where $\delta_{1}$ and $\delta_{2}$ are certain constants. If assumption $8 \cdot$ is satisfied for both ways of applying the cancellation rule of the Main Theorem, then we can be sure that

$$
\delta_{1} \neq 0, \delta_{2} \neq 0
$$

Expanding $\Delta(\rho)$ in terms of its firat $n-m$ columns we find then

$$
\begin{equation*}
\Delta(\rho)=D_{1}(p)\left[\delta_{1}\right] \pm D_{2}(p)\left[\delta_{2}\right]=P(p)\left\{0^{a w p+1}\left[a_{1} \delta_{1}\right] \pm\left\{d_{2} \delta_{2}\right]\right\} \tag{180}
\end{equation*}
$$

33. While in all cases so far the last in terms of the sum (133) were convergent, so that the convergence or non-convergence of $U(x, \rho)$ depended entirely upon the first n-m terms of (133), in this case the last $m$ terms of (133) will, in general, be divergent.

In fact, let $n=m<j<n$. Then we Eind immediately in analogy with (180),

$$
\begin{equation*}
\Delta_{j}(\rho)=F(\rho)\left\{e^{\alpha_{p+1}}\left[d_{1} \delta_{1 j}\right]+\left\{d_{2} \delta_{2 j}\right]\right\} \tag{181}
\end{equation*}
$$

where $\left[\delta_{1 j}\right]$ and $\left[\delta_{2 j}\right]$ are the determinants obtained instead of $\left[\delta_{1}\right]$ and $\left.\delta_{2}\right]$, if the $j$-th column of $\Delta(\rho)$ is replaced by

(180), (181) and (115) show that the $j-t h(j n-m)$ term of (133) is equal to

$$
\begin{equation*}
\left.\frac{\Delta_{j}(\rho)}{\Delta(\rho)} U_{j}(x, \rho)=\frac{e^{a_{n} p+1}\left[d_{1} \delta_{1 j}\right]+\left[d_{2} \delta_{2 j}\right]}{e^{o n} p+1}\left[d_{1} \delta_{1}\right]+\left[d_{2} \delta_{2}\right] \quad \underset{j-n-m}{j-m}\right] \tag{182}
\end{equation*}
$$

and that

$$
\begin{equation*}
\sum_{j=n-m}^{n} \frac{\Delta_{j}(\rho)}{\Delta(\rho)} u_{j}(x, p)=\frac{e^{\alpha_{p+1}} \sum_{j=n-m}^{n}\left[d_{1} \delta_{1 j} u(x)\right]+\sum_{j=n+m}^{n}\left[d_{2} \delta_{2 j} u(x)\right]}{e^{a_{j=n-m} p+1}\left[d_{1} \delta_{1}\right]} \quad\left[a_{2} \delta_{2}\right] \tag{183}
\end{equation*}
$$

Because of the oscillating factor $e^{0 w} p+1$ this expression can converge only if the determinant

$$
\left|\begin{array}{cc}
\sum_{j=n-m}^{n} d_{1} \delta_{1 j} u(x) & \sum_{j=n-m}^{n} d_{2} \delta_{2 j} u(x) \\
d_{1} \delta_{1} & d_{j=n} \delta_{2}
\end{array}\right|
$$

vanishes, i.e. if

$$
\left.\left.\sum_{j=n-m}^{n}\right|_{\delta_{1}} ^{\delta_{1 j}} \quad \delta_{2 j}^{\delta_{2 j}}\right|_{\substack{u-n+m}}=0 .
$$

Since the $u_{\mu}(x),(\mu=1,2, \ldots, m)$ are, by assumption, linearly independent, this leads to the conditions

$$
\begin{equation*}
\delta_{2} \delta_{1 j}-\delta_{1} \delta_{2 j}=0,(j=n-m+1, \ldots, n) \tag{184}
\end{equation*}
$$


#### Abstract

The left sides of (184) depend on the number $i_{1}, L_{2} \ldots \ldots L_{n}$ (184) represents therefore a set of conditions on the prescribed boundary values. As in the previous cases we asine that the $l_{i}^{f}$ do not have the very special values required by (184). Then, the value of (183) oscillates, as $0+\infty$, but remains bounded.

As to the ilrst $n-m$ terms of the sum in (133), it can be proved exactiy as in the regular case IIB (section $27-29$ ) that they all tend to zero.

This completes the proof of the non-convergence of $U(x, p)$ in the cese of indetermination and also the proof of the whole Main Theorem.


34. Remark: Going over our whole proof we see that the assumption m $>0$ was not used at all in the proof for case I, i.e., for the cases (I) (III) of (113). Hence, all our results in these cases remain valid for man also.

In case II, 1.e. IV) the hypothesis $m>0$ was used only to exclude a rather special occurrence in section 29. It would not be difficult to formulate a general theorem for the case $n=0$ also.

## FURTHER RESUTTS IN THE CASE $n-m=1$

## 61. Generalization of the Boundary Conditions.

35. In the special case $n-m=1$ it is not difficult to replace the boundary conditions (108) by the more general ones

$$
\begin{equation*}
L_{i}(y)=\sum_{v=1}^{n} \alpha_{i v} y(\alpha)+\sum_{\mu=1}^{n} \beta_{i \mu^{y}(\beta)}^{(\nu-1)}=q_{i},(i=1,2, \ldots, n), \tag{201}
\end{equation*}
$$

where the constants $\alpha_{i v}, \beta_{i \mu}$ and $l_{i}$ are only restricted by the condition that the $n$ boundary conditions are independent and compatible.

We note first: If, in (201), the $L_{i}(Y)$ and the $l_{i}$ are subjected to the same linear transformation with constant coefficients and non-vanishing determinant, then the resulting equations

$$
\begin{equation*}
L_{i}^{\prime}(y)=\sum_{v=1}^{n} \alpha_{i v}^{\prime} y(\alpha)+\sum_{\mu=1}^{n} \beta_{i \mu}^{\prime} y(\beta)=2_{i}^{\prime} \tag{202}
\end{equation*}
$$

constituie a set of boundary conditions equivalent to (201) in the sense that a function satisfying (201) satisfies also (202) and vice versa.

From this remark we see that we can assume without loss of generality that not all the $a_{i v}$ or all the $\beta_{i \mu}$ are zero, because in that case the boundary conditions (201) would be equivalent to ordinary initial conditions, which are a special case of boundary conditions of the type (108).
36. Denote by $s$ the greatest value of $v$ for which at least one of the $\alpha_{i v}$ is not zero, and by $t$ the greatest value $u$ f $\mu$ for which at least one of the $B_{i \mu}$ is not cero. There exists a non-degenerate linear transformation with constant coefficients transforming (201) into the system of equivalent boundary conditions

$$
a_{1}^{L} \equiv \sum_{v=1}^{n} a_{i v} y(\alpha)+\sum_{\mu=1}^{n} a_{1 \mu}^{\beta_{1 j}} y^{(\mu-1)}=\alpha_{1}^{2}
$$

heving the property that

$$
\alpha_{1 t}^{a_{1 t}} \neq 0, \alpha_{2 t}^{a_{2 t}}=\cdots \alpha_{n s}^{a_{n}}=0
$$

Such a trangformation can be chosen in many ways. similarly, there is a transformation changing (201) Into

$$
\beta_{i}^{L_{i}} \equiv \sum_{v=1}^{n} \beta^{a_{i v}} y^{(v-1)}+\sum_{\nu=1}^{n} \beta^{\beta_{i \mu} y(\beta)}=\beta_{i}^{(\mu-1)}
$$

having the property that

$$
B^{\beta} 1 t \neq 0, B^{\beta_{2 t}}=\cdots \cdots \beta^{\beta_{n t}}=0
$$

$$
\text { For } n-a=1 \text { equation }(114) \text { and (115) reduce to }
$$

$$
\begin{aligned}
& U_{1}(x, \rho)=e^{-\rho \int_{\alpha}^{\alpha} b_{0}(\xi) d \xi}[n(x)] \\
& U_{1+\mu}(x, \rho)=\left[u_{\mu}(x)\right],(\mu=1,2, \ldots, n-1) \quad .
\end{aligned}
$$

Let us asume first that $b_{0}(x)>0$. Then we use (203) instead of (201) and aee imediately that

$$
a^{L}\left(U_{1}\right)= \pm p^{-1}\left[b_{0}(a)^{-1} \cdot \eta(a)\right]
$$

is of greater order of magnitude than all the other $L_{i}\left(U_{1}\right),(1=2,3, \ldots, n)$. Solving equations (125) asymptotically in this case, by the method used in the first chapter, we see that we can reason exactly as there. of the assumptions of the Main Theorea we need only $1^{\circ}, 2^{\circ}, 3^{\circ}, 5^{\circ}, 6^{\circ}$ and an assumption corresponding to $8^{\circ}$ which states that

$$
-52-
$$

$$
\delta_{\alpha}=\left|\begin{array}{cccc}
a^{L}\left(u_{1}\right) & \cdots & \cdots & a^{L_{2}}\left(u_{n}\right)  \tag{205}\\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
a^{L}\left(u_{1}\right) & \cdots & \cdots & a_{n}^{L_{n}\left(u_{n}\right)}
\end{array}\right| \neq 0
$$

We see then easily that the solution of (101) and (201) tends, for $n=m=1$, and $b_{0}>0$, to that solution of $M(y)=0$ which satisfies the boundary conditions

$$
\begin{equation*}
\alpha_{i}^{L}(y)=\alpha_{i}^{\ell},(i=2,3, \ldots, n) \tag{206}
\end{equation*}
$$

but not the boundary condition $a_{1}^{L_{1}}(y)=\alpha_{1}$ except for special values of the $l_{i}^{\prime}$. Using a similar reasoning in the case $b_{0}(x)<0$ we find that in that case $u(x)=\underset{p+\infty}{\lim } u(x, \rho)$ satisfies $M(y)=0$ and the boundary conditions

$$
\begin{equation*}
\beta_{i}^{L_{i}}(y)=\beta_{i}^{2},(i=2,3, \ldots, n) \tag{207}
\end{equation*}
$$

provided

$$
\delta_{B}=\left|\begin{array}{rccc}
\beta_{2}^{L_{2}}\left(u_{1}\right) & \cdots & \cdots & \beta_{2}^{L_{2}\left(u_{n}\right)}  \tag{208}\\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\beta_{n}^{L_{n}}\left(u_{1}\right), & \cdots & \cdots & \beta_{n}^{L_{n}}\left(u_{n}\right)
\end{array}\right| \neq 0
$$

This result can be formulated in a somewhat more symetrical form. To that end note that the boundary conditions (206) do not involve any more the highest derivative at $x=\alpha$ occurring in (201). Any iinear combination of the equations (201) which does not contain $y(\alpha)$ must be linearly dependent on equations (206) and no linear combination of equations (206) contains $y(\alpha)$. Similarly for (207) with respect to $y(B)$. Hence, we can state the following theorem.

Remark: The conditions (205) and (208) can be formulated in a way independent of the particular choice of the fundamental syaten $u_{\mu}(x),(\mu=1,2, \ldots, n-1)$, by aying that we assume that only the function $u(x) \equiv 0$ satisfies the differential equation $M(y)=0$ and the homogeneous boundary conditions correeponding to (206) or (207), respectively.

Example: $n=3, m=2$,

$$
\left.\begin{array}{l}
y(\alpha)-y^{\prime}(\alpha)+y^{\prime}(\beta)=l_{1} \\
y(\alpha)+y^{\prime}(\alpha)+y^{\prime}(\beta)-y^{\prime}(\beta)=l_{2} \\
y^{\prime}(\alpha)-2 y^{\prime}(\beta)=l_{3}
\end{array}\right\}
$$

If $b_{0}>0$, then $\lim _{\rho+\infty} U(x, \rho)$ satisfias the boundary conditions

$$
2 y(\alpha)+y(\beta)-Y^{\prime}(\beta)+Y^{\prime}(\beta)=\ell_{1}+\ell_{2}
$$

$$
y(\alpha)+Y(\beta)-y^{\prime}(\beta)+2 y^{\prime}(\beta)=\ell_{2}-\ell_{3} .
$$

But if $b_{0}<0$, then $l i m u(x, \rho)$ satisfies the boundary conditions $\rho+\infty$

$$
\begin{aligned}
& y(\alpha)+y^{\prime}(\alpha)+y(\beta)-y^{\prime}(\beta)=l_{2} \\
& 2 y(\alpha)-y^{\prime}(\alpha)=2 l_{1}+\ell_{3}
\end{aligned}
$$

Theoren 4: If $n-m=1$ and if the conditions $1^{\circ}, 2^{\circ}, 3^{\circ}, 5^{\circ}, 6^{\circ}$ of the main
Theorem of chapter I as wall as (205) and (208) are satiafied, then the function
$U(x, p)$ satiafying (101) and the boundary conditions (201) tende with increasing
p to a solution $u(x)$ of $M(y)=0$. According at $b_{0}>0$ or $b_{0}<0$
the function $u(x)$ satisfies all boundary conditions that depend inearly on (201)
and do not contain the highent derivative at $x=a$ or $x=B$, reapectively,
occurring in (201).

## 52. The "geretching" of the Boundary Leyer

37. For the relatively aimple typen of boundary layer probleas with which this Invegtigation is concerned we have been able to develop a method that allow us to calculate asymptotic expressions for the eolution of the boundary value problem (compare, e.g., formula (171)). From these asympotic expression one can easily obtain all desired Information about the behavior of the solution of the boundary value problen near the endpoints for large values of $\rho$. (Compare, e.g., the corollary in eaction 20).

In the more complicated boundary layer problema occurring in phyalcs such complete asympotic solutions are often not available. In those cases it is customery to transform the given boundary value problem, by a change of the independent variable, into a new boundary value problem which does not tend to a problem of lower order when $p$ tends to infinity.

As an example for such a transformation we take the differential equation (101), for the special case

$$
b_{0}(x)>0 .
$$

The case $b_{0}(x)<0$ can be treated analogously. without loss of generality we may further assume that

$$
\begin{equation*}
\alpha=0 . \tag{209}
\end{equation*}
$$

We shall refer to this boundary value problem as the problem (L).

We now introduce the new independent variable

$$
\begin{equation*}
z=\rho x \text {. } \tag{210}
\end{equation*}
$$

and transform the boundary value problem (L) into an equivalent problem in $z$, to which we shall refer as the problem ( $\mathrm{I}_{\mathrm{H}}$ ). Let $\mathrm{U}(\mathrm{X}, \mathrm{\rho})$ be the solution of the problem ( $L$ ). $\mathrm{U}(\mathrm{x}, \mathrm{\rho})$ or some of its derivatives will have a boundary layer at $x=\alpha=0$. The function $U(x, \rho)$ is changed, by the transformation (210) into

$$
\begin{equation*}
\tilde{U}(z, p)=U\left(\frac{z}{p}, \rho\right) . \tag{211}
\end{equation*}
$$

$\tilde{U}(z, \rho)$ is the solution of the problea (L). since

$$
\begin{equation*}
\tilde{u}^{(i)}(x, p)=\rho^{-i} v^{(i)}(x, p) \tag{212}
\end{equation*}
$$

the probles (L) can be written

$$
\begin{equation*}
\check{L}(y) \equiv y^{(n)}+b_{0}\left(\frac{z_{\rho}}{\rho} y_{y}(m)+\sum_{v=1}^{n} a_{v}\left(\frac{z}{\rho}\right)_{\rho}-v_{y}(n-v)+\sum_{\mu=1}^{m} b_{\mu}\left(\frac{z}{\rho}\right)_{\rho}^{-\mu} y^{(m-\mu)}-0\right. \text {. } \tag{2.13}
\end{equation*}
$$

$$
\tilde{L}_{i} \equiv \begin{cases}y^{\left(\lambda_{1}\right)}(\rho \beta)=\ell_{1} \rho^{-\lambda_{1}} & 0<1<r  \tag{214}\\ y^{\left(\tau_{1}\right)}(0)=\ell_{i} \rho^{-\tau_{1}} & , \quad \tau+1<1<n\end{cases}
$$

If we let $p$ tend to infinity in the coefficients of (213) wo obtain the simple
"limiting" differential equation

$$
\begin{equation*}
y^{(n)}+b_{0}(0) y^{(m)}=0 \tag{215}
\end{equation*}
$$

It may be expected that the function $\tilde{u}(x, \rho)$ tends with increasing $\rho$ to a function

$$
\begin{equation*}
\tilde{u}(z)=\lim _{\rho+\infty} \tilde{v}(z, \rho) \tag{216}
\end{equation*}
$$

which satisfies the differential squation (215). Since (215) ia of the same order as (213) we expect that the tunction $\tilde{d}(x, \rho)$ will not have a boundary layer for large $\rho$.

The transformation (210) may be described as a stretching of the function $U(x, p)$. If $\tilde{\mathrm{U}}(\mathrm{z}, \mathrm{p})$ does not have a boundary layer, we have, in a way, "Etretched out" the boundary layer.

The problem arises then what boundary conditions are gatisfied by the limiting function $\tilde{u}(z)$. If the boundary layer of the function $U(x, p)$ at $x=0$ occurs in $U(x, p)$ itself and not in a derivative of $U(x, p)$, the interpretation of (210) as a stretching which becomes infinite when $\rho \rightarrow \infty$, suggests that we have

$$
\tilde{u}(\infty)=u(0) .
$$

where $u(0)$ is the value assumed by the function

$$
\begin{equation*}
u(x)=\lim _{p \rightarrow \infty} U(x, 0) \tag{217}
\end{equation*}
$$

at $x=0$. $u(0)$ will, in general, be different from the boundery value preecribed for $v(x, p)$ at $x=0$.

The transformation $(210)$ is Erequently ued for the solution of nore complicated boundary layer problens. The Following pointa are then usually taken for granted without proof:
(a) What lim Ü( 2,0 ) exists.
$\rho \rightarrow \infty$
(b) That the limit $\tilde{u}(z)$ satisfies the limiting differential equation
(c) That $\tilde{u}(\infty)=u(0)$.

In our inveatigation we have been able to find an asymptotic approximation for U(x,p) directly, so that we did not need the transformation (210). But we are now able to prove the statements (a), (b), (c), for our problem (L). This is what we are going to do In this $\%$
38. In chapter $I$ we have derived for $U(x, \rho)$ the following asymptotic representation (compare (171)):

$$
\begin{equation*}
v(x, \rho)=[\pi n(x)] \rho^{-T} x+1 e^{\rho \int_{0}^{x} \varphi(\xi) d \xi}+[u(x)] \tag{218}
\end{equation*}
$$

In this formula we are using the following abbreviations:

$$
\begin{equation*}
\pi=\left\{-b_{0}(0)\right\}^{-\tau_{r+1}} \frac{\delta_{1}}{\delta} \tag{219}
\end{equation*}
$$

where
(Compare formula (159)),

$$
\delta_{1}=\left|\begin{array}{cccc}
\ell_{1} u_{1}\left(u_{1}\right) & \cdots & \cdots & u_{1}\left(u_{n}\right)  \tag{221}\\
\ell_{2} z_{2}\left(u_{2}\right) & \cdots & \cdots & z_{2}\left(u_{m}\right) \\
\cdots & \cdots & \cdots & \cdots \\
\cdots \cdots & \cdots & \cdots & \cdot \\
\ell_{n} u_{n}\left(u_{1}\right) & \cdots & \cdots & u_{n}\left(u_{m}\right)
\end{array}\right|
$$

(compare section 18),

$$
\begin{equation*}
\varphi(x)=-b_{0}(x) \tag{222}
\end{equation*}
$$

and

$$
\begin{equation*}
u(x)=\sum_{\mu=1}^{m} \frac{\delta_{1+\mu}}{\delta} u_{\mu}(x) \tag{223}
\end{equation*}
$$

(Compare section 17 for the $\delta_{1+\mu}$. wo have dropped the index $b$, used there, as unnecessary here $-i$ and compare section 6 , theorem 1 for the $u_{\mu}(x)$ ).

In consequence of theorem 1. formulas (119) and (120), we may differentiate (218) formally at least $n-1$ times, i.e.

$$
\begin{equation*}
v^{(1)}(x, 0)=\left[\pi^{1}(x) n(x)\right] \rho^{1-\tau} r+1 e^{\rho \int_{0}^{x} \varphi(\xi) d \xi}+\left[u^{(1)}(x)\right],(1=0,1, \ldots, n-1) \tag{224}
\end{equation*}
$$

39. Knowing $U(x, \rho)$ and ite derivatives we can now easily calculate the function $\tilde{U}(z, \rho)$ and its derivatives with reapect to $z$. For, considering that

$$
\begin{equation*}
e^{0 \int_{0}^{2 / \rho} \varphi(\xi) \mathrm{d} \mathrm{\xi}}=e^{\int_{0}^{2} \varphi\left(\frac{\xi}{\rho}\right) \mathrm{d} \xi} \tag{225}
\end{equation*}
$$

we find, upon substitution of (212) into (224), that

$$
\begin{equation*}
\left.\tilde{u}^{(1)}(z, p)=\left\{\pi \varphi^{1}\left(\frac{z}{\rho}\right) \cdot n\left(\frac{z}{\rho}\right)\right] \rho^{-\tau} r+1 \int_{0}^{z} \varphi\left(\frac{\xi}{\rho}\right) d \zeta+\rho^{-1}\left(\frac{z}{\rho}\right)\right\},(1=0,1, \ldots, n-1) \tag{226}
\end{equation*}
$$

Thus wo have solved the problem (IN).

The result of the paseage to the linit in (226) can bo most easily expressed by one formula comprising all cases that can arien, if we introduce the following eymbol:

$$
x(t)= \begin{cases}0, & \text { if } t \neq 0  \tag{227}\\ 1, & \text { if } t=0\end{cases}
$$

Then we can write

$$
\begin{equation*}
\tilde{u}(s)=\lim _{\rho \rightarrow \infty} \tilde{0}(z, 0)=[\pi \otimes(0)] e^{2 \varphi(0)} e\left(t_{x+1}\right)+u(0) \tag{228}
\end{equation*}
$$

Formula (228) is velid for $0 \leqslant \mathrm{~s}<\mathrm{m}$
We can now confire the three unproved statementa (a), (b), (c) of section 37. u(z) does exist, and it satinfies the limiting differential equation (2i5), as we may readily verify by substitution. In fact, $\tilde{u}(\mathrm{~s})$ reduces to a constant, unleas $\mathrm{r}_{\mathrm{r}+\mathrm{i}}=0$. Finally we see from (228) that $\tilde{u}(\boldsymbol{\sigma})=u(0)$. This proves the statemente (a), (b). (c).

For the limit of the $i-t h$ derivative of $\bar{U}(z, p)$ we find, from (226),

$$
\begin{equation*}
\lim _{\rho+\infty} U^{(i)}(z, \rho)=\left[\pi \varphi^{i}(0)\right] e^{z \varphi(0)} \varepsilon\left(\tau_{I+1}\right),(1=1,2, \ldots, n-1) \tag{229}
\end{equation*}
$$

which is also the $i$-th derivative of $\tilde{u}(z)$. We conclude from (228) and (229) that $\tilde{u}(0, p)$ and $\tilde{u}^{(i)}(0, p)$ remain finite as $p \rightarrow \infty$ in other words, $\tilde{v}(z, p)$ does not have a boundary layer at $x=0$, the boundary layer has been "stretched out".
40. We have seen that the limiting differential equation (215) is satisfied by the function $\tilde{u}(z)$ obtained by passing to the lifit in the solution $\tilde{U}(x, \rho)$ of the problem (L) . How can wa find a complete set of $n$ boundary conditions satisfied by ü(x) 7 If we formally let $\rho$ tend to infinity in the boundary conditions (214), we obtain boundary conditions

$$
\begin{equation*}
\tilde{y}^{\left(\lambda_{1}\right)}(\infty)=\varepsilon_{1} c\left(\lambda_{i}\right),(1=1,2, \ldots, r) \tag{230}
\end{equation*}
$$

$$
\tilde{y}^{\left(\tau_{i}\right)}(0)=2_{i} \varepsilon\left(r_{1}\right),(1=r+1, r+2, \ldots, n) .
$$

From the remark made at the end of the last aection $1 t$ followa lmaediately that u(z) satisfies the boundary conditions (231). If $\lambda_{\gamma}=0$, the last boundary conditions (230) can only be atisfied if, by coincidence, $L_{1}$ w( 0 ) . We therefore replece the lat boundary condition of (230) by the condition

$$
\tilde{u}(\infty)=u(0)
$$

which we have proved to be eatiffied. The other boundary conditione (230) are certainly satisfied, fince all the derivatives of $u(s)$ vanish at $z=0$
53. The Non-Homogeneous Difterential Bouation $\frac{1}{p} N(y)+M(y)=f(x)$.
41. Introduction: It is an open question whether the Main Theorem remaing valid in full generality tor the non-homogeneous differential equation

$$
\begin{equation*}
\frac{1}{\rho} N(y)+M(y)=Y(x) \tag{232}
\end{equation*}
$$

But we will be able to answer this question tn the affiruative when

$$
\begin{equation*}
n-m=1 \quad \tag{233}
\end{equation*}
$$

provided none of the boundary conditions not canceled in application of the rule of the Main theorem involves an order of differentiation greater than m-1. The meaning of this latter condition is easily understandable: If one of the uncanceled boundary conditions is of the order $n-1$, then the boundary value problem formed by the liniting differential equation

$$
M(y)=f(x)
$$

and the uncanceled boundary conditions is of a type to which the ugual mathod of solution by means of the Green's Function cannot be applied. since this mathod presupposes that the boundary conditions are of lower order of differentiation than the diferential equation. In our treatoent of the honogeneous differential equation the relative order of differentiation of the limiting difterential equation and of the remaining boundary
conditions did not play any important role, and it is by no means certain that the condition above is really necessary in the non-homogeneous case. But it simplifies our proof greatly.
42. The problera defined by (232) and (233) and the boundary conditions (108) will be called the problem (N). If, instead of (108), we prescribe the corresponding homogeneous boundary conditions, we shall speak of the problem (N'). We assume that $0<r<n$, i.e. we consider only actual boundary conditions leaving aside the initial value problem. (The Initial value problem can be treated by the same method.) It is easy to extend the proof below to the more general boundary conditions (201).

Let $Z(x, \rho)$ be the solution of $(N), Z(x, \rho)$ the solution of (N') and $\mathbf{U}(x, \rho)$ the solution of the homogeneous differential equation (101) satisfying the non-homogeneous boundary condition (108). Then

$$
\begin{equation*}
z(x, p)=z(x, p)+u(x, p) \tag{234}
\end{equation*}
$$

Since the ammptotic behavior of $U(x, p)$ for large has already been investigated in chapter I it is sufficient to discuss the problem (N').
43. The Green's Function:

It is known that the function $z(x, p)$ can be written in the form

$$
\begin{equation*}
z(x, p)=\int_{\alpha}^{\beta} G(x, t, p) p f(t) d t . \tag{235}
\end{equation*}
$$

The "Graen's Punction" $G(x, t, p)$ can be constructed in the following manner: Let $y_{1}(x, p), y_{2}(x, p) \cdots y_{n}(x, p)$ be a fundanental system of solutions of $\frac{1}{\rho} N(y)+M(y)=0$, and set
and

$$
\begin{equation*}
g(x, t, \rho)=\frac{1}{2} \frac{k(x, t, \rho)}{h(t, \rho)} \tag{237}
\end{equation*}
$$

Then

$$
\begin{equation*}
G(x, t, \rho)=(-1)^{n} \frac{H(x, t, \rho)}{\Delta(\rho)} \tag{238}
\end{equation*}
$$

where

$$
H(x, t, \rho)=\left|\begin{array}{ccccc}
y_{1}(x, \rho) & y_{2}(x, \rho) & \cdots & y_{n}(x, \rho) & g(x, t, \rho)  \tag{239}\\
L_{1}\left(y_{1}\right) & L_{1}\left(y_{2}\right) & \cdots & L_{1}\left(y_{n}\right) & y_{f}(g) \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
L_{n}\left(y_{1}\right) & L_{n}\left(y_{2}\right) & \cdots & \cdots & L_{n}\left(y_{n}\right) \\
L_{n}(g)
\end{array}\right|
$$

and

$$
\Delta(\rho)=\left|\begin{array}{ccccc}
L_{1}\left(y_{1}\right) & L_{1}\left(y_{2}\right) & \cdots & \cdots & L_{1}\left(y_{n}\right) \\
L_{2}\left(y_{1}\right) & L_{2}\left(y_{2}\right) & \cdots & \cdots & L_{2}\left(y_{n}\right) \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
L_{n}\left(y_{1}\right) & L_{n}\left(y_{2}\right) & \cdots & \cdots & L_{n}\left(y_{n}\right)
\end{array}\right|
$$

$L_{i}(g), 1=1,2, \ldots, n$, means that the operator $L_{i}$ is applied to $g(x, t, p)$ considered a function of $x$.
44. The asymptotic value of the Green's function:

We take as the fundamental system $\mathcal{F}_{1}(x, p)$ the functions (114), (115) specialized for $n-m=1$, i.e.

$$
\left.\begin{array}{l}
y_{1}(x, \rho)=v(x, \rho)=e^{\rho \int_{\alpha}^{x} \varphi(\xi) d \xi}[\eta(x)]  \tag{241}\\
y_{1+\mu}(x, \rho)=U_{\mu}(x, \rho)=\left[u_{\mu}(x)\right] \quad(\mu=1,2, \ldots, n-1),
\end{array}\right\}
$$

where

$$
\varphi(x)=-b_{0}(x)
$$

(Note that our notations differ somewhat from those of chapter $I$ and of chapter II, $\mathbf{\$ 1 .}$ ) We have then

$$
L_{i}(g)=\frac{1}{2} \frac{L_{i}(k)}{h(t, p)}
$$

where
with

$$
\begin{aligned}
& L_{i}^{\prime}=L_{i}, \text { for } 1 \leqslant r \\
& L_{i}^{\prime}=-L_{1}, \text { for } 1>r
\end{aligned}
$$

Let us assume that

$$
b_{0}(x)<0
$$

Then

$$
L_{i}^{\prime}(v)= \begin{cases}\rho^{\lambda_{i}}\left[\varphi{ }^{\lambda_{1}}(\beta) n(\beta)\right] e^{\rho w}, & \text { for } i \leqslant r  \tag{243}\\ -\rho^{\tau_{i}}\left[\varphi{ }^{\tau_{1}}(\alpha) n(\alpha)\right] \quad, & \text { for } i>r\end{cases}
$$

where

$$
w=\int_{\alpha}^{\beta} \varphi(\xi) d \xi
$$

If we expand (242) in terms of its first column, we see that in $\alpha \leqslant t \leqslant \beta$ the $3 r d, 4 t h$, etc. terms of the expansion are of lower order than the second terta. Hence

$$
\begin{equation*}
L_{i}(k)=L_{i}^{\prime}(v)[\bar{h}(t)]-v^{(n-2)}(t, 0)\left[L_{i}(\bar{k})\right] . \tag{244}
\end{equation*}
$$

where

$$
\bar{h}(t)=\left|\begin{array}{ccccc}
u_{1}^{(n-2)}(t) & u_{2}^{(n-2)}(t) & \cdots & u_{n-1}^{(n-2)}(t)  \tag{245}\\
u_{1}^{(n-3)}(t) & u_{2}^{(n-3)}(t) & \cdots & u_{n-1}^{(n-3)}(t) \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right|
$$

and


Expanding $h(t, \rho)$ in terns of lis first colum wo obtain similarly

$$
\begin{equation*}
h(t, p)=v^{(n-1)}(t, \rho)[\bar{h}(t)] \text {, for } \alpha<t \leqslant B \text {. } \tag{247}
\end{equation*}
$$

$\bar{h}(t) \not 0$, because otherwise $u_{2}(t), u_{3}(t), \ldots, u_{n-1}(t)$ would be linearly dependent.
Frow (237), (243), (244) and (247) we find

$$
\begin{equation*}
L_{i}(g(x, t, p))=\frac{L_{1}^{\prime}(V)}{2 v^{(n-1)}(t, p)}\left(11-\frac{1}{p \not(t)}\right. \tag{248}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\boldsymbol{g}}(x, t)=\frac{\bar{k}(x, t)}{2 \bar{h}(t)} \tag{249}
\end{equation*}
$$

Furthermore, expansion of (236) in terms of its first column yields

$$
k(x, t, 0)=\operatorname{sgn}(x-t) v(x, 0)[\bar{h}(t)]-v^{(n-2)}(t, \rho)[\bar{k}(t)]
$$

and therefore, because of (237) and (247)

$$
\begin{equation*}
g(x, t, p)=\operatorname{ggn}(x-t) \frac{v(x, p)}{2 v^{(n-1)}(t, p)}-\frac{1}{p(t)}[\bar{g}(x, t)] \tag{250}
\end{equation*}
$$

Now we substitute (250) and (248) into (239) and see that

$$
\begin{equation*}
H(x, t, \rho)=H_{1}(x, t, \rho)+H_{2}(x, t, \rho) \tag{251}
\end{equation*}
$$

where
and

The asymptotic expression for $\Delta(p)$ is (compare chapter I)

$$
\begin{equation*}
\left.\Delta(\rho)=L_{1}(V)[\bar{\Delta}]=W_{1}^{\lambda_{1}}(\beta) n(\beta) \bar{\Delta}\right] e^{\rho v} \tag{254}
\end{equation*}
$$

where

$$
\bar{\Delta}=\left|\begin{array}{cccc}
z_{2}\left(u_{1}\right) & \cdots & I_{2}\left(u_{n-1}\right) \\
\cdots & \cdots & \cdots & \cdots
\end{array}\right|
$$

As in chapter I we make the assumption

$$
\bar{\Delta} \neq 0
$$

(256)
( $\bar{\Delta}$ is identical with $\delta_{b}$ of formula (159) for this particular case.)
45. Corresponding to the representation of $H(x, t, \rho)$ as a sum of two terres in (251) we find, upon subatitution of (251) into (238),

$$
\begin{equation*}
G(x, t \rho)=G_{1}(x, t, p)+G_{2}(x, t, p) \tag{257}
\end{equation*}
$$

with

$$
\begin{align*}
G_{1}(x, t, p) & =(-1)^{n} \frac{H_{1}(x, t \rho)}{\Delta(p)}  \tag{258}\\
G_{2}(x, t, p) & =(-1)^{n} \frac{H_{2}(x, t, p)}{\Delta(p)} \tag{259}
\end{align*}
$$

Using (235) this leads to a representation of the solution $z(x, \rho)$ as a sum of two integrals:

$$
\begin{equation*}
z(x, \rho)=z_{1}(x, \rho)+z_{2}(x, \rho) \tag{260}
\end{equation*}
$$

with

$$
\begin{align*}
& z_{1}(x, \rho)=\int_{\alpha}^{\beta} G_{1}(x, t \rho) \rho f(t) d t  \tag{259}\\
& z_{2}(x, \rho)=\int_{\alpha}^{B} G_{2}(x, t, \rho) \rho f(t) d t \tag{260}
\end{align*}
$$

We shall prove that, as $p$ tends to infinity, $z_{1}(x, p)$ tends to zero, while $z_{2}(x, p)$ tends to a solution of $M(y)=f(x)$.
46. In this section we are going to show that

$$
\lim _{\rho+\infty} z_{1}(x, \rho)=\lim _{\rho \rightarrow \infty} \int_{\alpha}^{\beta} G_{1}(x, t, \rho) \rho f(t) d t=0
$$

To this end we write (259) in the form

$$
\begin{equation*}
z_{1}(x, p)=\int_{\alpha}^{x} G_{1}(x, t, p) \rho f(t) d t+\int_{x}^{\beta} G_{1}(x, t, p) \rho f(t) d t \tag{262}
\end{equation*}
$$

and prove that each of the two integrals in (262) tends to zero.
a) In the first integral of (262) we have $t \leqslant x$. Hence, $G_{1}(x, t, p)$ has to be determined with $+V(x, \rho)$ as the last term of the first row of the determinant in (252). In order to find an asymptotic expression for $H_{1}(x, t, \rho)$ we expand the determinant in (252) in terms of the minors formed by its first and last columas. These minors are either zero or of the form
i.e. they are of the form

$$
\left.\begin{array}{cccc}
\rho^{\lambda_{\gamma}+\tau} \varepsilon & e^{\rho \omega} & {[q]}  \tag{264}\\
\rho^{\tau} \varepsilon & 0 r & \int_{\alpha}^{x} \varphi(\xi) d \xi & \\
\left.\rho^{\prime}\right]
\end{array}\right\}
$$

where $q$ and $q$ ' are certain numbers different Erom zero, Since $\lambda_{1}$ and ${ }^{T} r+1$ are greater than all the other $\lambda_{i}^{\prime}$ a and $\tau_{i}^{\prime} s^{\prime}$ it tollows from (264) that, in $\alpha<x<B$, the expression of highest order of magnitude anong all the minor (263) is $\pm 2 L_{1}(V) L_{r+1}(V)$. and no other minor has the same order. Hence, (252) can be written, - in $\alpha<x<t-$, as tollows:

$$
H_{1}(x, t, \rho)=(-1)^{n-r_{\rho}}{ }^{\tau} r+1^{-n+1} L_{1}(v) e^{-\rho \int_{\alpha}^{t} \varphi(\xi) d \xi}\left[\frac{\varphi^{\tau} r+1}{\varphi^{n-1}(\alpha) n(\alpha) n(t)} v(x)\right]
$$

(265
where
(266)
is the cofactor of the minor $\pm 2 L_{1}(v) L_{I+1}(v)$ in (252). (265), (258) and (254) show that for $t \leqslant x$,

$$
\begin{equation*}
G(x, t, p)=(-1)^{r} \rho^{\tau_{r+1}-n+1} e^{-\rho \int_{\alpha}^{t} \varphi(\xi) d \xi}\left[\frac{\varphi^{\tau} r+1}{\varphi^{n-1}(\alpha) \eta(a) v(x)}\right] \tag{267}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\int_{\alpha}^{x} G(x, t, \rho) \rho f(t) d t=(-1)^{T_{r+1}-n+2} \varphi^{T r+1}(\alpha) \eta(\alpha) \frac{Y(x)}{\bar{\Delta}} \int_{\alpha}^{t} \varphi(\xi) d \xi P(t, 0) \tag{268}
\end{equation*}
$$

with

$$
F(t, \rho)=\frac{t(t)}{\left[\varphi^{n-1}(t) n(t)\right]}
$$

The integral in the right hand member of (268) tends to zero as $p \rightarrow \infty$ since ita integrand tends to zero in the interior of the interval and remains bounded at the endpoints. $\delta^{T_{r+1}}{ }^{-n+2}$ remains bounded, because we have asaumed that $\tau_{r+1}<n-2 \quad$.

Consequently, the left member of (268) tends to zero, as $p \rightarrow \omega_{0}$
b) In the second integral of (262) we have $t>x$. Hence, in the determinant in (252) the last term of the first row is $-V(x, \rho)$. Expanding this determinant in terms of the minors formed by its first and last column we see that this time the minor of highest order is formed by the two first rows of the determinant. The value of thia minor is

$$
\pm 2 V(x, p) L_{1}(v)
$$

A calculation analogous to that used in part a) of this section leads to

$$
\begin{equation*}
\int_{x}^{\beta} G_{1}(x, t, \rho) \rho f(t) d t=\rho^{-n+2}\left[\frac{n(x) Q_{0}}{\bar{\Delta}}\right] \tag{269}
\end{equation*}
$$

where the constant $Q$ is the limit of the cofactor of the minor above. since $t \geqslant x$ in the integral in the right member of (269), the integrand of that integral tends to zero in the interior of the interval of integration, $x<t<B$, as $p$ approaches infinity. Purthermore, the integrand is bounded at the endpoints of the interval of integration. Consequently, the integral tends to zero. On the other hand, our assumption $m>0$ implien $n-2 \geqslant 0$, and the power of $\rho$ in (269) is therefore not positive. Hence, the left member of (269) tends to zero, as $\rho \rightarrow \infty$

This completes the proof of (261).
47. We now turn to the aeymptotic calculation of $z_{2}(x, p)$, (see (260)). We note firit, on expaniling the determinant in (253) with respect to its first colum, that $H_{2}(x, t, p)$ can be written, in $a<x<8$, in the form

$$
\begin{equation*}
H_{2}(x, t, p)=\frac{L_{1}(\nabla)}{\rho \varphi(t)}[\bar{H}(x, t)] \tag{270}
\end{equation*}
$$

where
is the limit of the cofactor of the element $L_{1}(V)$ in (253). Substituting (270) in (259) it follows that

$$
G_{2}(x, t, \rho)=(-1)^{n} \frac{1}{\rho} \frac{\bar{H}(x, t)}{\varphi(t) \cdot \bar{\Delta}}
$$

and this formula, together with (260) gives

$$
z_{2}(x, p)=(-1)^{n} \int_{\alpha}^{\beta}\left[\frac{\bar{R}(x, t)}{\varphi(t) \bar{\Delta}}\right] f(t) d t
$$

In this expression we may pase to the limit under the integral sign, since the asyptotic expression for the integrand is valid in the whole interval $a<t<B$. Thus we obtain, replacing at the ame time $\varphi(t)$ by its value $-b_{0}(t)$,

$$
\begin{equation*}
\lim _{\rho+\infty} Z_{2}(x, \rho)=\int_{\alpha}^{\beta}(-1)^{n-1} \frac{\bar{H}(x, t)}{\bar{\Delta}} \frac{f(t)}{b_{0}(t)} d t \text {. } \tag{272}
\end{equation*}
$$

# Now we combime (272) with (261) and (260), and conclude that the right nember of (272) is the value of $\lim _{\rho+\infty} z(x, t, p)$. But the definition of $\bar{H}(x, t)$ and $\bar{\Delta}$ in (271) and (255), respectively, show us that 

$$
(-1)^{n-1} \frac{\bar{H}(x, t)}{\bar{\Delta}}
$$

is exactly the Green's Punction belonging to the differential expression

$$
\frac{1}{b_{0}(x)} M(y)
$$

and to the boundary conditions $L_{2}=0,(1=2,3, \ldots, n)$.
Since these boundary conditions do not involve derivatives of higher than (n-2)nd order, this proves that $z(x, p)$ tends to a solution of the limiting differential equation, satisfying all boundary conditions, except the first one.
48. We sumarize the results of this $\}$ in the tollowing theorem.

Theorem 5:
We consider the problem $(N)$ defined by the ditferential equation

$$
\begin{equation*}
\frac{1}{\rho} N(y)+M(y)=f(x) \tag{2321}
\end{equation*}
$$

and the boundary conditions (108). $N(y)$ and $M(y)$ are differential expressions of the form (103) and (104) with $n-n=1$.

We make the following assumptions:
(a) Conditions $1^{\circ}-5^{\circ}, 7^{\circ}$ and $8^{\circ}$ of the Main Theorer (section 4)
are satisfied.
(b) $b_{0}(x)<0$ in $\alpha<x<B$.
(c) $t_{r+1}<n=1$.
(d) $0<r<n$.
(e) $f(x)$ is integrable in $a<x<B$.

Then the solution $Z(x, p)$ of the problem $(N)$ tends - as $p$ approaches infinity - to a solution of the differential equation

$$
M(y)=f(x)
$$

satisfying all the boundary conditions (108) except, in general, the first one, $L_{1}(y)$.

A strictly analogous theorem holds for $b_{0}(x) \geqslant 0$.

## Chaptex III

SOHE RTLATED PROBLEMS
§1. An Example for Boundary Layer Problems in Systems of Differential Equatins.
49. A great number of unsolved boundary layer problems with important applications can be formulated for systems of ordinary differential equations. We are going to discuss in this eection a very elementary example in order to give an idea of the boundary layer phenomena that can arise for systems:

We shall discuss the system

$$
\begin{align*}
p^{-1} u^{\prime \prime} & =a u+b v  \tag{301}\\
v^{\prime \prime} & =c u+d v
\end{align*}
$$

with constant $a, b, c, d$, assuming that

$$
\begin{equation*}
a \neq 0 . \tag{302}
\end{equation*}
$$

As boundary conditions we prescribe

$$
\begin{equation*}
u(\alpha)=u_{\alpha^{\prime}} v(\alpha)=v_{\alpha^{\prime}} u(\beta)=u_{\beta^{\prime}} v(\beta)=v_{B} \tag{303}
\end{equation*}
$$

where $u_{a} v_{a^{\prime}} u_{\beta^{\prime}} v_{B}$ are constants.
The "limiting problem", obtained by setting $\rho^{-1}=0$ in (301) is equivalent to the differential equation of second order

$$
\begin{equation*}
v^{\prime \prime}-\frac{\delta}{a} v=0 \tag{304}
\end{equation*}
$$

where

$$
\delta=\left|\begin{array}{ll}
a & b  \tag{305}\\
c & d
\end{array}\right|,
$$

and to the relation

$$
\begin{equation*}
u=-\frac{b}{a} v \tag{306}
\end{equation*}
$$

The following questions arises
(a) Do the solutions $U(x, p), V(x, p)$ of (301) and (303) converge as $p \rightarrow \infty$
(b) What boundary conditions do the linit functions $\vec{U}(x)$ and $\vec{V}(x)$ satisfy if they exist, and are they solutions of the limiting differential equation (304)?

The functions $\bar{U}(x)$ and $\bar{V}(x)$ cannot be expected to satisfy all four boundary conditions (303) and also the condition (306), for the prescribed boundary values (303) will, in general, not satisfy the condition (306). The answer to these questions is supplied by the following theorem:

## Theorem 6:

Let $u=U(x, \rho), v=V(x, \rho)$ be solutions of the system of differential equations

$$
\left.\begin{array}{rl}
\rho^{-1} u^{\prime \prime} & =a u+b v  \tag{301}\\
v^{\prime \prime} & =c u+d v
\end{array}\right\}
$$

(a, b, c, $d$ constants) satisfying the boundary conditions

$$
\begin{equation*}
u(\alpha)=u_{\alpha^{\prime}} v(\alpha)=v_{\alpha^{\prime}} u(\beta)=u_{\beta^{\prime}} v(\beta)=v_{\beta} \tag{303}
\end{equation*}
$$

where $u_{\alpha^{\prime}} u_{B^{\prime}} v_{a^{\prime}} v_{B}$ are constants. Let us further assumes Asaumption 1: $a \neq 0$.

Assumption 2: $a, b, c, d, \alpha$ and $B$ are given in such a way that the differential equation

$$
\begin{equation*}
y^{\prime \prime}-\frac{\delta}{a} y=0 \tag{307}
\end{equation*}
$$

with

$$
\delta=\left|\begin{array}{ll}
a & b  \tag{305}\\
c & d
\end{array}\right|
$$

and the boundary conditions

$$
y(\alpha)=0, \quad y(\beta)=0
$$

can be eatlafied by the function $y(x) \equiv 0$ only.

Then we can make the following statements:
(A) The function $V(x, \rho)$ converges, as $\rho+\infty$, to a function $\bar{V}(x)$, satisfying the differential equation (307) and having the boundary values

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\nabla}(\alpha)=\nabla_{\alpha}, \quad \bar{\nabla}(\beta)=v_{B} \tag{308}
\end{equation*}
$$

(B) If $a>0$, then the function $U(x, p)$ convarges in $\alpha<x<B$, as $p \rightarrow \infty$, to the function

$$
\begin{equation*}
\bar{v}(x)=-\frac{b}{a} \bar{v}(x) \tag{309}
\end{equation*}
$$

(which, of course, satisfies the differential equation (307)).
(C) If $a<0$, then the function $U(x, \rho)$ does not converge but remains bounded, as $p \rightarrow \infty$, except when the prescribed boundary values satisfy the condition

$$
\begin{align*}
& a u_{\alpha}+b v_{a}=0  \tag{310}\\
& a u_{B}+b v_{B}=0
\end{align*}
$$

In which case statement (B) remains true for a<0 also.
50. To prove this theorem we start from the observation that $U(x, \rho)$ and $V(x, \rho)$ are both solutions of the differential equation

$$
\begin{equation*}
\rho^{-1}\left\{y^{(4)}-d y^{n}\right\}-a y^{\prime \prime}+\delta y=0 \tag{311}
\end{equation*}
$$

In fact, if we multiply the second differential equation of (301) by $b$ and substitute into it the expreasions

$$
b v=\rho^{-1} u^{\prime \prime}-a u \quad, b v^{\prime \prime}=\delta^{-1} u^{(4)}-a u^{\prime \prime}
$$

obtained from the first differential equation, we find the following differential equation in $u$ alone,
which is equivalent with (311). Siallarly, it can be shown that (311) is satisfied by $V(x, 0)$, by eliminating $u$ from the differential equations (301). It is also casily seen that the boundary conditions satisfied by $U(x, p)$ and $V(x, p)$, considered as solutions of (311), are, respectively,

$$
\begin{array}{ll}
\text { for } U(x, p) & \text { for } V(x, \rho) \\
y(\alpha)=u_{\alpha} & y(\alpha)=v_{\alpha} \\
y(\beta)=u_{\beta} & (312 a) \\
y^{\prime \prime}(\alpha)=\left(a u_{\alpha}+b v_{\alpha}\right) \rho & y^{\prime \prime}(\alpha)=v_{\beta} \\
y^{\prime \prime}(\beta)=\left(a u_{\beta}+b v_{\beta}\right) \rho & y^{\prime \prime}(\beta)=c u_{\beta}+
\end{array}
$$

$$
(312 b)
$$

The boundary conditions for $V(x, p)$ are of the type considered in our Main Theoren (chapter I, section 3). Applying the Main Theorem for these boundry conditions and for $n-m=2, b_{0}(x)=-a$, we see that for $a>0$ as well as for a<0 the function $V(x, p)$ converges to that solution of the limiting differential equation (307) which satisfies the boundary conditions $Y(\alpha)=v_{\alpha^{\prime}} Y(B)=v_{\beta^{\prime}}$ This completes the proof for statement (A).
51. For $u(x, \rho)$ a special calculation is necessary, since the boundary conditions for $u(x, \rho)$ contain $\rho$, a case not consifered in our Main Theorem. our principal tool in chapter $I$, the asymptotic representation of a fundamental system of solutions of the given differential equation, can be applied to the differential equation (311) and yields then (see theorem 1, section 6)

$$
\begin{align*}
& u_{1}(x, \rho)=e^{\sigma \sqrt{a}(x-\alpha)}  \tag{1}\\
& U_{2}(x, \rho)=e^{-\sigma \sqrt{a}(x-\alpha)}  \tag{1}\\
& U_{3}(x, \rho)=[A(x)]  \tag{313}\\
& U_{4}(x, \rho)=[B(x)]
\end{align*}
$$

Here the functions $A(x), B(x)$ form a fundamental system of solutions of the limiting differential equation (307) and

$$
\sigma=\sqrt{p} .
$$

With these functions we repeat the general reasoning of chapter $I$ for this special case. We first re-write the boundary conditions (312a) in a form somewhat more convenient for our purpose:

$$
\begin{array}{rlrl}
\rho^{-1} y^{\prime \prime}(\beta) & =\ell_{1} & =a u_{\beta}+b v_{\beta} & , \quad \rho^{-1} y^{\prime \prime}(\alpha)=\ell_{3}=a u_{\alpha}+b v_{\alpha}  \tag{314}\\
y(\beta) & =\ell_{2}=u_{\beta} & y(\alpha)=\ell_{4}=u_{\alpha} .
\end{array}
$$

Let us further introduce the abbreviations

$$
\begin{equation*}
e^{\sqrt{a}(\beta-\alpha)}=w_{1} \quad, e^{-\sqrt{a}(\beta-\alpha)}=w_{2} . \tag{315}
\end{equation*}
$$

First case: a>0.

$$
\text { Defining } \Delta(\rho) \text { as in (134) we find }
$$

$$
\Delta(\rho)=\left|\begin{array}{cccc}
{[a] W_{1}} & {[a] W_{2}} & \rho^{-1}\left[A^{n}(\beta)\right] & \rho^{-1}\left[B^{n}(B)\right]  \tag{316}\\
{[1] W_{1}} & {[1] W_{2}} & {[A(\beta)]} & {[B(\beta)]} \\
{[a]} & {[a]} & \rho^{-1}\left[A^{\prime \prime}(\alpha)\right] & \rho^{-1}\left[B^{n \prime}(\alpha)\right] \\
{[1]} & {[1]} & {[A(\alpha)]} & {[B(\alpha)]}
\end{array}\right|
$$

We expand this determinant in terms of its last two rows:

$$
\Delta(\rho)=-\left[a^{2}\right]\left|\begin{array}{ll}
A(\beta) & B(B)  \tag{317}\\
A(\alpha) & B(\alpha)
\end{array}\right| W_{1}=-\left[a^{2}\right] D W_{1}
$$

with

$$
D=\left|\begin{array}{ll}
A(B) & B(B)  \tag{318}\\
A(\alpha) & B(\alpha)
\end{array}\right|
$$

In consequence of assumption 2 of the theorem to be proved we have

Similarly, we find

|  | $\Delta_{1}(p)=$ | $\begin{align*} & \ell_{1} \\ & \ell_{2}  \tag{320}\\ & \ell_{3} \\ & \ell_{4} \end{align*}$ | [a] $W_{2}$ <br> $[1] W_{2}$ <br> (a) <br> [1] | $\rho^{-1}\left[A^{*}(\beta)\right]$ <br> [ $\mathbf{A}(\mathrm{B})$ ] $\rho^{-1}\left[A^{\prime \prime}(\alpha)\right]$ <br> [A(a)] | $\rho^{-1}\left[\beta^{\prime \prime}(\beta)\right]$ <br> [ $B(\beta)]$ $\rho^{-1}\left[B^{\prime \prime}(\alpha)\right]$ <br> $[B(\alpha)]$ | $=-\left[\begin{array}{lll}a & \ell_{1} & D\end{array}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| and |  |  |  |  |  |  |
|  | $\Delta_{2}(\rho)=$ | (a) ${ }^{1}$ <br> [1] ${ }^{6}$ <br> [a] <br> [1] | $\ell_{1}$ $\ell_{2}$ $\ell_{3}$ $i_{4}$ | $\rho^{-1}[A:(\beta)]$ <br> [A(B)] $\rho^{-1}\left[A^{-1}(\alpha)\right]$ <br> [A( $\alpha$ )] | $\begin{gathered} \rho^{-1}\left[B^{\prime \prime}(\beta)\right] \\ {[B(\beta)]} \\ \rho^{-1}\left[B^{\prime \prime}(\alpha)\right] \\ \\ {[B(\alpha)]} \end{gathered}$ | $-\left[\begin{array}{lll}\text { a } & l_{3} & \mathrm{D}\end{array}\right]$ - |

In the determinant

$$
\Delta_{3}(\rho)=\left|\begin{array}{cccc}
{[a] w_{1}} & {[a] W_{2}} & l_{1} & \rho^{-1}\left[B^{\prime \prime}(\beta)\right] \\
{[1] w_{1}} & {[1] W_{2}} & \ell_{2} & {[B(\beta)]} \\
{[a]} & {[a]} & l_{3} & \rho^{-1}\left[B^{\prime \prime}(\alpha)\right] \\
{[1]} & {[1]} & \ell_{4} & {[B(\alpha)]}
\end{array}\right|
$$

we subtract the $a^{-1}$ fold of the first row from the second row and the $a^{-1}$ fold of the third row from the fourth, thus obtaining

$$
\Delta_{3}(\rho)=\left|\begin{array}{cccc}
{[a] W_{1}} & {[a] \omega_{2}} & \ell_{1} & \rho^{-1}\left[B^{\prime \prime}(\beta)\right] \\
{[0] W_{1}} & {[0] w_{2}} & -\frac{b}{a} v_{\alpha} & {[B(B)]} \\
{[a]} & {[a]} & \ell_{3} & \rho^{-1}\left[B^{\prime \prime}(\alpha)\right] \\
{[0]} & {[0]} & -\frac{b}{a} v_{a} & {[B(\alpha)]}
\end{array}\right|
$$

Here we have used the fact that, in consequence of (313)

$$
\begin{equation*}
\ell_{2}-\frac{\ell_{1}}{a}=-\frac{b}{a} v_{\beta}, \ell_{4}-\frac{\ell_{3}}{a}=-\frac{b}{a} v_{a} . \tag{322}
\end{equation*}
$$

Expanding (321) we find

$$
\Delta_{3}(\rho)=\left|\begin{array}{ll}
-\frac{b}{a} \nabla_{B} & B(\beta)  \tag{323}\\
-\frac{b}{a} \nabla_{\alpha} & B(\alpha)
\end{array}\right| \quad\left[a^{2}\right] \omega_{1}
$$

Similarly, we prove that

$$
\left|\begin{array}{ll}
A(B) & -\frac{b}{a} v_{B}  \tag{324}\\
A(a) & -\frac{b}{a} v_{a}
\end{array}\right| \quad\left[a^{2}\right] w_{1}
$$

52. From (313), (317), (320) and (321) it follows that

$$
\left.\begin{array}{l}
\lim _{\rho \rightarrow \infty} \frac{\Delta_{1}(\rho)}{\Delta(\rho)} U_{1}(x, \rho)=0 \\
\lim _{\rho \rightarrow \infty} \frac{\Delta_{2}(\rho)}{\Delta(\rho)} U_{2}(x, \rho)=0
\end{array}\right\} \text { in } \alpha<x<\beta .
$$

(323) and (324) show then that

$$
\bar{U}(x)=\lim _{p+\infty} U(x, p)
$$

is that solution of (307) which assumes the boundary values

$$
\bar{U}(\alpha)=-\frac{b}{a} v_{a} \quad . \quad \bar{U}(\beta)-\frac{b}{a} v_{\beta} .
$$

This proves statement (B) of theorem 6.
Second case: $a<0$.
If $a<0$, then the absolute values of $W_{1}$ and $W_{2}$ oscillate with increasing $\rho$ without tending to a limit. In this case we obtain from (315) the asympotic expression
instead of (317). For $\Delta_{1}(0)$ and $\Delta_{2}(\rho)$ we have

$$
\begin{align*}
& \Delta_{1}(\rho)=-\left[\begin{array}{ll}
0 & a
\end{array} \quad\left(l_{1}-l_{3}{u_{2}}_{2}\right)\right.  \tag{326}\\
& \Delta_{2}(p)=-\left[0 \quad \text { a] }\left(l_{3} w_{1}-l_{1}\right)\right. \tag{327}
\end{align*}
$$

and for $\Delta_{3}(\rho)$ and $\Delta_{4}(\rho)$

$$
\Delta_{3}(\rho)=-\left[a^{2}\right]\left|\begin{array}{cc}
-\frac{b}{a} v_{\beta} & B(\beta)  \tag{328}\\
-\frac{b}{\alpha} v_{\alpha} & g(\alpha)
\end{array}\right| \quad\left(w_{1}-w_{2}\right)
$$

$$
\Delta_{4}(\rho)=-\left[a^{2}\right]\left|\begin{array}{ll}
A(\beta) & -\frac{b}{a} v_{B}  \tag{329}\\
\Lambda(\alpha) & -\frac{b}{a} v_{\alpha}
\end{array}\right| \quad\left(w_{1}-w_{2}\right)
$$

53. From these expressions it follows immediately that

$$
u(x, \rho)=\sum_{i=1}^{4} \frac{\Delta_{i}(\rho)}{\Delta(\rho)} v_{i}(x, \rho)
$$

does not converge in this case. For

$$
\frac{1}{\Delta(\rho)}\left(\Delta_{3}(\rho) v_{3}(x, \rho)+\Delta_{4}(\rho) v_{4}(x, p)\right)
$$

converges to the same solution of (307) at in the case ac, while the expression

$$
\frac{1}{\Delta}\left(\Delta_{1} U_{1}+\Delta_{2} U_{2}\right)=\frac{\ell_{1}-\ell_{3} W_{2}}{a\left(W_{1}-W_{2}\right)} e^{i \sqrt{|a|}(x-\alpha)}+\frac{\ell_{3} W_{1}-\ell_{1}}{a\left(W_{\left.1-W_{2}\right)}\right.} e^{-i \sigma \sqrt{T a \mid}(x-a)}
$$

$$
\begin{aligned}
& \text { does not converge unless } \ell_{1}=\ell_{3}=0 \text {, in which case it is identicaliy zero. } \\
& \text { This completes the proof of theorem } 6 \text {. } \\
& \text { If assumption } 2 \text { of theorem } 6 \text { is not satisfied, then our reasoning does not hold any } \\
& \text { more. In that case it would be necessary to take into consideration also the second terms } \\
& \text { of the asymptotic serles used, in order to find the order of magnitude of } \Delta(p) \text {. } \\
& \text { Assumption } 2 \text { is easily seen to be equivalent, in this case, with } \\
& \qquad \delta 0
\end{aligned}
$$

and

$$
\sqrt{-\frac{\delta}{a}}(\beta-\alpha) \neq N \pi \text { when } \frac{\delta}{a}<0
$$

where $N$ is any positive or negative integer.
The case $a=0$ could be easily treated by the same method.
The boundary layers in this $\$$ occur only for the function $U(x, \rho)$, which with increasing $\rho$ tends to a function which does not have the prescribed boundary values, except, when these boundary values satisfy the condition ( 310 ).

A more adequate and general treatment of boundary layer problems in systema of ordinary linear differential equations could probably be based on the asymptotic solution of Linear systems as developed by Langer and G. D. Birkhoff [5]. The assumptions of that theory would, however, have to be generalized for this purpose.

## 52. An Example for Boundary Layer Problems with

Sinqularities in the Interior.
54. Introduction: If the assuruption $6^{\circ}$ of the Main Theorem in chapter I is dropped, i.e. if we admit zeros of $b_{0}(x)$ in $\alpha<x<B$, then our whole theory becomes invalid. For the zeros of $b_{0}(x)$ are usually singularities of the iimiting differential equation $M(y)=0$, and the theory of the asymptotic solution of differential equations, which was our main tool, fails in this case.

The general treatment of boundary layer probleas in this case would probably require an entirely new approach. But it is already interesting to investigate a very aimple special problem of this type in which the differential equation can be solved explicitily. We shall discuse the boundary layer problen of the differential equation

$$
\begin{equation*}
\frac{1}{\rho} y^{\prime \prime}+b(x) y^{\prime}-f(x) \tag{330}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
y(a)=\ell_{2} \quad, \quad y(\beta)=\ell_{1} \quad . \tag{331}
\end{equation*}
$$

We make the following assumptions:

1. $b(x)$ is regular analytic in $a<x \leqslant B$.
2. $f(x)$ is regular analytic in $\alpha<x<8$.
3. $b(x)$ has a zero at the interior point $x=x$ of the interval $\alpha<x<\beta$. But
$b^{\prime}(r) \neq 0$, and $b(x)$ does not have any other roots in $a \leqslant x \leqslant \beta$. (This number $r$ has, of course, nothing to do with the number $r$ used in the first two chapters.)

Assumptions 1 and 2 are by no means essential. We introduce them only in order to simplify our reasoning.
55. The solution of the boundary value problem for the differential equation (330): To simplify the calculations it shall be assumed that the boundary values are

$$
Y(\alpha)=Y(\beta)=0
$$

The case of non-homogeneous boundary conditions, which does not add any new features to the problem, is discussed in section 59.

The general solution of (330), as obtained by elementary methods can be written in the form

$$
\begin{equation*}
U(x, \rho)=\int_{\lambda}^{x} d \xi \int_{\mu}^{\xi} \rho f(\eta) e^{-\rho(\lambda(\xi)-\lambda(\eta))} d \eta+c_{1} \int_{\lambda}^{x} e^{-\rho A(\xi)} d \xi+c_{2}, \tag{332}
\end{equation*}
$$

where

$$
\begin{equation*}
A(x)=\int_{y}^{x} b(x) d x \tag{333}
\end{equation*}
$$

and $\lambda, \mu, v, c_{1}, c_{2}$ are arbitrary constante, which are restricted by the prescribed boundary conditions. The five conetants are, of course, not eseantial. In reality (332) depends only on two assential parameters, to that three of the five constanta can be chosen arbitrarily. In order to obtain a form of the solution suitable for the boundary layer problem, it is convenient to set $\mu=\lambda$, while the choice of $\lambda$ and $u$ shall be left undecided for the moment. For typographical reasone it is useful to introduce the abbreviations

$$
\begin{gather*}
P_{s}^{t}=\int_{g}^{t} d \xi \int_{g}^{\xi} \rho f(n) e^{-\rho(A(\xi)-\lambda(n))} d n  \tag{334}\\
Q_{s}^{t}=\int_{s}^{t} e^{-\rho A(\xi)} d \xi . \tag{335}
\end{gather*}
$$

Then (332) can be witten

$$
\begin{equation*}
u(x, 0)=p_{\lambda}^{x}+c_{1} Q_{\lambda}^{x}+c_{2} \tag{336}
\end{equation*}
$$

and substitution of the values $x=\alpha$ and $x=B$ into (336) leads to the two linear algebraic equations

$$
\begin{aligned}
& 0=p_{\lambda}^{\beta}+c_{1} Q_{\lambda}^{\beta}+c_{2} \\
& 0=p_{\lambda}^{\alpha}+c_{1} Q_{\lambda}^{\alpha}+c_{2}
\end{aligned}
$$

for $c_{1}$ and $c_{2}$. Calculating $c_{2}$ from these equations and using the fact that $Q_{\lambda}^{\beta}-Q_{\lambda}^{\alpha}=Q_{\alpha}^{\beta}$ one finds that

$$
\begin{equation*}
c_{2}=\frac{p_{\lambda}^{\beta_{Q}^{\alpha}}-p Q_{\lambda}^{Q_{\lambda}^{\beta}}}{Q_{\alpha}^{B}} \tag{337}
\end{equation*}
$$

investigation can be obtained immadately from (337) by the following considerations: Substitution of $\lambda$ for $x$ in (336) show that $c_{2}-u(\lambda)$. As $\lambda$ was arbitrary, this is true for any value of $\lambda$, so that (337) can be regarded as the dasired solution of (330) with $\lambda$ inimtead of $x$ as independent variable. Writing $x$ for $\lambda_{1}$ the eolution of the boundery value problea is therefore obtained in the form

$$
\begin{equation*}
u(x, \rho)=\frac{Q_{x}^{\alpha}}{Q_{\alpha}^{\beta}} p_{x}^{\beta}-\frac{Q_{x}^{\beta}}{Q_{\alpha}^{\beta} p_{x}^{\alpha}} \tag{338}
\end{equation*}
$$

56. The agymptotic value of $\int_{E}^{t} F(x) e^{\rho \phi(x)} d x$ for large $\rho ;$ The solution of (336) is composed of integrals of the form

$$
\begin{equation*}
\int_{0}^{t} F(x) e^{\rho q(x)} d x \tag{339}
\end{equation*}
$$

It is therefore important to have asmptotic expressions for much integrals for large values of p. The following theorea, a proof of which can e.g. be found in a paper by O. Perron [ 8 ], will be the chief tool of the eubsequent investigations.

Theorea: If $F(x)$ and $M x$ ) are regular analytic in $0 \leqslant x \leqslant t$, if

$$
\varphi(x) \begin{cases}=0, & \text { for } x=R,<R<t \\ <0, & \text { for } x \notin R, x<t\end{cases}
$$

and if

$$
\varphi(x)=(x-R)^{P}\left(g_{0}+g_{1}(x-R)+\cdots\right)
$$

is the raylor series of $(x)$ around $x=R$, then

$$
\begin{equation*}
\int_{2}^{t} F(x) e^{\rho(x)} d x=\left[\frac{2}{p} F(R) \Gamma\left(\frac{1}{p}\right) \frac{1}{\left.\left|g_{0}\right|^{1 / p}\right] D^{-1 / p},}\right. \tag{340}
\end{equation*}
$$

where the brackete "[ ]" have the meaning defined in section 5 . (The number p here has
where the brackets "[ ]" have the meaning defined in section 5. (The number $p$ here has nothing to do with the number $p$ of chapter $I$.) if $R=$ or $R=t$, the same ia true, but with the factor 2 in (340) misaing.

This theorem can easily be generalized so as to include also the case $\varphi(x)>0$ :
Theorem: If $F(x)$ and $\varphi(x)$ are regular analytic in $\leqslant x \leqslant t$, if $\varphi(R)$ is the maximum of $\varphi(x)$ in $s \leqslant x \leqslant t$, where $s<R<t$, and if

$$
\varphi(x)=\varphi(R)+(x-R)^{p}\left(g_{0}+(x-R) g_{1}+\ldots\right)
$$

is the Taylor series of $\varphi(x)$ around $x=R$, then

$$
\begin{equation*}
\int_{0}^{t} F(x) e^{\rho \varphi(x)} d x=\left[\frac{2}{p} F(R) \Gamma\left(\frac{1}{p}\right) \frac{1}{\left.\left|g_{0}\right|^{1 / p}\right] \rho^{-1 / p} e^{\rho \rho(R)} . . . . . . .}\right. \tag{341}
\end{equation*}
$$

If $R=s$ or $R=t$, the same is true with the factor 2 in (341) missing.
Proof: The integral

$$
\int_{s}^{t} F(x) e^{\rho(\varphi(x)-\varphi(R))} d x
$$

satisfies the assumptions of Perron's theorem with $\varphi(x)-\varphi(R)$ instead of $\varphi(x)$. Since

$$
\varphi(x)-\varphi(R)=(x-R)^{P}\left(g_{0}+(x-R) g_{1}+\ldots\right)
$$

(341) follows immediately, if (340), applied for the exponent $\varphi(x)-\varphi(R)$ is multiplied on both sides by $e^{p(R)}$.
57. Passage to the limit in (338), if

$$
b(x)\left\{\begin{array}{l}
<0 \text { for } \alpha<x<r \\
=0 \text { for } x=r \\
>0 \text { for } r<x<B
\end{array}\right.
$$

The asymptotic calculation of the integrala in (338) is easieat when the congtant $v$ In the definition of $x(x)$, Tormula (333), if chosen equal to I. If this is done, the Punction $A(x)$ atisties the tollowing conditions:
$\left.\begin{array}{l}A(x)>0, x \neq x \\ A(x)=0, x=r \\ A(x) \text { is monotonic increasing for } x>r \\ M(x) \text { is monotonic decreasing for } x<r\end{array}\right\}$
$A(x)$ has therefore the shape indicated by the figure below.


The passage to the $11 m i t$, as $\rho \rightarrow \infty$ in (338) leads to different results, according as $x$ is less, equal or greater than $r$.

Case a). $x>x$.
Application of formula (341) to $Q_{\alpha}^{x}$ and $Q_{\alpha}^{\beta}$ show that for $x>x$ both integrals have the same asyoptotic value, hence

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \frac{Q_{x}^{\alpha}}{Q_{\alpha}^{\beta}}=-\lim _{\rho \rightarrow \infty} \frac{Q_{\alpha}^{x}}{Q_{\alpha}^{\beta}}=-1 \tag{343}
\end{equation*}
$$

To the inner integral of $p_{x}^{B}$ Tormula (340) can be applied. For, in this case, $r<x<n<\xi$ and, in thit range; $-(X(\xi)-A(\eta))$ as function of $n$ assumes its maximum value 0 for $n=\xi$, on account of (342). As

$$
\frac{\delta}{d n}(-A(E)+A(n)=-b(\eta)
$$

1s, by assumption, not zero, the number $p$ of (340) is here equal to 1, hence

$$
\int_{x}^{\xi} \rho f(n) e^{-\rho(A(\xi)-A(n))} d n=\left[f(\xi) \frac{1}{b(\xi)}\right]
$$

and therefore

$$
\begin{equation*}
\lim _{\rho+\infty} p_{x}^{\beta}=\int_{x}^{\beta} \frac{f(\xi)}{b(\xi)} d \xi \tag{344}
\end{equation*}
$$

The expressions in brackets in (340) and (341) can be sure to be different from zero, if $F(x) \neq 0$ in $a \leqslant x \leqslant B$. In order to avoid too lengthy formulas, this additional assumption shall temporarily be made. It is, however, by no means essential, and it will be shown later how to proceed without it.

The letter 5 in the subsequent formulas shall be used to indicate non-vanishing constants. Note that the same letter $t i l l$ be used for different constants.

One finds imandiately, by application of (341),

$$
\begin{equation*}
Q_{x}^{B}=[E] \frac{1}{\rho} e^{-\rho A(x)} \tag{345}
\end{equation*}
$$

In

$$
Q_{\alpha}^{B}=\int_{\alpha}^{\beta} e^{-\rho A(\xi)} d \xi
$$

the exponent reaches its maximum 0 for $\xi=r$. As, by assumption, $b(x)=0$, but $b^{\prime}(x) \neq 0, p$ is equal to 2 in this case and

$$
\begin{equation*}
Q_{\alpha}^{\beta}=[E] \frac{1}{T_{p}} \tag{346}
\end{equation*}
$$

In order to find the order of magnitude of $P_{x}^{\alpha}$ consider that $\alpha<\xi<\eta<x$ and $r<x$ in the exponent $-(A(\xi)-A(n))$ occurring in $P_{x}^{\alpha}$. Hence, the raximum of $-(A(\xi)-A(\eta))$ as function of $\eta$ for fixed $\xi$ is

$$
\begin{aligned}
& -(A(\xi)-A(\xi))=0, \text { for } A(\xi) \geqslant A(x) \\
& -(A(\xi)-A(x))>0, \text { for } A(\xi)<A(x) \quad .
\end{aligned}
$$

The asymptotic value of the inner integral of $P_{x}^{\alpha}$ is

$$
\int_{x}^{\xi} p f(n) e^{-p(A(\xi)-A(n))} d \eta= \begin{cases}{[\xi]} & , \text { for } A(\xi) \geqslant A(x) \\ {[\xi\} e^{-\rho(\lambda(\xi)-\lambda(x))}} & , \text { for } A(\xi)<A(x)\end{cases}
$$

The contribution to $P_{x}^{\alpha}$ of that part of the interval $\alpha \leqslant \xi \leqslant x$ for which $A(\xi) \geqslant A(x)$, (if it exists), can be neglected in comparison with the part where $A(\xi)<A(x)$. As

$$
\int_{x}^{\alpha} e^{-\rho(\lambda(\xi)-\lambda(x))} d \xi=[E] \frac{1}{J_{p}} e^{\rho \lambda(x)}
$$

one has therefore

$$
\begin{equation*}
p_{x}^{\alpha}=[8] \frac{1}{\gamma_{p}} e^{p A(x)} \tag{347}
\end{equation*}
$$

From (345), (346) and (347) it tollowe, finaliy, that

$$
\frac{Q_{x}^{\beta}}{Q_{\alpha}^{\beta}} p_{x}^{\alpha}=[\varepsilon] \frac{1}{p}
$$

and therefore, using (344),

$$
\begin{equation*}
\lim _{\rho+\infty} U(x, \rho)=-\int_{x}^{\beta} \frac{E(\xi)}{b(\xi)} d \xi, \text { for } x>r \text {. } \tag{348}
\end{equation*}
$$

Case b). $x<r$.
A consideration analogous to that used for case a) leads to

$$
\begin{equation*}
\lim _{\rho+\infty} U(x, \rho)=\int_{\alpha}^{x} \frac{f(\xi)}{b(\xi)} d \xi, \text { for } x<r \text {. } \tag{349}
\end{equation*}
$$

see also case c) and d), section 58.
Case c). $x=r$.

If $\frac{f(x)}{b(x)}$ is regular analytic at $x=r$, then one shows immediately, by a similar consiferation, that

$$
\frac{1}{2}\left\{\int_{a}^{r} \frac{f(\xi)}{b(\xi)} d \xi+\int_{\beta}^{r} \frac{\xi(\xi)}{b(\xi)} d \xi\right\}, \text { for } x=x
$$

(The factor $\frac{1}{2}$ is due to the $Q^{\prime} s$ in (338).) In other words, $U(x, p)$ tends in this case to the arithmetic mean of the two limits at $x=r$.
58. Passage to the limit in (338), if

$$
b(x)\left\{\begin{array}{rrr}
>0, & \text { for } & \alpha<x<r \\
=0, & \text { for } & x=r \\
<0, & \text { for } r<x<\beta
\end{array}\right.
$$

In order to operate as much as possible with positive quantities it is convenient to set now

$$
\begin{equation*}
A(x)-\int_{r}^{x} b(x) d x \tag{350}
\end{equation*}
$$

Then $A(x)$ satisfies the conditions (342). If in the definition of $P_{s}^{t}$ and $Q_{g}^{t}$ the sign of the exponents is changed, $U(x, p)$ can again be written in the form (339).

In addition to the distinction between the cases $x>r$ and $x<r$, the relative size of $A(\alpha)$ and $A(B)$ plays now a part in the proof.

Case a]. $x>r, A(\beta) \geqslant A(\alpha)$.
Let $s \geqslant r$ be the value for $x$ for which

$$
A(s)=A(\alpha)
$$

Then

$$
2_{x}^{\alpha}= \begin{cases}{[E] \frac{1}{\rho} e^{\rho A(x)},} & x \geqslant s  \tag{351}\\ {[E] \frac{1}{D} e^{\rho A(\alpha)},} & x<s\end{cases}
$$

and

$$
\begin{equation*}
Q_{\alpha}^{\beta}=[E] \frac{1}{\rho} e^{\rho A(B)} \tag{352}
\end{equation*}
$$

The relative positions of $x, \xi$ and $\eta$ in $P_{x}^{\beta}$ are indicated in the figure below.


One sees that $\max (\lambda(\xi)-\lambda(\eta))=\lambda(\xi)-\lambda(x)$ for fixed $\xi$. Therefore

$$
\begin{aligned}
& \int_{x}^{\xi} \rho f(\eta) e^{\rho(\lambda(\xi)-A(\eta))} d \eta=[E] e^{\rho(A(\xi)-A(x))} \\
& \int_{x}^{\beta} e^{\rho(\lambda(\xi)-A(x))} d \xi=[E] \frac{1}{\rho} e^{\rho(A(\beta)-A(x))}
\end{aligned}
$$

and

$$
\begin{equation*}
P_{x}^{B}=[E] \frac{1}{\rho} e^{\rho(A(B)-A(x))} \tag{353}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
\frac{q_{x}^{\beta}}{Q_{\alpha}^{\beta}}=[E] \tag{354}
\end{equation*}
$$

For $p_{x}^{\alpha}$ consider again the relative position of $x, \xi$ and $\eta$. if $\xi>r$, the inner integral in $P_{x}^{\alpha}$ remains finite, as $\rho \rightarrow \infty$, hence only the case $\xi<r$ has to be considered. In that case

$$
\max (\lambda(\xi)-A(\eta))=A(\xi)-A(r)=A(\xi)
$$

and

$$
\int_{x}^{\xi} \rho E(n) e^{\rho(A(\xi)-A(n))} d \eta=[B] \quad \sqrt{\rho} e^{\rho A(\xi)} .
$$

As

$$
\int_{x}^{a} e^{\rho A(\xi)} d \xi= \begin{cases}{[B] \frac{1}{\rho} e^{\rho A(x)},} & x>s \\ {[B] \frac{1}{\rho} e^{\rho A(\alpha)},} & x<s\end{cases}
$$

one has

$$
P_{x}^{\alpha}= \begin{cases}{[E] \frac{1}{\sqrt{D}} e^{\rho A(x)}} & , x \geqslant s  \tag{355}\\ {[E] \frac{1}{\sqrt{\rho}} e^{\rho A(\alpha)},} & x<s\end{cases}
$$

Substituting formulas (351) - (338) one obtains

$$
U(x, \rho)= \begin{cases}{[E] \frac{1}{\rho}} & -[E] \frac{1}{\sqrt{\rho}} e^{\rho A(x)}, x>s \\ {[E] \frac{1}{\rho} e^{\rho(A(\alpha)-A(x))}} & -[E] \frac{1}{\sqrt{\rho}} e^{\rho A(\alpha)}, x<s\end{cases}
$$

or

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} U(x, \rho)= \pm \infty \tag{356}
\end{equation*}
$$

Case b). $x>x, A(B) \leqslant A(a)$.
The reasoning is of the same type as in case a), only the orders of magnitude of the terms change. Let $s<r$ be the value of $x$ for which

$$
A(s)=A(B)
$$

One finds

$$
\begin{equation*}
\frac{Q_{x}^{\alpha}}{Q_{\alpha}^{\beta}}=[E] \tag{357}
\end{equation*}
$$

For $P_{x}^{8}$ the asymptotic formula (353) holds unchanged. Furthermore

$$
\begin{align*}
Q_{X}^{B} & =[E] \frac{1}{\rho} e^{\rho A(B)}  \tag{358}\\
Q_{\alpha}^{B} & =[E] \frac{1}{\rho} e^{\rho A(\alpha)} \tag{359}
\end{align*}
$$

The relative positions of $x, \xi$ and $n$ in the inner integral of $p_{x}^{\alpha}$ can be seen in the flgure below. Only the case $\xi<r$ has to be considered, as for $\xi>r$ the integral tends to zero.




 $\square$ $\square$

## 



## 

 $\square$


For $\xi<r$

$$
\int_{x}^{\xi} \rho E(n) e^{\rho(\lambda(\xi)-A(n))} d n=[E] \gamma \rho e^{\rho \lambda(\xi)}
$$

and

$$
\int_{x}^{\alpha} e^{\rho A(\xi)} d \xi=[\xi] \frac{1}{\rho} e^{\rho \lambda(\alpha)}
$$

hence

$$
\begin{equation*}
P_{x}^{\alpha}=\left[\{ ] \frac{1}{\gamma_{p}} e^{\rho A(\alpha)}\right. \tag{360}
\end{equation*}
$$

The expressions (353) and (357) - (360), inserted in (338) lead to

$$
U(x, \alpha)=[E] \frac{1}{\rho} e^{\rho(A(\beta)-A(x))}-[E] \frac{1}{\sqrt{D}} e^{\rho A(\beta)}
$$

Therefore

$$
\begin{equation*}
\lim _{D \rightarrow \infty} U(x, p)= \pm \infty \quad . \tag{361}
\end{equation*}
$$

Case c) and d). $x<x$.
One might repeat the preceding argumenta in analogous form and with the ame final result for $x<r$. Instead, one can also proceed as follows: The transformation

$$
x=x=x
$$

Changes the differential equation (330) into

$$
\begin{equation*}
\frac{1}{p} \frac{d^{2} y}{d z^{2}}+\tilde{b}(z) \frac{d y}{d z}=\tilde{f}(z) \tag{362}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{b}(z) & =-b(x-z) \\
\tilde{f}(z) & =f(x-z) \\
& -92-
\end{aligned}
$$

As the tranaformation

$$
y-y-l_{2}
$$

changes (330) into a differential equation of the same type and transforme the nonhomogeneous left hand boundary condition into homogeneous one, it is no lose of generality to assum that

$$
i_{2}=0
$$

The general solution of (363) can be written in the form

$$
u(x, p)=c_{1} q_{\alpha}^{x}+c_{2}
$$

The given boundary conditions lead then to
hence

$$
c_{1}=\frac{u_{1}}{Q_{\alpha}^{\beta}}, c_{2}=0
$$

$$
\begin{equation*}
U(x, p)=\frac{Q_{\alpha}^{x}}{Q_{\alpha}^{\beta}} \ell_{1} \tag{365}
\end{equation*}
$$

To (365) the methods of sections 57 and 58 can be fwediately applied with the following result:

$$
\text { a). } b(x) \quad\left\{\begin{array}{l}
<0, x<x \\
>0, x>x
\end{array}\right.
$$

then

$$
\begin{aligned}
& \quad \lim U(x, \rho)=\left\{\begin{array}{lll}
l_{1} & \text { for } & x>x \\
0 & \text { for } x<x
\end{array}\right. \\
& \text { b). } b(x)\left\{\begin{array}{lll}
>0, & \text { for } x<r \\
<0, & \text { for } x>x
\end{array}\right.
\end{aligned}
$$

then

$$
\begin{aligned}
& \text { a.) } A(\beta) \geqslant A(\alpha) \text {, } \\
& U(x, p)=\left\{\begin{array}{ll}
{[f]} & e^{p(A(x)-\lambda(B))}, x>E \\
{[B]} & e^{p(A(\alpha)-A(B))}, x<\varepsilon
\end{array}\right\}+0 .
\end{aligned}
$$

$$
\begin{aligned}
& \text { B.) } \quad \begin{array}{l}
\lambda(\beta)<A(\alpha) \\
\lim _{0+\infty} U(x, \rho)=\ell_{1} .
\end{array} .
\end{aligned}
$$

60. Theoren 7:

Given the differential equation

$$
\begin{equation*}
\frac{1}{\rho} y^{\prime \prime}+b(x) y^{\prime}=f(x) \tag{330}
\end{equation*}
$$

where $b(x)$ and $f(x)$ are ragular analytic functions in the interval $\alpha<x<\beta$ and $b(x)$ has exactly one root $x=x$ In the interior of the interval, while $b^{\prime}(r) \neq 0$. Inen the behavior for great values of $p$ of the solution of (330) which satisfies the boundary conditions

$$
\begin{equation*}
y(\alpha)=\ell_{2}, Y(\beta)=\ell_{1} \tag{331}
\end{equation*}
$$

depends essentially on the shape of $b(x)$ :

$$
\text { 1). If } b(x)\left\{\begin{array}{lll}
<0 & \text { for } & a<x<x \\
>0 & \text { for } & x<x<B
\end{array}\right.
$$

then the solution $U(x, p)$ converges with increasing $p$ in the whole interval $\alpha<x<\beta$, except possibly at $x=r$, the limiting function being composed of the two solutions of the limiting differential equation of the first order

$$
b(x) y^{\prime}=f(x)
$$

satiafying one of the two prescribed boundary conditions. If these functions are bounded at $x=r$, then the solution of (330) converges at $x=r$ to the arithmetic mean of the two limits at this point.

$$
\text { 2). If } b(x) \begin{cases}>0 & \text { for } a<x<x \\ <0 & \text { for } \\ r<x<B\end{cases}
$$

# then $D(x, \rho)$ diverges with increasing $\rho$ at all points of the 

 interval.Appendix
A SHORT REPORT ON THE ASYMPTOTIC SOLUTION OF ORDINARY DIFFERENTIAL EQUATIONS INVOLUING A PARAMITER
61. The main mathematical tool used in this paper is the theory of the asymptotic solution of differential equatins involving a parameter $\rho$ for large values of this parameter. The most important results of this theory are contained in papers by G. D. Birkhoff \{1]. Noailion [2], Tamarkin [3]. [4], Langer [5], and Trjitzinsky [6]. The asymptotic developmenta used by Birkhoff and Tamarkin, although of a very general character, do not apply to the particular differential equations of this investigation, because they assume that a certain "characteristic" algebraic equation formed with the coefficients of the differential equation has no multiple roots, an assumption not gatisfied in our case.

It would probably not be difficult to modify the methods used by Birkhoff and Tamarkin in such a way that they cover our case. But this is not necessary, aince the type of differential equations considered by Noailion and Trjitzinsky includes the differential equation (101).

A complete proof of the main theorem of Noaillon and Trjiteinsky would be beyond the scope of this investigation, even if we restricted ourselves to the special case in which we are interested. We intend here only to give a summarized report on the methods of this theory and to show how, asauming the theorems proved, the asymptotic expressions of theorem 1 can be obtained in our case.

The theory consists of two parts. In the first part, which may be called the "formal part", the "exact" differential equation

$$
\begin{equation*}
L(y, p)=0 \tag{401}
\end{equation*}
$$

which is essentially equivalent to the differential equation

$$
\begin{equation*}
\frac{L(y, \rho)}{y}=0 \tag{402}
\end{equation*}
$$

is replaced by the "asymptotic" differential equation

$$
\begin{equation*}
\frac{L(y, p)}{y} j^{0} \text {. } \tag{403}
\end{equation*}
$$

Here the symbol "j" has the following meaning:

$$
f(x, p) \neq g(x, p)
$$

where $j$ is a real number, stands for

$$
f(x, p)-g(x, \rho)=\frac{E(x, \rho)}{\rho^{-j}}
$$

As previously, $E(x, \rho)$ is a function such that there is a positive real number $R$ so that $|E(x, \rho)|$ is uniformily bounded for $\alpha \leqslant x<\beta$ and $|\rho| \geqslant R$. Usually, $f(x, \rho)$ will be regarded as asymtotically equal to $g(x, p)$ only if $j$ is positive. But sometimes, e.g. in the case of the differential equation (101), a solution of (403) with a negative $j$ will be an asyatotic approximation in the ordinary sense of the exact diferential equation (401).

It is then shown that under very general assumptions a function $Y(X, D)$ can be constructed which satisfies the condition (403), provided the number $j$ is not too large.

If certain differentiability conditions are satisfied, $j$ may have an arbitrarily large value. This is the case treated in detail by Noailion and Trjitzinsky. The case in which there is an upper limit for $j$ is only mentioned occasionally by these authors. But since we are only interested in the first terms of the resulting asymptotic expansions, it is unnecessary to assume indefinite differentiability of the coefficients of the differential equation. Thi assumption is required only, if we are interested in the unlimited asymptotic expansion. Going over Noailion's proof it is easily seen that assumption $4^{\circ}$ of Noailion's theorem in section 62 below is sufficient to guarantee the existence of the first term of the asymptotic solution.

In the second, the "functional" part it is shown that the solutions of the asymptotic differential equation (403) are asymptotically equal to the solutions of the exact differential equation (401).

Essential for our application is furthermore the result that the derivatives of these agmptotic solutions of (401) are asymptotically equal to the derivatives of the corresponding exact solutions.

The complete statement of the results of Noallion' peper, as far as they are important for our purpose, follow:
62. Noaillon's theorem.

Part I: Given is the differential equation

$$
\begin{equation*}
L(y, p)=\sum_{i=0}^{n} P_{i}(x, p) Y^{(n-1)}=0 \tag{404}
\end{equation*}
$$

satisfying the following conditions:
1*. $\rho$ is a real positive parameter.
2*. $x$ is a real variable
3.. In the domain $\alpha<x<B, \rho\rangle R\left(\alpha, B, R\right.$ constanta) the coefficients $P_{i}(x, p)$ can be expanded in convergent serles of the form

$$
\begin{equation*}
P_{i}(x, p)=\rho^{H_{1}} \sum_{\varepsilon_{0}}^{\infty} B_{i s}(x) \rho^{-s} \tag{405}
\end{equation*}
$$

(The $H_{1}$ are positive integers.)
$4^{\circ}$. The functions $B_{1 s}$ have at least $n$ continuous derivatives in $a<x<6$.
5*. The coefficients $B_{00}(x)$ in (405) does not vanish in any point of the interval
$\alpha<x<\beta$.
To these conditions $1^{*}-5^{\circ}$ a sixth assumption has to be added, which can be most easily defined in the course of the construction of the asymptotic solution.

If these conditions are satisfied, then there can be constructed solutions $Y(x, p)$ of (403), each of which can be written in the form

$$
\begin{equation*}
Y(x, \rho)=T-u \tag{406}
\end{equation*}
$$

where the "principal factor" $T$ is a function of the form

$$
\begin{equation*}
T=e^{\int_{x_{0}}^{x} \psi(\xi, \rho) d \xi} \tag{407}
\end{equation*}
$$

with

$$
\begin{equation*}
W(x, \rho)=\sum_{i=1}^{p} n_{i}(x) \rho^{\alpha_{i}} \tag{408}
\end{equation*}
$$

the $a_{1}$ being non-nagative decreasing rational numbers and p being poitive integer independent of 1. u stands for the "secondary factor"

$$
\begin{equation*}
u(x, p)=\sum_{v=0}^{j} E_{v}(x) p^{-\frac{v}{M}} \tag{409}
\end{equation*}
$$

Hers $M$ is a positive integer independent of $j$. The positive integer $j$ " depends on $f$ and Increases with 1 . (In the application to difterential equation (101) the firat term of (409) is obtained if $y=-\frac{m-2}{n-m}$, as wo shall see.)

As we have mald before, the maximal value of f for which a molution $\mathrm{Y}(\mathrm{x}, \mathrm{p}\rangle$ of (403) can be constructed depends on the number of times the coefficients $B_{i s}$ can be differentiated. It can be only deterained in the course of the successive construction of the terma of (409). If the $\mathrm{B}_{\mathrm{is}}$ can be differentiated indefinitely, then j and f " can have arbitrarily large values.

Remark: The theory remains valid if the series (405) are not convergent but only asymptotic expansions. But we do not need this case for our application. Functional parts let $Y(x, 0)=T \cdot u$ be a solution of (403). Then there is a solution $y(x, p)$ of the exact differential equation (401) such that

$$
\begin{equation*}
Y(x, p)=T\left(u+\rho^{-\frac{f^{\prime}}{M}}[0 j)\right. \tag{410}
\end{equation*}
$$

and this equation can be formally differentiated at least $n-1$ times, l.e. it can be differentiated treating the symbol $[0]$ as if it were a constant.
63. The conatruction of the asyptotic molution of the differential equation:
A) The principal factor.

The first atep: In $\frac{L(y)}{y}$ substitute an expression of the form

$$
\mathbf{Y}=\mathbf{T} \cdot \mathbf{u}
$$

(compare (407), (408), (409)). The result of this eubstitution ia an expression of the torm

$$
\begin{equation*}
\sum_{i=1}^{k} f_{i}(x)_{p}^{\gamma_{i}}+\rho^{r_{k}}(0) \tag{411}
\end{equation*}
$$

the first term $A_{1}(x) p^{\alpha_{1}}$ in (408) in such a way that the coefficients $f_{1}(x)$ of the term of highest order in (411) vanishes.

Noaillon gives a general method that allows us to determine the exponent $a_{i}$ and the function $A_{1}(x)$ systematically in the general case. But our application being of such a simgle type, $a_{1}$ and $A_{1}(x)$ can be found, in our case, more directly.

$$
\text { Second step: Having chosen the first term } A_{1} \rho^{\alpha_{1}} \text { of } \psi \text { we set }
$$

$$
\begin{aligned}
& \rho=\rho_{1}^{q_{1}} \\
& y=e^{\int_{x_{0}}^{x_{1}(\xi) \rho{ }^{A_{1}} d \xi}}{ }^{y_{2}}
\end{aligned}
$$

where $q_{1}$ is the denominator of the rational number $a_{1}$. This substitution transforms the expression $\frac{L(y)}{y}$ into an expression

$$
\frac{L_{2}\left(y_{2}\right)}{Y_{2}}
$$

We now repeat the reasoning of the first step with $\frac{L_{2}\left(y_{2}\right)}{y_{2}}$ instead of $\frac{y(y)}{y}$, in order to find the term $A_{2} \rho^{\alpha_{2}}$, considering, of course, for $\alpha_{2}$ only values that are smaller than $\alpha_{1}$. We continue in this manner until we arrive at the last term $A_{p} p^{\alpha_{p}}$ for which $a_{p}$ is still positive. That there is such a term, i.e. that we always attain an exponent $a_{p+1} \leqslant 0$ after a finite number of steps, is proved in Noailion's paper.
B) The secondary factor.

First step: In $L(Y)$ substitute $Y=T * u$ where $T$ is the function calculated in $A$ ) and $u$ as yet undetermined. The result of the substitution is an expression of the form $T K(u, p)$, where $K(u, p)$ is a linear differential expression in $u$ whose coefficients are power series in $\sigma=\rho^{1 / M}, M$ being the common denominator of all the exponents $a_{i}$ in *. In $K(u, \rho)$ collect the terms of highest order in $\sigma$. Then $K(u, \rho)$ can be written in the form

$$
\begin{equation*}
X(u, \rho)=S G(u)+H(u, \rho) \quad \text {. } \tag{412}
\end{equation*}
$$

Here $S$ is the highest power of $\sigma$ occurring in $K(u, \rho)$ and $G(u)$ and $H(u, \rho)$ are differential expressions, $G(u)$ being independent of $p$. It can be proved that the highest order of difterentiation occurying in $G(u)$ is greater than zero.

Second step: Find a solution of the differential equation

$$
\begin{equation*}
G(u)=0 \tag{413}
\end{equation*}
$$

We take this solution as the first term $E_{0}(x)$ of the series (409). Since we want $E_{0}(x)$ to be bounded in the whole interval of $x$ in which we consider the asymptotic expansion, we have to add to the assumptions $10^{\circ}-5^{\circ}$ in section 62 the condition $6^{\circ}$ : The coefficient of the highest derivative in (413) does not vanish in any part of the interval $\alpha \leqslant x \leqslant \beta$. Third step: In order to find the function $E_{\mu}(x)$, $\mu>0$ of (409), Noaillon proceeds as follows: He determines by recursion a sequence of functions $w_{1}(x,) w_{2}(x),, \ldots$ from the formula

$$
\begin{equation*}
G\left(w_{v}\right)=\frac{1}{S} H\left(w_{v-1}, \rho\right) \tag{414}
\end{equation*}
$$

It is easily seen that the $w_{v}(x, \rho)$ are of the form

$$
\begin{equation*}
w_{v}=\sum_{i=0}^{\infty} s^{-i} g_{v_{i}}(x) \tag{415}
\end{equation*}
$$

The functions $E_{\mu}(x)$ are then given by

$$
\begin{equation*}
E_{\mu}(x)=\sum_{v=1}^{\mu} g_{v \mu}(x) \tag{416}
\end{equation*}
$$

It is not difficult to prove that the function (406), if determined by the construction which we have just outlined here, does in fact satisfy the relation (403).

The construction of the asymptotic solution $Y(x, 0)$ is by no means uniquely determined, and it can be proved that the construction yields asymptotic expansions which are asymptotic approximations to a fundamental system of solutions of (401).

64．Asymptotic Solution of $L(y) \equiv \frac{1}{\rho} N(y)+M(y)=0$ ．
A）The principal factor．
First step：We now apply the construction described in section 63 to the particular type of differential equation under consideration．Substituting

$$
y=Y=T \cdot u
$$

in $\frac{L(y, \rho)}{y}$ ，where $L(y, \rho)$ is now the differential expression（101），and $T$ and $u$ are expressions of the form described by（407），（408），（409），we see that，unless $\psi=0$ ，the term of highest order of $\frac{y(s)}{y}$ ia $\left(A_{1}(x) \rho^{\alpha_{1}}\right)^{s}$ ．The condition that the highest terms of $\frac{1}{\rho} \frac{N(y)}{Y}$ as function of $\rho$ ，and of $\frac{M(y)}{y}$ cancel out is therefore

$$
A_{1}^{n}(x) \rho^{\alpha_{1} n-1} \equiv-b_{0}(x) A_{1}^{m}(x) \rho^{\alpha_{1} m}
$$

or

$$
\begin{equation*}
\alpha_{1} n-1=\alpha_{1} m \tag{417}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{1}^{n}=-b_{0} A_{1}^{m} \tag{418}
\end{equation*}
$$

provided $\psi \nRightarrow 0$ ．From（417）and（418）we conclude

$$
\begin{equation*}
\alpha_{1}=\frac{1}{n-m} \tag{419}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{1}=\left(-b_{0}\right)^{1 / n-m} \tag{420}
\end{equation*}
$$

Second step：Now we write

$$
y=e^{\sigma \int_{x_{0}}^{x}} \begin{array}{r}
(\xi) d \xi  \tag{421}\\
y_{2}
\end{array}
$$

where $\sigma$ is defined by $p=\sigma^{n-m}$ and $(x)$ is one of the functions $\quad v^{(x)}$ defined in theorem 1，section 6．$Y_{2}$ is the function

$$
\begin{equation*}
y_{2}=e^{\int_{x_{0}}^{x} \Psi_{2}(\xi) d \xi} \cdot u \tag{422}
\end{equation*}
$$

Here $u$ is again the series（409）and

$$
\begin{equation*}
\psi_{2}(x)=\sum_{i=2}^{p} A_{1}(x) \rho^{a_{i}} \tag{423}
\end{equation*}
$$
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We find

$$
\begin{equation*}
\frac{y^{(v)}}{y}=\sigma^{v v(x)+v \frac{\sigma^{v-1} \varphi^{v-1}(x) y_{2}^{\prime}}{y_{2}}+\cdots \cdots \cdot . . . . . . . . . .} \tag{424}
\end{equation*}
$$

The term of higheat order in the second term of the right member, if $y_{2}$ is replaced by its value according to (422) and (423) has the value

$$
v A_{2} \sigma^{v-1} \rho^{a_{2}} \varphi^{v-1}
$$

This term is of lower order in $o$ than the term $\sigma^{\nu} \varphi^{v}$. since

$$
\rho^{a_{2}} \sigma^{v-1}=\sigma^{v(n-1) a_{2}}-1
$$

and

$$
(n-m) a_{2}-1<0
$$

In consequence of the assumption

$$
a_{2}<a_{1}=\frac{1}{n-m}
$$

The onitted terms in (424), which are indicated by dote, are similarly seen to be of still lower order. The terms of highest order in $\frac{L\left(y_{2}\right)}{y_{2}}$, i.e. $\frac{1}{\rho} \sigma^{n} \varphi^{n}$ and $b_{0} \sigma^{n} \varphi^{n}$ cancel out, since $\varphi(x)$ and $\sigma$ have been chosen such as to achieve fust this. The next terms are

$$
\begin{equation*}
n \frac{1}{\rho} A_{2} \sigma^{n-1}{ }_{p}^{a_{2} n-1} \quad, \quad \text { cor } \frac{1}{\rho} \frac{N\left(y_{2}\right)}{y_{2}} \tag{425}
\end{equation*}
$$

and

$$
\begin{equation*}
m b_{0} \lambda_{2} \sigma^{m-1} \rho_{p^{w-1}}^{a_{2}}, \operatorname{tor} \frac{M\left(y_{2}\right)}{y_{2}} \tag{426}
\end{equation*}
$$

provided $a_{2}>0$. (For, if $a_{2}=0$, there are more terms of the same order as (425) and (426).)

Following Noaillon's construction we try to determine $a_{2}$ and $A_{2}$ in such a way that thase two terme cancel out. But setting the gum of (425) and (426) equal to zero, and Inserting for $\varphi(x)$ its value $\left(-b_{0}(x)\right)^{1 / n-m}$ leads to

$$
n-m=0
$$

which was excluded.
Hence, $a_{2}>0$ is impossible and theretore $\psi=\infty(x)$.
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B) The secondary term.

We follow the construction of Noallion in order to find the differential expresaion $\mathrm{K}(u, p)$ of $(412)$. Since

$$
y^{(v)}=T\left(\sigma_{\varphi}^{v} v_{u}+v \sigma_{\varphi}^{v-1} v_{u}^{v-1}+\cdots \cdots\right)
$$

where the dots indicate terms of lower order, we find by an easy calculation

$$
L(T u)=T K(u, \rho)=T\left\{\sigma^{m-1}\left(a, \varphi^{n-1} u+n \varphi^{n-1} u^{\prime}+b_{9} \varphi^{m-1} u+m b_{0} \varphi^{m-1} u^{\prime}\right)+K(u, \rho)\right\}
$$

Hence, the function $E_{0}(x)$ in this case la a solution of the differential equation obtained by setting the factor of $\sigma^{m-1}$ equal to rero. This differential equation can be written

$$
\left(a_{1} \varphi^{n-n}+b_{1}\right) u=\left(n \varphi^{n-m}+m b_{0}\right) u^{\prime}
$$

or

$$
\left(a_{1} b_{0}-b_{1}\right) u=b_{0}(n-m) u^{\prime}
$$

Therefore

$$
\begin{equation*}
-\int_{x_{0}}^{x} \frac{a_{1}(\xi) b_{0}(\xi)-b_{1}(\xi)}{b_{0}(\xi)(n-m)} d \xi \tag{427}
\end{equation*}
$$

We are not interested in the other terms $s_{v}(x), v>0$ of (409).
Conditions $1^{\circ}-6^{\circ}$ of Noaillon's theory are satisfied in our application for the whole interval $\alpha<x \leqslant \beta$. Condition $5 \%$, in particular, is equivalent to condition $6 *$ of the Main Theorem of chapter I. Hence, we conclude that there are $n-m$ solutions of (101) of the form

$$
\begin{equation*}
Y_{v}(x, 0)=e^{a \int_{\alpha}^{x} \varphi_{v}(\xi) d \xi}[n(x)], \cdot(v=1,2, \ldots, n-m) \tag{428}
\end{equation*}
$$

Note that the function $\eta(x)$ is the same for all $X_{v}(x$, , and that it does not vanish in $\alpha<x<B$.

But we can Eind moze aspuptotic molutions of the differential equation (101) by dropping the aspuption that the $\psi(x, p)$ of (408) is not zero. In fact, if the principal factor $T$ of (407) is aqual to i. the method used for the conetruction of the tacondary factor in section 63, B) leads to asyuptotic solutions given by geries of the fort (409). The first term of each of these seriea is a solution of the differential equation $M(Y)=0$. Taking a fundamental system $u_{v}(x)$ of $t$ independent solutions of this differential equation as firgt terns of m asymptotic solutions of (101) we can add to the n-m solutions of (101) given by (428) m more solutions of the form

Iinerly independent, for sufficiently large $\rho$, can be given by calculating the asyatotic value of the Wronskian of these $n$ functions it does not offer any diteiculties. This fintshes the proof of theoren 1 of section 6.
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20. AESTRACT (Continue an reverce alde If neceseary and identity by bloek number)

This research concerns linear ordinary differential equations depending in such a way on a parameter $\rho$ that the "limit" differential equation obtained by letting $D$ tend to $\infty$ in the differential equation is of lower order than the original one.

Adopting a term customary in physics we used the name boundary layer problem for the question: What happens to the solution of a boundary value problem of such a differential equation, if the parameter tends to $\infty$ in this solution?
(Abstract continued on next page)

We gave a general answer to this question for the differential equation $\frac{1}{\rho} N(y)+M(y)=0$, where $N(y)$ and $M(y)$ are linear differential expressions of order $n$ and $m$, respectively ( $n>m$ ), and for non-homogeneous boundary conditions which consist in prescribing the values of derivatives (but not of linear combinations of such derivatives) at the endpoints. The question whether the solution of such a boundary value problem converges to a solution of the limiting differential equations, as $\rho \rightarrow \infty$, and what boundary conditions are satisfied by the limit function could be decided by an easily applicable rule. This rule showed, among other things that the solution converges only, if the prescribed $n$ boundary conditions are not too unevenly distributed between the two endpoints.

If the order $m$ of the limiting differential equation is only one less than the order $n$ of the original differential equation, then the above mentioned rule could be extended to more general types of boundary conditions and also to non-homogeneous differential equations.

Since the most important boundary layer problems in the applications are concerned with systems of differential equations, we gave a simple example for the mathematical treatment of a boundary layer problem for a linear system of two simultaneous differential equations.

The validity of the general rule proved in this research was seen to be restricted by the assumption that the coefficient of the term of highest order of differentiation in $M(y)$ has no zeros in the interval of integration. In a special example we showed that interesting results can be obtained, if this assumption is dropped.

The theory of the asymptotic expansion of the solutions of linear differential equations involving a parameter, developed by G. D. Birkhoff, Noaillon, Tamarkin, Trjitzinsky and others proved an important and powerful tool in these investigations.


[^0]:    We shall use throughout thia paper the notation $y^{(k)}(x)$ for $\frac{d^{k} y}{d x^{k}}$.

[^1]:    We use the circles around these numbers, writing (I). (II). III. (IV) in order to distinguish this division into four cases from another dinition Into two cases I, II to be introduced presently.

