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I.

SUMMARY

IDi-ot

Let 7,1 . .. k be k given populations.

Assume that we wish to find a population he r dn

given control, if there is any. From all populations we ma- drdw inde-

pendent samples with distributions which are (at least partly) determin-

ed by real parameters o .... 'k' say. A population nj is viewed to bo

better than the control if j :o. il.. k, where .)o( IH is d ti xed

given constant. The goal is to guarantee at least a probahility P of

making a correct decision if ;i I '0 i-l- . . , and to maximize the lroh-

ability of finding a population better than ;:.1 otherwise.

Two-stage procedures of the following type will be .tudied: At

Stage 1, based on samples Xl .... X, all populations are screenvd out

which appear to be no better than to* If none (exactly one) is left the

procedure stops and decides that none (this one) is better than If

more than one, .n with i c s,survives then one proceeds to Staqje ". Hre

additional samples Yi i ( s, are drawn and final decision i, md de hied

on or (x I,.), s.

A natural class of two-stage procedure,, i,' propo'1, which ,,,'

completely described and studied in terms of Neytan-Pear-on le-tin'l the-

ory, where th& insyrmetry of test(,, however, can be overcome to 3 (.n.id-

erable extent. As a typical result it. is ,hown that opti alit v (f t3, t-,

carrier over to optimality of two-stage procedures,. fi nal ly, under 11mr-

Mali ty, co,7,ari sons are madp in case of k- 2 with certai r li ,iy,' in pro-

cedure'.

/



1. I nt roduct i on

If k populations l ..... are given and we wish to decide on the

basis of a properly chosen sampling scheme which one ol these pe(pula-

tions is the best one (e.g. has the largest mean), various different a,-

proaches and methods have been studied up to now. A complete overview

is provided by Gupta and Panchapakesan (1979). Aiong those, two-staqe

procedures with screening in the first stage seem to be juit(, appropri-

ate, since they are more economical as one-stage procedures !ut ,till

technically not as complicated as sequential ones. Nevertheles,, o;'i-

mality results here are missing up to now and obviously aro hard to find.

Even the implementation of a simple procedure (oR that. one which uses

Gupta's (1965) maximum means procedure in the first stage nd the nat-

ural final decision in the second stage) in an indifferenct( zo1e dplrodCn

under the assumption of normality with a coimion known vaniinre ca'uses

considerable difficulties. For details and references ,ee Ta:,itanr oin

Bechhofer (1979), Gupta and Miescke (197)) and Miesc ,e and ehr (1980).

The situation becomes somewhat fairer if' we wish to find a pol.: a-

tiun better than a control ,0 1 whether it s knouwn or ,nknown . Thi . hu-

cause pairwise compari soi-; are to he irade no, ): t w . e - a in 'J r u t ea d

Of n and ii., ij , i, j ( I k I t ir, adulti hoe addi;.,ionall/ I he] J

choice of a final decision "none .f ! ., , i i'n: t i, ,il ,

control". Moreover, let u', adopt the to' lowlrin !aI

qoa I :

P*-Condi tion: Let P* ( (),1) be a pr etrm i r : trol ,,, .1, i,.,r.

is ;aid to meet the [ - condit in f i t. pr' ,i,nr i lit ; I ,rw

final decn;is on:" none of Ihe pl t l it if n, i '. Petb t, ,, , tit, ( t,-1,, '

is ,t least, P* whonever f hii, d ',ic or ', i n', o .



Go-al: Among all procedures (ir a given class) which meet the P*-condition

find that procedure which maximizes the probability of decidinq finald-

ly in favor of a population better than the control if there is any.

The purpose of this paper is to show that a natural class of two-staqe

procedures, being widely used in practice, can be described and studied

within the framework of Neyman-Pearson testing theory, where the insy,,m,-

try of tests can be overcome to a considerable extent. Emphasi(s hereby

is laid on the basic structure and on comparisons of such procedures rather

than on establishing specified ones.

In Section 2 we introduce a natural class j,' of two-stage procedu(,e.

and derive a formula for their probabilities of correct decisions. A-, i

typical consequence it will be demonstrated in Section 3 that two-sta'e

procedures based on good unbiased one-sample tests for H. "population

7'i is better than o versus Ki: population , T is inferior with respect

to 7'0 which are simultaneously good tests for the dual problem (where

Hi and Ki are interchanged), perform well. Three open questi orw, ( nloIude

this section. Finally, in Section 4 we study the normal case and make

some comparisons with certain Bayesian procedures in the case of k ?

populations.

2. Basic results

Suppose that for every ",i i =l... k, we have a family

(fi'3 i ()i , ,_ IR of densities with respect to the tebe,,rjue measure

or any counting measure on Pl which have a coe oIr!' t Q, P and l,1 V

be known or only partly known. The assum)tion ron(prninj the s upports

is made for convenience to make ideas clearer and can he weakened in -

tain circumstances. Let the fixed known control bt, denoted by , av



and all populations . be called better than the control if . and

inferior to it if oi . t0o Let Xi  - (Xil ,...,. Xi i) and Yi (Yi ..... Yill )

i=l,...,k, be samples from i available at Stage I and Stage 2, respective-

ly, where Xl .. XkYk are mutually independent, and let X- (X ,.... x)

and Y =  (Y 1 ,.... Yk)"

Before we are going to define a natural class of two-stage procedr>.

in a concise way, let us briefly describe how these procedures typicallv

are applied in practice. For every testing problem Ki: !i - ve'<,us,

Hi: i. o0 the experimenter chooses a test based on Xi and for o. ver-1 o 1

sus Ki another one based on Yi or, (Xi,_Y), i ....K, takes two levels

"l"'2 ((0,I) (which usually are small) and proceeds as follows:

At St el he discards all populations which are not .iqlniticarlt at

level under the first set of tests. If none (exactly one) is left. he

decides that none (this one) is better than the control. Only if more

than one population survives, he proceeds to Staqe 2.

At Stae 2 the experimenter draws adoitional sainple-. Y Iroii tho,,

..Is which were selected at Sta(J, 1 an exohanies hv otheses aii an'I

tives with respect to tho.se( noulations. If il these popul a Iion" now

turn out to be significant a i, doir r the second set nt test,

(which is rather unlikely to happe," d,,, . 10i , That liotk. oft Ilk' iu -

tions is hetter than the control. )th-rw '. tO : :,kc.  t i t,,

in favor of that population artnont t.he elected oros whi(!( II ' 0,

p-va le under the associalted se(cnd I,.Lf

If these tests are upper ev, ' (rt'"spectlvol lower, ll,vtl

which for, s itpl ic i ty are nor, rawKiit , ,,.'e t tot a imi I t Ii, I d,,,,. Iw ,

on o(a1 valuNed stat i ,t i i1 I I.... h en Ill, 1,'' , et i,-



described above can be equivalently described as follows: At Staqe I aII

7 Is are selected with Ui , ci (where ci is the ]-fractile of U. under

i 0 ), and final decision is made in terms of the larqest V i dliong the

selected ,ij's, provided Vj dj (where d, is the '%2-quantile of VI under

0j = 00o). The truncated version of such procedures (i.e. which perform

Stage 1 only) have been studied by several authors. See, for exaimpii,,

Gupta and Sobel (1958) and Lehmann (1961). Also some work has been done

in sequential setups. For references see Gupta and Panchapake,:,ar (139),

Chapter 20. But, apparently, rio results concerning two-sta(je procedure.,

of the type described above have appeared in literature until now. Ihi

gives us the motivation for the following considerations.

To begin with, let us state without a formal proof that by si:,ilar

arguments as are used in Miescke (1979a) it can be shown that every pro-

cedure of the type described just now - where U , c. and Vi , d.i IsoreI ,In-

erally may take values in measurable spaces i and , and where U. and

V. are stochastically non-decreasinq in ,i with respect to Medsurodhlr tot'l

orderings in .i and ,,i , i=l ,... ,k - is a member of the class , ,. to be de-

fined below.

To avoid confusions and to arrive at a consistent representation of

this class let us from now on use only tests for I. versus K., i I .j

which take value 1 as soon as one observation falls Outside suppJrt Q.

(This modifies procedures only on null-sets.) Finally, several del nit w ,

given in Miescke (1979a) will be relevant in the sequel but for- revitV

are not repeated here. Especially, tests may he randomized ont, t,,kinq

values in [0,11. This typically occurs in discrete cases or in (ontlilons

cases when nonparametric (rank) tests are under concern. Ihu, ,,i (iti I, ,



statements as well as p-values are understood to be based on, idditiforal

randomization schemes as are used in Miescke (1979a). To be more specific,

let A = (Al .... Ak) be that one for the first stage and 8 - (Bl ..... k'

that one for the second stage. Note that X, Y, A and B are assumed to be

independent.

The class L of two-stage procedures

For i1.... ,k let

(1) b 1 = ,  [0,11 be a right-continuous and onotone iir

unbiased test for i versus K. based on Xi, which is standardiz-

ed at o  Assume that within Q 0 0 and 1. Let

- .Vk

(?) Analogously, let ,i be .uch a test for i. ver-

sus Ki  based on (Xi,Yi). Let I ...... k)"

Ior 0 1 and 0 1 let (" 1-! denote tne followinq two-

stage procedure:

Stage 1: Select i if p, (Xi,Ai ), the p-value of Xi under 1., is larer

than 1- 1 i-l. k. [f none (exactlv one) of the pooutat7Pl i1ns

selected, stop and de ide "none (this one) i<, butter tht, . th-

wise proceed to Sta(ge 2.

Staje 2: Amonq the selected populatonr) Ih1 nOro InI y i dvur '11

which has the largest p-va1l t p xi,,. ) u, .X , ,,1 -1 -" I

is no smaller than ,. Ot.herwixs decide that "iu(me i [,t0 ter tm ni

let. . be the set of all ,uctl two-st.ole procedLi c,>..

The fol lowing result will serve WI, 01 bs m toni tn o ',, tcriminL

(t , )-t Upl W, for meet inq the P*-cnndi timi a, well as o (i c, mlai r (j I

f orimii o r ,i owmm iet i n t i me ,. n q t 1 1 it ' t - 11t, 1ti I



Theorem 1. Let (c ,1- ', '' 2 ) Et . For notational convenience let

Ei  E ,  l _ (Xi) and Fi(r,) E (i ( Yi X. is not signifiLant u de,

i - i= ... ,k. Then for every non-empty [) j I k arid

(2.1) P {final decision of ( ,l-,i ;,2 talls into D;

12=" "  Dr Ej(-F~j()d0i I]" [E.±(i-ui i)l 1 ()j

where inteqration is with respect to . Moreover,

(2.2) P Ifinal decision of ( ,-ti 2) does .lot t ll into I j....

k
Ejl [E+(I-E )F (1,0]

Proof: It is shown in Miescke (1979a)(cf. (2.3) there) that the ditrihtj-

tion function of each p-value appearinq in (,, 1- 1,  equals to wh

power function of the corresponding test, which hereby is thouqht ol beiri-l

a function of E[0,1] where parameter -, C, k on the other hand is held

fixed.

Let D (- I,... kI, D / 0 , ., C k , 0 1 and 0 . be fix-

ed. Then

Pn{final decision falls into Df

= 7 P {final decision is in favor of ir

X. P the Ti i with i Cs are selected and final
r(D s:r s

decision is made in fv ijf

F ' f 1I( ) I (I-L II
r r Cs 2 1 ( i (

i/n



II

"/ I I l- E 1. ii d) -l L : l I'
rSD 2 r s :r (

/r

k

Now, the integrand equalc to EI .4(1-L) ard (I -L

can be replaced by Er +(-Er) r( ). Iu , P r. inal deciinro tcl 1, i, it,

equals

k
;; f II[E.+(I-E ( )]d[ L i-- r )

iir

- f II [Fi (l-[1r) (,)] CE II F '1 i2 J (t 1 J AD '

2 J [ i.(1 j i D ,]

This completes the proof of (2.1). Since (2.2) ca, Le verifie1 b),

ir mil 1 ar arquients its proof is ornj tted for brevity.

Refmark: Note that for I,.k we have Wiso tn, u,,oi wnTq "epres ,tLi1, )

of . +( I[ - i

ii L -i I  - '  i , ' l l

P X I ) -1l- ; ." - a,.4  p (

1 - -- r( , t t I:, ) "

(oro I lary I [very two-st gq, procedure . 'I'>''?

P*-cond i tion if

(2.4) (i )



k
P ron i lowerT bo)un ito .2, rnI wh noLn e

kk k

1s )1 -nfrolo the Oiw a eie ~t I

Un f o-fu natelI v t the dependenc i e, be t wtre . ild

i-1 k. k, ila ke i t hatrd Lo f ino q(1o 01J~lie inl lit Irin it

out- results in the secluci will1 be giver! l wi 1h re'-pent, to Iv,

consi stS al I procedure, Irimi where the lte, t ill 1!t o d

staqe derend onily rw I nit Y fi (td o( onl thnX.5 11,..<Ii h

ed red de r i n r i t ed to t ry to p ro ve o:0 i e ti ,Arn t tu t T

end of this section.

Corol Ia ry 1I tvic-,taqe ',rocedwrc ht i ivtl' I

P*(;ofldil ixi if and only jL

(2.5

Proof': Z l'( (r I L-, - 1 . A( .~ ) rd ie

whiCii, b\ t he iiin-tnoi- th :'nt 1win: tol thIt ial

hk, + i- I a c i t I' if , t Ci ii , "iiii- I 5 ,w, , a V, w, 1

0. wtw~ll t he piower o i ' ~ tirl + i (w Io

the t e,.t;

Pel rk : I t in 'I procedwie ( 1 ,,1 .nvv ain Wi -I ,

h'i vr' 1ort - floorl fi vo' o erre I ito-. )i nt ,.ji d 111 nw ,t T1

I iiVeilt t t hi 'nnIit hrjl' ' tS e it 1' w:



."'k " "o falls between (1-,i)k ari d U i , 2

Let us from now on adopt the following conivertion:

Convention: All procedures from ak.' are is'tued to hdV( ill a d i'fy-

ing (1-,1)k = P* and a small 2"

In view of (2.5) (1-t l)k = P* and 0 U) clearl i,, t:, , r i. ,

minimize the expected overall samplinq amount (and to l .ake .' to al l

act condition with respect to L ). But on the other tand at, m/.pL<. PitO

miqht feel restricted at not being permitted to decide also 1& Uta;o

against all populations. Thus let us admit at least a si::al I t1 , I -

slightly conservative with repsect to (2.5). But it channes the ioroba!i l-

ities of any events at most by a difference nf (!,ia, . . Thi tol-

lows from the fact that , acts only on probabi lities of events where a!

2-least, two populations pass Stage 1 anid evi ntual 1-v c~ic ( J

To give a numerical example, take 10 2 . Th.- 1 JO 'l.,

have a P* above 0.95 (0.90) and , cnzncles al, prt)0at)i ; 1 ies .it ist j

the amount of 10- 4 .

3. Consequences and extensions

The following two re,,u!.:s will be used repcaitedi i li I .Jul . Thn in

proofs are straightforward us i 5 1' 1 5 <1 I10 hv 10rt aid are Ine!-et re

omitted for brevity.

Lemma 1 . Let G i , Gi : [0,11 1, 1 be right-coltini-ioi., non- lecreo! 1;f.

with Gi(1) = C.,(1) I 1 and Gi( C) - )( ) fo, i I....... ...

r( . .k Then for 0 • <.,

r k r k

q II ji , ),I( G II
': i r



As a spec-ial case of Lemma 1 we ljet

Co roIIa ry L et (-,I ,\ as before and C. i(~ o, 1 1. lt

pr i. ic. . w: wt, 4 j Then fot, 4) 1

k 1 k
(3. 2) r II ( J+ T G

or thu 1 (0e P. C. 0i. denote t he prolab i I i t.y o! a c;u rrf d(1 i

s ion at k e.t ha the finl 1 ec-, ion fall s i nto R~(_, i

<1 ,. k t . f I" nloriity Cr that the, final dec isjt ion " no popu i a-

CflrG IlIary 3. e t ad 1 O3)* . ft

every Ur j ~ lnbiased tests,. for H Ivt '.. 1a c (r

on Xarid Y.and i f 1,:iiLi Laneousl v ]-I. and 1-. are UMFP unbiased test" 'mt

the dUal _te_; tiw oprobi er (wke_ e tne hypothes-,is and t1hU dl ternat1yeire OV Iitr'

cthanjed ) , n at cver,. hw t.lrl(,tf n

the smal1l e>t exoectcf otiil i t I 111Oit ann' ll 1 - ' '1 '
ri iwell tIiv t'0(widit 01n', are iI't,,l V tl Ii I Iin oi't

!ieter MLkC And :milti jrameter cxpor'tia 1 fa l ) si tuat isll. The prorf )I

Corollary v9; i ai~ s that (f !ne next resul t ol low, trii (''.1) tri

Lemmia I.

Corolary a~ t (_ *, ,, 7 s . f tlit power fori-tin (it l tt

are rion-decreri nu orr inra sitii~ ) in tot- 'i/Wfr~ then

P, ., is ntirdet(re , Ji N in( xlilI e sizes at every

Th-2 iiext resu 1t, ,11 k, It"ed withP repIw t to x



Corollary 5. Let ( , I- , 2 ) L where cunsist,, Of cnn 1 tenCIt t0'

Then P, iC.D. converges to 1 if n. and I / ), i-I ..... .

Proof: Let k , with o. / f i . k. Then

P I.). i P1 lonly li's with i ( (') are selected at Staqle I

F "X II [-,j 4 R(,-,) i I' - i c ( ) ' , " i

which tends to 1 for large n I .... nK by the consi tency of ',n t, ' I .

Under the assumption of monotone (non-decreasinq ) 1 ik I i,, t

(MLlR) a stronger result can be obtained.

Theorem 2. Assume that in every population the family o densiitic> nu.

MLR, il. k. Let ( I , " ,, 2  2 . (or L') conisi;t ol thu UMP tests

for the corresponding - testinq problems. Then for increo ,i aul, iZc

n i , 1iI, i=1 .... k, P, ifinal decision in favor of that 'i with the lar(ie,,

'I . : 0 tends to 1 for all - ( k with R(2) 0 0 and P ifinal decisioc i..

"npopulation is better than tend; Lo I for all k with

"I 1.....* "k ' 'o

Proof Let Hk 0 "1 1 Il I

S ( - , y) finally decide,, i ,iv. .

F 'k ~ ' ] 'k 1

Now, P p (Xk.Ak) , ' ( Y.. tL P) tLI tm ,, i , 1kL " k ' k k " - '
Ink by the (On istencv of the t.,'t , .

Moreover , the pr((m(dur whi(J, t 1h 1 i,0 I ( i, i ,' r of I , ;'. ,

inq to the Inrqe',t )-valta', with r,.I',.t li t , v ', ! , ,

0" In1nq ha 'Jd or) h, t



now standardizod a'. ( ,(& 1. k. but then ', i nce (IlII

populations J'... 1) 'oh tePd Iit-o ",II teY1arnti ves'

- 7 -~k, LIi 1 -

(cf. MieScke (i3 /9 vi i d, t o 1 1-!) ldrie III I i II When !ore(

than one is IS -:~ dij "U tl he; derived. Th le p -oo foh)ra

u s n q UMP te ,t hi 'c d Y is, exactly the ((n. IIl

second asserti onr) of Ohw t henr, !I I cI ready p roved hy Corrol 1 dIry h

R ema rk IF t hr ' "nI Lt t,' re it ve e f i ci em. e ( ARF ) i it tht, se!', o I ti!:

i s de f 1ned i n tvn'; iii rijijij i o ' o sol et-ttirj thle i it h P

at Stdqe I, tn> ' AK'Li -<i t (1i721d onl I( ,.,~t

typical ly Lhe case wtoi ,eO hesmrtp n

a re oIf thle same Y re I. lL 7.~ AL( jc f(

for al 1) 0 . 1 ud 1h ui roof 1 S illI idlI to th'It ill

Miescke (1979d) . I u '*'i hO '10Vi0 Of 1faCtoirV to) hIAVI Ill A1111 -

concept jncIuidi ;w beth . Ih' ' ')I hf I d i t CIuljt firI til.

I n f1ac t , Pifa .i L d Iil j I t'' twv'Oi' t~ L ChI I l L l1 i'mII.

CorollIary 'j. t , tr I lowl)r umiti t 1 ol.i, o '11'

a re non- i ric in -. I ' I i .)I I~r Ni f ti0 ''ij w

r s

3 . I iit tit

Proof: T I (In Io Ie vi w 1 o i I l ll



fi nal Rei<.rks :

(1) The results so far derived hold analogousli in cases Where the

control values o may depend on i ( i ,.. ,ki.

(2) The case of unknown controls can be treated analoqously providLo

that control samples are drawn independently for each sinqle test.

(3) Under the assumption of MLk let (,, I- ,I ,, '2) S' cowist of th,,

UMP tests for the corresponding testinq problems. Ihen
inf P C.D I~j k , R ,_ ¢ : i nf P C .). !. . , ; ) .

(3.4) infiP0C.D.I R

1 0

This follows from Theorem I in a recently published paper hy Si!ions 1 91x ,

(2.1) and Lemma I.

(4) Let us conclude this section by statin the fol olnv.,i three i;'-

portant questions that have not been rettled now: Assuvte that in a1 I i-

lations MLR is given and that . ire the UMP test, baed ,.

(Xi,_ i ),  iQ]...,k.

I) Is (I,, I-,I,,,,, ) r)erforming better tna, ( - .

[I) If this i' tru. 'vIw w el Iperform !') .

111) The one-stage pro(Cdur.LI ( .- ) and , I-,) Wn ,i.

i n to t he lartiest p-values of tIhe (' 0r-rt';l1') 'ill t(2 t ', I" I t' .

(I I' I'rgler t han 1- ] are t no natural cotlqm.It ,,

( j i*U). ()o they ro'ed lart1 71in arort , I, h ' , ,

ptro( #dij ', tjk(, it the r 'si , 'to hiv tih , l'

4.rd The V It.i(I1a T!W I , I jar I a t I tor

Ii fi.VJT Wo tI wit . '1 - . Jl~i* or a



means deri e f Iow t hf .1! .1, (j t iIr(.- fiU,

denote the cwfiv dii T It.m nao tion (i the ',tind'jTd nIm11,1 di-A I

bution. Then tthe Ij i * . r )t ed ii I iii a fiji)oII

Stage I1: se leit al i I p)u I on . k wi th

If S oi ml(!:~, n de( i de in r)favor of .(hlone 1, ;tt tin

than ) Of ht-rn so di ok 4li to

S-tay 2 : Dec iiti t,,t I Y in n(voi o f r(C5 w it h Y Y.. (

r r m r, 'Ithorvike decide Lfhat no population P het en-

thdri th- c St r(I

Let . (ri~irl 4 *r y. .k, be the overa 11 ,, ailef fji

Thouqh we do not f 'i nu,- -- 1 i 1. t er ni ye proceduy I whi h ive -,

i ns tead o t t iin' put" fw-1: hfo ter, ive e an at. )east hAovw I hitI

(2. 1) '.he furi( i I . I Wi th wvill thlnri 114

rep Iaced by Ia oi.' i- ~ 1.iI

Let

1 0

lhi"~~ to ow I f :( V

ly co renl 1 I



When the variances are unknown the optuial prmod-ive ill I,)L

onl c-tests in an analoqous way. Let s ar iid s I-denote the usual 11.V uch l-

ased estimators of o based on Xandyd Y , res-pectively, i- 1 k. I he

n~~(I- at Stage I has to be replIaced by ui s t (n -1*-~),and

n ()at Stage 2 has to be replaced by ins r 't(fl r -l,)werto .

denote'; the .t-quantile of the t-distribution with n (ieflree,, )4 treedof:(.

Thouqh a (Bayesian) decision theoretic approacn is quite difficult tu

perfori in general, the case of k- 2 populations canl at !east be ,'Ludie,.

to somte extent. A two-stage procedure will now be described by S(X)(the

random subset of f7,21 of indices of those populations, being seilected

at Stage 1) and d(X,Y) (the final deci-,ion At s tage ?) . A,1 be-fore, the fro*-

cedure -.top,, and decides 0, i.e. "none I, bet ter thmt I ,:

5X) 'I I,? nd d( X Y ) a Star e 7' i aIsed oftly i S (X) 1? .

Let F IR , w ith .() 0, be a non- decreas ing funiction whicf-h a~c I

a,, Ios -- qa i n- func t ion wi th respec t to IF ia I dec i ; i on.t I arid .~sm

that decis ion 0 leaid'; neither to aos nor a gjain. Noreover', leot H1

be the costs We have to pay if we wi- sn to ;wtform,'tr . iM ,c

be the prior di s tn ha on of the' (rIm'w rnb ~ i.to

the overall Rayesian r i sI h.

(4.1) 1[ct

atliy "tlt'.fT t.'I i i ion o t-it S a nt t'p i m!



II

(4.2) d*(g,,,) = i i ff El ( - -) X' , =

min I ,E{ (. -,.) X , Y=j, i ,j 1 ,?

and d*(,t,) - 0 otherwise.

The optimal subset sel',:t on rule S* at Stage 1 (which iTi itim zw, the

posterior expected loss given X under the assumption that d* will be

used at Stage 2) decide, accordinq to the smallet of the four vilm-, ,livf 1

in the following scheme:

(4.3) S*(;) 0: 0

S*(,)- i - ( -n )
s*(, ) 1, : ,in ~ r F -. )X;

0 11-.,,!Y

Notethat in tne la epres ion the inner conditional xpeot iuitinln i'.

viewed as being a function o4 Y, and that the outer one is the exier.ta-

tion with respect to the co:ditional distribution of Y-riven Y

Now let us assume the followino normal mondel: onditionally, (liven

= o, X and Y are independent with X , ) arid Y (,,ql), IIrid

apriori - ,', (,1 ,rI), p,q,r 9, i ( 10) , (1,1).

Then by using for corivenience U, V V.,, which are as to uid to I, in-

dependent standard normals, iwe oct the foll OWir1, -chetI, eq i v ,IlfIt ti, (,1. .

(4.4) o*(" . :

S*( ) - : "+(,.pit+ ) ).c)), i

S*(_) .? : C+f ;i t) ;),in j

I " r r - i , V.

where D Lr,[ (i,+r) (pq+pr+ r) - and , rll/( I +l r,) L

i
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Let especially v be linear, i.e. .(A) - a., .IR, where we cun as-

sume without loss of generality that a I holds (since this carl be com-

pensated by c). Moreover, let us for a moment restrict our (onsideratiol,

to two-stage procedures which at Stage 2 are not pernitted to rake deni-

sion 0. (This corresponds to procedures in 4' or L with : 0.) Trer,

the optimal procedure, denoted by d, and S., call be described in a cooi-e

form.

(4.5) d.(* ,Ln ) = i iff q."'i + P l <i 1 (L:  ' j, i i j

and S. decides according to the smallest of the 4 values given iT the fou-

lowing scheme:

(4.6) S.(d_ = 0 : 0

( = i: ( 0 -Li), i~l,2,

S.( - {1,?i ,2 ( -maxl,.. )+c-2- T(- ) 2-

-l y
where r(p+r) and T(y) = I.(x)dx, y IR

The last expression follows from Lemma 3 in Miescke (1979h). tinncc

is ar increasing function with T(O) (?,)-, the procedure will never ,r-

rive at Stage 2 if c . r6ut on the other hand, let c ... oet i

ar" with , ij } la, , wiW "e selected by S.. But 'u f 1

ii *j 0 u ' ~ .R t!o

or o then S,() 11,2 if and omIl, if T- - T- .

Moreover, if I,1 2  o there is an area in tire neighborhood or ( "

where also S,(,) - (1,? occurs. Thus within 1\ ;' oi

of the type of Gupta's (1965) maxim II1 eans lOc'oure,

If now more generally a decision 0 rs 1" also amdj;!ttd it hti,, then

the optimal procedure (S*,d*) is of iilar form Out I,, ri Inuo m re,,,-

sentable, m such a con(i Oe rrammirrm , ik.dl"I 1 , f r r ' ,, opv If hr iv, I



rI

both populations are selected will be larger.

Finally, let us mention that one (lets analogous results if otntr hI,,,

functions are admtiitted. It is thinkable that especially (.1 .i(- . )

if < 0 0, 1 2 ' 0, leads to a procedure which is closer to th it (mo

given at the beginning of this section. But, unfortunately, it, t pre,enta

tion is more complicated such that this question could be studied mily num-

erical ly.
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C ~ E ' C Al, ,1F ICA ,:N '_ F 'HIS PACk:'E t Wh- t 1 . n f- -a

k .k, where -. ( JR is a fixed given constant. The goal is to (uatrdnttp.

at least a probability P* of making a correct decision if .1 0 ""

and to i-iaximize the probability of findinq t population better than , other-

wi se.

Two-staqe procedures of tne tollowing type will be studied: At Stage I,

based on samples Xl ..... k' all populations are screened out which appear to be

no better than - If none (exactly one) is left the procedure stops and de-

cides that none (this one) is better than " o. If more than one, ;i with i Co,

sr'vives then one proceeds to Stage 2. Here additional samples Yi, i .. c , are

dr wn and final decision is made based on Yi or (Xi,Yi), i (s.

1 inatural class of two-stage procedures is proposed which can be complete-

ly described and studied in termis of Neyman-Pearson testing theory, where the

os,:,ymietry of tests, however, can be overOlome to a considerable extent. As i

tv;,ical result it is shown that optiviality of tests carries over to optimality

of two-stage procedures. Finally, under normality, comparisons are made in

c sie of kr with certain Bayesian procedures.
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