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ABSTRACT

This paper considers minimax linear estimation of the parameters in a multiple linear regression model. Recent results are summarized, and some new results, including a transformation invariance property of minimax estimation, are given. These minimax estimators of the parameter vector can also be classified as ridge regression estimators with nonstochastic ridge parameters. Some ridge regression estimators with stochastic ridge parameters can be motivated by minimax estimation considerations. These minimax-motivated estimators are examined in several simulation studies and some observations are made based on these simulations and minimax theory.
1. INTRODUCTION

The usual multiple linear regression model is

\[ y = X\beta + \varepsilon \]

where \( \varepsilon \) is a vector of uncorrelated random variables with mean zero and variance \( \sigma^2 \), and \( X \) is a full rank \( n \times q \) matrix with \( q < n \). The usual procedure for estimating \( \beta \) is the least squares method. It is well known that this method is equivalent to minimum variance unbiased linear (MVUL) estimation. Similarly, the usual method for estimating a given linear combination of the coefficients is MVUL. In recent years, many people have attempted to reduce the mean squared error (MSE) by allowing some bias in their estimators. One such biased estimation procedure is ridge regression, which was first studied by Hoerl and Kennard [7]. Ridge regression estimators have the form

\[ \hat{\beta}^{*}(\lambda) = (X'X + \lambda I)^{-1}X'y \]

where the ridge parameter \( \lambda \) is either nonstochastic (based on prior information) or stochastic. It follows from a result in [7] that for nonstochastic \( \lambda \) satisfying

\[ \lambda < \frac{\sigma^2}{\sigma^2} \]  \hspace{1cm} (i)
the ridge regression estimator $\hat{\beta}_R^*(t)$ outperforms the least squares estimator in terms of MSE. The minimax linear estimators discussed in the present paper are based on constraints related to (1). These estimators are shown (originally in [9]) to be ridge regression estimators, and both known and new properties of minimax linear regression estimators are given. Also, some simulation results are presented with an accompanying discussion.

2. MINIMAX LINEAR ESTIMATION

In general, minimax procedures "guard against the worst." It is observed in Section 3 that such caution is appropriate in highly ill-conditioned regression problems.

The following lemma is the basis for minimax linear estimation and the Cauchy-Schwarz inequality (See, for example, page 239 of [12]) when applied to $\Pi^T$ results in the following lemma.

**Lemma 1.** Let $\mathbf{v} \in \mathbb{R}^d$. The maximum of $(\mathbf{v}^T \mathbf{v})^2$ among $\mathbf{v}^T \mathbf{A} \mathbf{v}$ satisfying $\mathbf{v}^T \mathbf{v} = 1$ is $\mathbf{v}^T \mathbf{A}^T \mathbf{v}$.

Let $\delta > 0$. Let $\mathbf{A}$ be a positive definite (p.d.) matrix of order $d$, and consider the constraint

$$\mathbf{A} \mathbf{v}^T \mathbf{v} > \delta.$$  

Let $\mathbf{v} \in \mathbb{R}^d$ and suppose that we wish to estimate $\mathbf{v}^T \mathbf{A}^{-1}$. If $\mathbf{v}$ satisfies
then \( \hat{Y} \) is the minimax linear estimator of \( \theta \) based on (2).

The following result is presented in [9]. A brief proof is given as the method of proof seems useful.

**Theorem 1.** The minimax linear estimator \( \hat{Y} \) of \( \theta \) based on (2) satisfies \( \hat{Y} = \hat{Y}_{\alpha, R} \) where

\[
\hat{Y}_{\alpha, R} = \mu X + (1/R) X' \tilde{X} \gamma
\]

**Proof.** Since \( \tilde{X} \) is p.d. we can factor \( \tilde{X} \) as \( \tilde{X} = \tilde{X}' \tilde{X} \). Condition (2) becomes \( \gamma' \gamma = \sigma_0^2 \) where \( \sigma_0 = \gamma \). Hence, \( \gamma \) must minimize

\[
\left\{ \left( \gamma' \mu \right)' \left( \gamma' \mu \right) \right\}^2
\]

\[
= \sigma_0^2 \sigma_0^2 + \max_{\gamma' \gamma = \sigma_0^2} \left( \gamma' \tilde{X}_\gamma \right) \left[ \left( \mu' \tilde{X}_\gamma \right)' \mu \right]
\]

\[
= \sigma_0^2 \sigma_0^2 + \sigma_0^2 \mu' \tilde{X} \mu
\]

\[
= \sigma_0^2 \mu' \tilde{X} \mu
\]

\[
= \sigma_0^2 \mu' \tilde{X} \mu - \sigma_0^2 \mu' \mu + \sigma_0^2 \mu' \mu
\]

\[
= \sigma_0^2 \mu' \tilde{X} \mu - \sigma_0^2 \mu' \mu + \sigma_0^2 \mu' \mu
\]

\[
= \sigma_0^2 \mu' \tilde{X} \mu
\]
by Lemma 1, by taking the norm of the vector derivative of (3) with respect to \( \theta \), we can see that the \( \theta \) which minimizes (3) is given by

\[
\hat{\theta} = M^{-1} X (X' M^{-1} X)^{-1} X' a
\]

where the subscript of \( I \) denotes the order of the identity matrix.

The theorem follows immediately, since the Hessian of (3) is always positive definite.

It follows from Theorem 1, by letting \( e \) be the Kronecker delta, that minimum estimation of individual components \( e_i \) of \( \theta \) based on (2) also produces the estimator \( \hat{e}_i \) of \( e_i \).

One can easily verify that the minimum linear estimator \( \hat{e}_i \) based on (2) is equivalent to the minimum linear estimator based on

\[
2'A / e = e. \tag{4}
\]

Hence, minimax theory suggests that if \( \hat{\theta} \) is an estimator of \( e' A / e \), then one might use

\[
\hat{e}_i = a_i + \hat{\theta} (M^{-1} X)' a_i
\]
To estimate \( \Lambda \), the author also argues that overestimation of \( \Lambda \) by \( \hat{\Lambda} \) leads to underestimation since, in (C), \( \hat{\Lambda} \) is an upper bound and various numerical results discussed in [III] and simulation results given in the present paper indicate that overestimation may result in unnecessarily and undesirably cautious estimators.

**Example 1.** Consider the case when \( \Lambda = I \). The minimax linear estimator \( \hat{\Lambda} \) is identical to the ridge regression estimator \( \hat{\Lambda} = \{ I + \Lambda \hat{\Lambda} \}^{-1} \). Minimax theory supports the estimator \( \hat{\Lambda} \) where \( \Lambda = \Lambda_{W} + \Lambda_{W}^{-1} \) and \( \hat{\Lambda}_{W} \) and \( \hat{\Lambda}_{W}^{-1} \) are the usual estimations of \( \Lambda_{W} \) and \( \Lambda_{W}^{-1} \) given by \( \hat{\Lambda}_{W} = (X'X)^{-1}X'Y \) and \( \hat{\Lambda}_{W}^{-1} = (X'X)^{-1}X'(I - X(X'X)^{-1}X')^{-1}X'Y \).

**Example 2.** Let \( \Lambda = \Lambda_{W} \). Since \( \Lambda \) is positive, we can write \( \Lambda = \Lambda' \) where \( \Lambda' \) is a non-singular \( q \times p \) matrix. Hence, the least squares estimations of \( \Lambda \) can be written as \( \hat{\Lambda} = \Lambda' + \hat{\Lambda}_{W} \) where \( \Lambda' = \Lambda_{W}^{-1} \) and \( \hat{\Lambda}_{W} \) is the usual least squares estimation of \( \Lambda_{W} \) which leads to the constraint \( \Lambda' = \hat{\Lambda}_{W} \) being very reasonable. This constraint is equivalent to the constraint \( \Lambda' = \Lambda_{W}^{-1} \), which leads to the estimator \( \hat{\Lambda} = \Lambda_{W}^{-1} \Lambda_{W}^{-1} X'Y \). This estimator is a shrinkage estimator. Estimation of \( \Lambda \) by \( \hat{\Lambda} = \Lambda_{W}^{-1} \Lambda_{W}^{-1} X'Y \) leads to the estimator \( \Lambda' + \Lambda_{W}^{-1} \), which is a shrinkage estimator with a shrinkage constant \( \Lambda_{W}^{-1} \).

In conclusion, the author also considers minimax linear estimators with estimations taken in recognition of the form:

\[
(x'X')(X'X)^{-1}x^2 = \hat{\Lambda}
\]
where \( A, \beta, \) and \( V \) are known. Some of the results from [19] and some additional related results are given in [21]. See Chapter 10 of [21] for a detailed, translated discussion of the results of [19].

Kullback and Olshen show in [19] that for any \( \alpha \in \mathbb{R}^d \),

\[
\varepsilon_{\alpha, \beta, \gamma} \colon \left( X - \mu \right) \cdot (A \cdot (X - \mu))^T = \sum_{\gamma = 0}^{\infty} \left( \alpha^T \cdot (A \cdot \beta^T - \gamma \cdot \beta^T) \right) S_{\gamma} \cdot \gamma^T \cdot \beta^T \cdot \beta^T \cdot \gamma \\
\]

for all \( \gamma \) satisfying \( \delta \cdot \gamma^T / \gamma^T \leq 2 \). A generalization in [11] of a result from [19] states that for any nonnegative definite \((n \times n)\) matrix \( A \),

\[
\varepsilon_{\alpha, \beta, \gamma} \colon \left( X - \mu \right) \cdot (A \cdot (X - \mu))^T = \sum_{\gamma = 0}^{\infty} \left( \alpha^T \cdot (A \cdot \beta^T - \gamma \cdot \beta^T) \right) S_{\gamma} \cdot \gamma^T \cdot \beta^T \cdot \beta^T \cdot \gamma \\
\]

for all \( \gamma \) satisfying \( \delta \cdot \gamma^T / \gamma^T \leq 2 \). Poole observes in [11] that the two above-mentioned results, which imply robustness of \( \hat{\beta}_{\alpha, \beta} \) relative to assumption (2), are equivalent and notes that the \( A \) matrices in Examples 1 and 2 are optimal (in a least-squares sense) prior information matrices. Clearly the accuracy of \( \hat{\beta}_{\alpha, \beta} \) as an estimator of \( \beta \) will depend on the accuracy of the prior information (2) which involves \( A \) and \( \beta \).

The following invariance property of minimax linear estimation supports the model-transformation argument used in Example 1 and also answers a criticism of (non-minimax) prior information techniques made in [11].
Given \( x \), \( b \) is any \( q \times q \) nonsingular matrix. It follows
that the model \( y = \beta x + b \)
where \( b = \beta x \) is equivalent to the model \( y = \beta x + \delta \)
also, the condition \( b(i(i)b^j) = h \)
is equivalent to the condition \( i(i)b(i) = h \) since \( b = \beta x \). Min-
max linear estimation is invariant under model transformations
in that.

\[
\sum_{i=1}^{n} (y_i - \beta x_i)^2 = \sum_{i=1}^{n} (y_i - \beta x_i - \delta)^2.
\]

**Proof:** We can easily check that
\[
\begin{align*}
\sum_{i=1}^{n} (y_i - \beta x_i - \delta)^2 &= \sum_{i=1}^{n} y_i^2 - 2\beta \sum_{i=1}^{n} y_i x_i + \beta^2 \sum_{i=1}^{n} x_i^2 - 2\delta \sum_{i=1}^{n} y_i + 2\beta x_i \delta - \delta^2 \sum_{i=1}^{n} x_i^2
\end{align*}
\]

The following theorem appears to answer a question posed in
Chapter II of [1] concerning the existence of a characterization
of minimax linear regression estimation similar to the least
squares characterization of BLUE regression estimators.

**Theorem 4.** Among all \( h \in M_i, h = \beta \) minimizes
\[
\sum_{i=1}^{n} (y_i - \beta x_i)^2 .
\]

**Proof:** The zero of the vector derivative of (5) with respect
\( \beta \) is \( \hat{\beta}_i \), and the hessian of (5) is always positive definite.
An immediate consequence of Theorem 3 is the result that among \( b \) satisfying \( b'bb = (\hat{b}'_A)'\hat{b}(\hat{b}'_A)' \), \( (F - E)'(F - E) \) is minimized by \( \hat{b} = \hat{b}'_A. \) This result has been previously observed in [17] for the case \( d = 1 \) by Lagrange multiplier methods. See [16] for a discussion of results similar to Theorem 3.

One can easily check by orthogonal transformation methods similar to those on page 92 of [7] that if

\[
g_f(k) = \hat{b}'(k)'\hat{b}'(k),
\]

then \( g_f \) is a decreasing function of \( k \). Hence, it follows easily (by supposing not and then contradicting Theorem 3) that if

\[
g_f(k) = (F - E\hat{b}'(k)'(F - E\hat{b}'(k))),
\]

then \( g_f \) is an increasing function of \( k \).

Two loss functions different from \( g_f(k) \), which is minimized by the least squares estimator \( \hat{b} = \hat{b}'(k) \), are considered in Section 3 and simulation results are given for minimax-related ridge regression estimators. The simulations involve progressive ill-conditioning and some of the simulations use random, norm-one \( b \).
1. **Numerical Results**

Within the past five years, many ridge estimators have appeared in the literature and have been compared in subsequent simulation studies. Golub, Heath, and Wahba [5] state that two dozen is probably a conservative estimate of the number of such estimators.

Many practitioners have used the ridge-trace approach to select the value of the ridge constant. This approach is highly subjective, however, and has also been criticized on other grounds (see, e.g., Smith and Campbell [14]). Consequently, it seems as though more formal methods for selecting the ridge constant need to be employed. The ridge estimator presented in Section 1,

\[ \hat{\beta}(k_1) = (X'X + k_1 I)^{-1}X'y \]

where \( k_1 \) is stochastic and equal to \( \sigma^2 / \hat{\sigma}'\hat{\sigma} \), has been the focal point in our simulation studies. Some of these results are presented later in this section. We have also studied the shrinkage estimator presented in Example 2, but it did not fare as well as the ridge estimator.

Before undertaking a simulation study of regression estimators, an experimenter must select an appropriate loss function, and choose a mechanism for generating data that is representative of actual data. The loss function most frequently used is squared error, i.e.
\[(\tilde{\beta} - \beta)'(\tilde{\beta} - \beta)\]  \hspace{1cm} (6)

where \(\tilde{\beta}\) denotes an estimator of \(\beta\) (see, e.g., Gibbons [4] and Hornerle and Bruntle [6]).

We have used (6) in addition to the loss function

\[(\tilde{\beta} - \beta)'(\tilde{\beta} - \beta), \hspace{1cm} (7)\]

which was also used by Dempster, Schatzoff, and Wermuth [3]. It can be argued (as they did) that (6) would be an appropriate loss function if the primary goal of a regression study is estimation of the parameters, whereas (7) would be appropriate if the regression was to be used for prediction (since (7) may be written as \((X\tilde{\beta} - \tilde{Y})'(X\tilde{\beta} - \tilde{Y})\), and \(\tilde{Y} = X\tilde{\beta} + e\) is predicted by \(\hat{Y} = X\hat{\beta}\). The loss function \((\tilde{Y} - X\tilde{\beta})'(\tilde{Y} - X\tilde{\beta})\) would be inappropriate for either estimation or prediction since the loss is minimized when \(\tilde{\beta}\) is the least squares estimator, as was mentioned in Section 2.

If we adopt either (6) or (7) or both, we then must decide what \(X\) and \(\tilde{\beta}\) to use as well as the method for generating values of \(Y\). Newhouse and Oman [10] showed that, assuming \(\tilde{\beta}\), \(\sigma^2\), and \(k\) to be fixed, \(MSE(\tilde{\beta}(k))\) is maximized, for \( \beta'\beta = 1 \), when \(\tilde{\beta}\) is the normalized eigenvector corresponding to the smallest eigenvalue of \(X'X\). Similarly, \(MSE(\hat{\beta}(k))\) is minimized when \(\hat{\beta}\) is the normalized eigenvector corresponding to the largest eigenvalue of \(X'X\). This result has apparently led researchers to...
use these two choices for $\lambda$ in their simulation studies. Typically, $\lambda$ is selected in such a way as to make $\lambda'\lambda$ an equicorrelation matrix, and observations on the dependent variable are then generated as

$$y = \lambda'\lambda + \epsilon$$

where $\epsilon$ is $N(0, \sigma^2)$. Several values of $\sigma^2$ are then used in conjunction with each of several $\lambda$ matrices. The loss for each estimator is then determined using either (6) or (7), or both.

This general procedure has two major shortcomings. First, we would not expect to encounter an equicorrelation matrix with actual data. Second, although the two choices for $\lambda$ correspond to the best and to the worst case for ridge regression estimators (in terms of mean squared error), we advise against using the smallest eigenvalue case. The reason can be discerned from Table 1. In particular, we should notice what happens to the average value of $R^2$ (the coefficient of multiple determination) as we move, keeping $\lambda'\lambda$ fixed, from the well-conditioned matrix in the first part of the table, to the highly ill-conditioned matrix in the bottom part of the table. One can observe (as in Table 1) that $R^2$ will be approximately $\sigma^2/n$ in the smallest eigenvalue case even for moderate $\sigma^2$ if $\lambda'\lambda$ is highly ill-conditioned. Since this is the worst case for ridge estimator,
we are thus unable to see how poorly a ridge estimator performs relative to least squares for reasonable values of \( R^2 \). Since progressive ill-conditioning tends to cause \( R^2 \) for the smallest eigenvalue case to be much different from \( R^2 \) for the largest eigenvalue case, making \( c^0 \) smaller so as to produce higher \( R^2 \) values for the smallest eigenvalue case would tend to make \( R^2 \) almost exactly 1.0 in the largest eigenvalue case.

For these reasons, we have used a different simulation procedure. We have also generated observations on \( Y \) as in (8), but, for each trial, a \( B \) vector is generated from a uniform distribution on the collection of all norm-one \( q \)-element vectors.

A normal(0,\( \sigma^2 \)) error vector \( e \) is then generated and \( Y \) is computed as \( Y = XB + e \). Thisted [10] cautions against the use of random \( B \) in simulation studies which include different classes of estimators. We see nothing wrong, however, with using \( B \) vectors that are uniform on the collection of all norm-one vectors when comparing estimators within a particular class such as ridge estimators. As will be seen later, the main objectives of our numerical studies have been: (1) to compare our ridge estimator with the much-referenced Hoerl, Kennard, and Baldwin [6] estimator, and (2) to determine under what conditions our ridge constant or a multiple of our ridge constant would be appropriate.

In addition to our different procedure for generating \( B \),
we have also generated \( \hat{X}'X \) matrices in a different manner. Instead of the equicorrelation approach, we used the method given in Ryan [13] to generate several progressively ill-conditioned matrices.

The results of our major simulation study are shown in Table 2. The following can be discerned from inspection of the table. For a particular degree of ill-conditioning, the size of the desired ridge constant depends on the size of \( r^2 \) in that a large \( r^2 \) implies the need for a small ridge constant, and vice versa. Secondly, for fixed \( r^2 \), the size of the desired ridge constant varies with the degree of ill-conditioning in that greater ill-conditioning implies the need for a larger ridge constant.

It follows from the discussion in Section 2 concerning robustness that the use of a nonstochastic ridge constant \( \lambda \) will result in the ridge estimator outperforming least squares in terms of MSE provided that \( \lambda < (k/n)^{-1} = 2\eta^{-1} \) where \( k = I'(I'X)^{-1}X' \).

Consequently, \( \hat{\lambda}^{-1} = \tilde{\lambda}^{-1} = (\hat{\lambda} / \Theta)^{1/2} \) (in addition to \( \hat{\lambda}^{-1} \) given in Example 1) should be a good (stochastic) choice for \( \lambda \). This choice can be motivated, in part, by the results in Table 2, and also by the fact that \( 2\hat{\lambda}^{1/2}T^{-1} \) should be less than \( 2(\hat{\lambda}/\Theta)^{1/2} \) since (assuming normality) \( \hat{\lambda}^{1/2}T^{-1} \sim \tilde{\lambda}^{1/2} \), where \( \lambda_1, \lambda_2, \ldots, \lambda_q \) are the eigenvalues of \( \hat{X}'X \) and \( \hat{\Theta}^{1/2} \) is an unbiased estimator of \( \sigma^{1/2} \).

One might argue that \( \hat{\lambda}^{1/2} \) in \( \hat{\lambda} \) should be replaced by \( \hat{\lambda}^{1/2} \sum_{i=1}^{q} \lambda_i^{-1} \) so as to make \( \hat{\lambda} \) approximately unbiased. When \( \hat{X}'X \) is in correlation
form $\sigma^2$ must be quite small to produce good $R^2$ values. Accordingly, $A^{-1}$ would remain essentially unchanged unless $A'X$ is highly ill-conditioned. In particular, the last matrix in Table 2 is just such a matrix. For that matrix, with $\hat{A} = \left[\hat{a}_{ij}\right] = \frac{\hat{a}^{2}_{ij}}{\hat{a}^{2}_{ii}}$, the average value of $\hat{a}^{2}_{ii}$ should be approximately $\hat{a}^{2}_{ii}$ for $\sigma^2 = .0001$, approximately $\hat{a}^{2}_{ii}$ for $\sigma^2 = .01$, and approximately $\hat{a}^{2}_{ii}$ for $\sigma^2 = .005$. Notice that these are close to the minimum values in Table 2, especially for the second loss function. Therefore, especially if $A'X$ is highly ill-conditioned, $A^{-1}$ or $(A/\sigma)^{-1}$ should be considered if the numerator of $\hat{A}$ is sufficiently positive.

Although the vast majority of our simulations have been for $p = 4$, limited work with $p = 3$ has revealed that $\hat{A}^{-1}$ may be a good choice for $\hat{A}$ when $A'X$ is highly ill-conditioned and $R^2$ is very close to 1.0.

Many researchers have contended that the improvement of a biased estimator over least squares will usually be quite small. The figures in Table 2 indicate that this is not necessarily true. The absolute gain might be small since the data for the regressors is in correlation form, but could be quite sizable after converting back to raw form.
Table 1 - Comparison of least squares, the minimum estimator ($\hat{b} = \tilde{b}^{-1}$), and the usual, rounded, and auxiliary estimator ($\hat{b} = \tilde{b}_{+}^{-1}$).

### Well-conditioned X matrix ($\lambda_{-} = 0.7799$, $\lambda_{+} = 1.5417$)

<table>
<thead>
<tr>
<th>$\sigma^{2}$</th>
<th>Ave. $R^{2}$</th>
<th>Least Squares</th>
<th>$\lambda_{-}^{-1}$</th>
<th>$\lambda_{+}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.9926</td>
<td>0.003396</td>
<td>0.000396</td>
<td>0.000396</td>
</tr>
<tr>
<td>0.001</td>
<td>0.9702</td>
<td>0.003349</td>
<td>0.004933</td>
<td>0.002995</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9498</td>
<td>0.004276</td>
<td>0.004276</td>
<td>0.004276</td>
</tr>
<tr>
<td>1</td>
<td>0.9281</td>
<td>0.004288</td>
<td>0.004288</td>
<td>0.004288</td>
</tr>
</tbody>
</table>

### Moderately Ill-conditioned X matrix ($\lambda_{-} = 0.1250$, $\lambda_{+} = 1.2760$)

<table>
<thead>
<tr>
<th>$\sigma^{2}$</th>
<th>Ave. $R^{2}$</th>
<th>Least Squares</th>
<th>$\lambda_{-}^{-1}$</th>
<th>$\lambda_{+}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.9972</td>
<td>0.007822</td>
<td>0.007822</td>
<td>0.007822</td>
</tr>
<tr>
<td>0.001</td>
<td>0.9772</td>
<td>0.017822</td>
<td>0.017822</td>
<td>0.017822</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9572</td>
<td>0.15610</td>
<td>0.15610</td>
<td>0.15610</td>
</tr>
<tr>
<td>1</td>
<td>0.9372</td>
<td>1.07259</td>
<td>1.07259</td>
<td>1.07259</td>
</tr>
</tbody>
</table>

### Very Ill-conditioned X matrix ($\lambda_{-} = 0.0011$, $\lambda_{+} = 1.8372$)

<table>
<thead>
<tr>
<th>$\sigma^{2}$</th>
<th>Ave. $R^{2}$</th>
<th>Least Squares</th>
<th>$\lambda_{-}^{-1}$</th>
<th>$\lambda_{+}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>0.7872</td>
<td>0.028231</td>
<td>0.028231</td>
<td>0.028231</td>
</tr>
<tr>
<td>0.001</td>
<td>0.9990</td>
<td>0.029207</td>
<td>0.027737</td>
<td>0.023895</td>
</tr>
<tr>
<td>0.01</td>
<td>0.9902</td>
<td>1.37973</td>
<td>1.37973</td>
<td>1.37973</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9999</td>
<td>2.48796</td>
<td>2.48796</td>
<td>2.48796</td>
</tr>
<tr>
<td>1</td>
<td>0.9104</td>
<td>24.8290</td>
<td>24.8290</td>
<td>24.8290</td>
</tr>
</tbody>
</table>

The loss is $\sum_{i=1}^{2} - R_{i}(1-\lambda_{+}) - 1$. The $X$ matrix is $\sigma^{2} \times 2$; $\lambda_{+}$ and $\lambda_{-}$ denote the largest and smallest eigenvalues, respectively, of $XX^{T}$. The first row of averages is for the smallest eigenvalue case; the second row for the largest eigenvalue case.
### TABLE 2 - Comparison of variance-related ridge estimators using matrix normal Z.

#### Well-conditioned X matrix

<table>
<thead>
<tr>
<th>( c^2 )</th>
<th>Avg. ( R^2 )</th>
<th>Least Squares</th>
<th>( h_1^{-1} )</th>
<th>( 2h_1^{-1} )</th>
<th>( 4h_1^{-1} )</th>
<th>( 6h_1^{-1} )</th>
<th>( h_{10}^{-1} )</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.996</td>
<td>0.055213</td>
<td>1.0002</td>
<td>1.0008</td>
<td>1.0014</td>
<td>1.0021</td>
<td>1.0025</td>
<td>1.0062 A</td>
</tr>
<tr>
<td>0.001</td>
<td>0.994</td>
<td>0.084020</td>
<td>1.0005</td>
<td>1.0012</td>
<td>1.0017</td>
<td>1.0022</td>
<td>1.0027</td>
<td>1.0060 B</td>
</tr>
<tr>
<td>0.005</td>
<td>0.656</td>
<td>0.00425</td>
<td>0.9991</td>
<td>0.9984</td>
<td>0.9979</td>
<td>0.9974</td>
<td>0.9965</td>
<td>1.0070 A</td>
</tr>
<tr>
<td>0.005</td>
<td>0.516</td>
<td>0.01939</td>
<td>0.9950</td>
<td>0.9948</td>
<td>0.9946</td>
<td>0.9943</td>
<td>0.9936</td>
<td>1.0055 B</td>
</tr>
</tbody>
</table>

#### Moderately ill-conditioned X matrix

<table>
<thead>
<tr>
<th>( c^2 )</th>
<th>Avg. ( R^2 )</th>
<th>Least Squares</th>
<th>( h_1^{-1} )</th>
<th>( 2h_1^{-1} )</th>
<th>( 4h_1^{-1} )</th>
<th>( 6h_1^{-1} )</th>
<th>( h_{10}^{-1} )</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.993</td>
<td>0.001831</td>
<td>1.0001</td>
<td>1.0005</td>
<td>1.0024</td>
<td>1.0053</td>
<td>1.0099</td>
<td>1.0176 A</td>
</tr>
<tr>
<td>0.001</td>
<td>0.937</td>
<td>0.0004198</td>
<td>1.0002</td>
<td>1.0007</td>
<td>1.0021</td>
<td>1.0045</td>
<td>1.0076</td>
<td>1.0117 B</td>
</tr>
<tr>
<td>0.005</td>
<td>0.654</td>
<td>0.01842</td>
<td>0.9962</td>
<td>0.9957</td>
<td>1.0058</td>
<td>1.0233</td>
<td>1.0527</td>
<td>1.0917 A</td>
</tr>
<tr>
<td>0.005</td>
<td>0.516</td>
<td>0.0196</td>
<td>0.974</td>
<td>0.959</td>
<td>0.944</td>
<td>0.934</td>
<td>0.924</td>
<td>1.005 B</td>
</tr>
</tbody>
</table>

#### Very ill-conditioned X matrix

<table>
<thead>
<tr>
<th>( c^2 )</th>
<th>Avg. ( R^2 )</th>
<th>Least Squares</th>
<th>( h_1^{-1} )</th>
<th>( 2h_1^{-1} )</th>
<th>( 4h_1^{-1} )</th>
<th>( 6h_1^{-1} )</th>
<th>( h_{10}^{-1} )</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.997</td>
<td>0.0326</td>
<td>0.982</td>
<td>0.977</td>
<td>1.009</td>
<td>1.053</td>
<td>1.129</td>
<td>1.221 A</td>
</tr>
<tr>
<td>0.001</td>
<td>0.937</td>
<td>0.000510</td>
<td>0.997</td>
<td>0.995</td>
<td>1.005</td>
<td>1.024</td>
<td>1.050</td>
<td>1.079 B</td>
</tr>
<tr>
<td>0.01</td>
<td>0.932</td>
<td>0.00998</td>
<td>0.942</td>
<td>0.912</td>
<td>0.887</td>
<td>0.899</td>
<td>0.920</td>
<td>1.000 B</td>
</tr>
<tr>
<td>0.005</td>
<td>0.862</td>
<td>0.0199</td>
<td>0.874</td>
<td>0.824</td>
<td>0.769</td>
<td>0.749</td>
<td>0.739</td>
<td>0.990 B</td>
</tr>
</tbody>
</table>

600 "good" (\( R^2 > 0.7 \)) observations were generated for each \( c^2 \), matrix combination. The entries represent average loss for least squares and the ratio of average loss for each estimator to the average loss for least squares.

Loss A is \( \sum (\hat{y} - y)^2 / \sum (y - \bar{y})^2 \)

Loss B is \( \sum (\hat{y} - y)^2 / \sum (y - \bar{y})^2 \)

\( = (\hat{y} - \bar{y})' (\hat{y} - \bar{y}) \)

The matrices used here are the same as those used in TABLE 1.
4. SUMMARY

A minimax approach to linear regression was presented and
some of the pertinent minimax results of an important Russian
paper by Plaks and Olshen were also discussed. Additional minimax
results were presented including an invariance property of minimax
linear regression estimators. In Section 3 some criticisms were
made of the most common simulation procedure for ridge regression
comparisons, and these were also illustrated in Table 1. Accordingly,
a different procedure involving random 3 was used to produce
Table 2.

The minimax regression estimators with ridge constants $\lambda_{\pm}^{-1}$
and $\lambda_{\pm}^{\ast}$ were seen to perform well in the major simulation study
although $\lambda_{\pm}^{\ast}$ may be a better choice, especially if $X'X$ is highly
ill-conditioned.
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nature. Traces of MSE estimates and of related direction cosine estimates can be used to augment the trace of ridge coefficients. It is the "see power" of these data analytic displays that provokes estimates in the ridge

2. INHANCEANCE

The ridge estimates are functions of a linear combination of the original parameters $X_1 = Z_1 = 2/3$ and $y = A$. But the amount of ridge shrinkage that is MSE optimal in the usual trace sense (Ohrnchaim 1975) is a nonlinear function of the eigenvalues of XX or ZZ and of the parameters $A$ or $a$, and $c$. The unknown MSE optimal ridge fit is thus not invariant. Why, then, do Smith and Campbell feel that the fit "should be" invariant?

An estimation procedure will yield fits that are invariant in this sense if and only if the estimate $b$ of $\beta$ and the estimate $c$ of $\gamma$ are uncorrelated by the implicit formula $c = A^2$ for every nonsingular $A$. The ridge solutions that optimize the objective criteria of my earlier comments are not implicitly correlated. And I feel that no "anxiety" worth avoiding is implied by this property.

It is well known that any procedure that yields implicitly correlated estimates cannot have certain desirable properties. For example, Tolley (1976) considers the two-regressor case $y_1 = b_1 x_1 + e_1$ and $y_2 = b_2 x_2 + e_2$. The resulting explicit estimates are $c_1 = b_1$ and $c_2 = b_2 - a e_1$. This represents a change in the implicit estimate of the unmeasured regressor and no change in the implicit estimate of the measured regressor. In this sense, no implicit coefficient can be interpreted as measuring the "effect" of only one regressor on the expected response.

Ridge estimates can be chosen to be less highly intercorrelated than the implicit least squares estimates for an ill-conditioned parameterization. These ridge estimates are thus "...step in the right direction" in the sense of Tolley (1976): toward coefficients that can be interpreted as "effects" in the sense of Ohrnchaim and Vencel (1974). 3. OBTAINING PREASSIGNED VALUES

Smith and Campbell's equation (5.1) can be used to estimate, that if ridge regression is assumed to yield implicit estimates, then these coefficients can be made to correspond to any preassigned vector by choice of a diagonal matrix $A$ in their equation (5.2).

If one considers generalized ridge regression with arbitrary origin, as in Smith and Campbell's equation (5.1), then one can indeed obtain any preassigned solution by choice of the ridge factors, or $\ldots$, but, instead of $0 < a, c < 1$, one might have to go to the extreme of using ridge factors greater than one or even negative. If one is monitoring sample information on the variance-bias tradeoff, then one would see that MSE is not reduced by such an extreme factor.
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Acknowledgments: The authors have contributed some interesting criticisms but their contentions seem not to form a basis for general condemnation of ridge regression. Smith and Campbell state that they advocate the use of prior information, but are unable to submit with exact linear constraints. They also show that "when the least squares estimates are improved, auxiliary information is quite useful; Pseudoinformation is of dubious value".

LAURENCE C. FEELE and THOMAS P. RYAN

The authors have contributed some interesting criticisms but their contentions seem not to form a basis for general condemnation of ridge regression. Smith and Campbell state that they advocate the use of prior information, but are unable to submit with exact linear constraints. They also show that "when the least squares estimates are improved, auxiliary information is quite useful; Pseudoinformation is of dubious value."
We agree that exact linear constraints are "disconcerting" and seemingly unrealistic, as well and, consequently, prefer constraints of the form \( \delta' \delta \leq k \), or more generally \( \delta' T \delta \leq k \), where \( T \) is a positive-definite matrix and \( k \) is a positive constant. There is no boundedness assumption on \( \delta' \delta \) inherent in the least squares procedure, and, in practice, one might set an a priori upper bound on reasonable values of \( \delta' \delta \). The degree of superiority of a biased estimator over least squares will naturally depend on how sharp a bound on \( \delta' \delta \) an experimenter can impose. Suppose that based on prior information only, one believes that \( \delta' \delta \) is approximately equal to a number \( k^* \). Kiik and Olmanson (1972) showed that if \( k^* \geq \delta' \delta / 2 \), then the ridge regression estimator with ridge parameter \( k = 1/2 \) will outperform the least squares estimator in terms of mean squared error. Consequently, if fairly accurate prior information about \( \delta' \delta \) is available, this ridge estimator is preferable to the least squares estimator. Lacking prior information, we can still obtain, by estimating \( \delta' \delta \) from sample data, an estimator that tends to be better than least squares. It follows from this line of reasoning that estimators with this underlying motivation will not have "loose theoretical underpinnings." 

Smith and Campbell note that ridge regression estimators are not invariant under model transformations of the form:

\[ Y = (X'X)^{-1} X' \delta + \epsilon \]  

Peelo and Rice (1979) discuss minimax linear estimation based on prior information of the form \( \delta' T \delta \leq k \), which includes ordinary and generalized ridge regression estimation. The authors observe that the resulting estimators

\[ \hat{\delta}^* = \left[ T + XX' \right]^{-1} XY \]

are invariant under model transformations of the form (1).

In his contribution to this discussion, Van Nostrand briefly mentioned specific conflicting results from several simulation studies. It is not surprising that the results can differ greatly from one study to the next since no "standard" simulation procedure is being used. In point of fact, it seems that those of us who have performed these studies have fallen to a number of pitfalls. In a regression simulation study, one should use appropriate values of the error variance \( \sigma^2 \). The use of correlation form implies that one should choose \( \sigma^2 \) close to zero in order to generate data with reasonable \( R \) values. Unfortunately, \( R \) is quite sensitive to small changes in \( \sigma^2 \); consequently, great care must be exercised in order to avoid producing small \( R \) values. Also, the usual procedure of letting \( \delta \) be represented by the eigenvectors corresponding to the largest and smallest eigenvalues of \( XX' \) is objectionable. In the smallest-eigenvalue case, \( R \) will be approximately \( p \) when the smallest eigenvalue is quite small and \( \sigma^2 \) is at least one order of magnitude larger. Thus, with \( p = 4 \) and \( n = 100 \), a typical choice would hardly say that we have generated representative regression data when \( R \) is approximately 0.1. Making \( \sigma^2 \) smaller in an effort to remedy the problem would only cause \( R \) to be almost exactly 1.0 in the largest eigenvalue case. There is clearly a need for a better approach.
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**H. D. VINOD**

Certain prior knowledge about intrinsic measurement errors can be cleverly incorporated in ridge regression by adding fictitious observations to the data. Consider a standardized regression model \( X' \delta + \epsilon \), where \( XX' \) is the correlation matrix based on \( n \) observations among \( p \) regressors and \( X' \) is a vector of correlation coefficients with the dependent variable. There are measurement errors in each regressor, so that the available data are indistinguishable from other data, where one may add a number between \(-5 \) to \( 5 \) to the last published digit. There may be a similar error in each mean \( \bar{X} \) and standard deviation \( \hat{S} \). The largest measurement error \( \epsilon_{max} \) in each standardized regressor \( (x_{ij} - \bar{x}_{ij}(\hat{X}-1)\hat{S})/\hat{S} \), where \( h = 1, 2, \ldots, n \), is

---
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