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TEMPORAL SAMPLING REQUIREMENTS FOR
ESTIMATING THE MEAN NOISE LEVEL IN
THE VICINITY OF MILITARY INSTALLATIONS

1 INTRODUCTION

Background

High sound exposure levels in the immediate proximity of airports
and military installations are an increasingly important acoustics prob-
lem. Recent environmental standards have emphasized the significance of
improved equipment design, better operations planning, and new tech-
niques for noise abatement. 1 The measurement of noise levels in the
vicinity of Army installations and the associated statistical assessment
of the precision of mean-level estimates is an important element of the
overall problem.

While it is possible to continuously monitor the daily average sound
exposure level, it is economically desirable to sample for a relatively
short period of time and use this information to draw reliable inference
about the long-term (yearly) mean level. Until recently, techniques for
assessing environmental noise specified sampling over extremely short
periods of time, e.g., from a few minutes to perhaps a single day. 2 How-
ever, the time varying nature of noise data when viewed as a time series
(hourly or daily averages) suggests that short-term sampling may lead to
serious indccuracies in the estimation of a long-term (yearly) average
noise level. For example, the 24-hr periodic pattern in hourly average
sound level may vary from about 40 to 85 decibels (dB). Daily averages
commonly vary from 50 to 80 dB. These wide ranges for sound level, to-
gether with the fact that the data generally exhibit high positive
autocorrelation and high coefficients of variation, suggest that small
and/or short sampling periods may provide both imprecise and inaccurate
mean value estimates.

The techniques of time series modeling in general and that of
Dynamic Data System (DDS) in particular provide a powerful methodology
for an assessment of mean level estimation precision and the formulation

$1 1Quiet Communities Act of 1978, PL 95-609.

D. C. Pies and L. C. Sutherland, Evaluation of Spatial Sampling Tech-

niques for Community Noise Surveys, Report No. WR-77-5 (Wyle Research
Laboratory, 1977); and J. Stearns, L. C. Sutherland, and D. .. Pies,
Community Noise Monitoring--A Manual for Implementation, Report No.
WR-76-8 (Wyle Research Laboratory, 1976).
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of sampling strategies. 3 The autocorrelated nature of the data,
particularly the degree of positive correlation between neighboring
observations, generally increases the amount of consecutive sampling
required over sampling where independence can be assumed. In this
study, the DDS method is used to model many noise time series to
quantitatively characterize the autocorrelation in the data toward the
specification of sampling requirements and the formulation of efficient
sampling scrategies.

Objective

The objective of this study is to develop models which can assess
the requirements for sampling noise levels in the vicinity of large
distributed noise sources such as airports (in general) and Army installa-
tions (in particular) for the purpose of obtaining reliable estimates of
long-term mean noise levels.

SAproach

This study was designed to develop a model which predicts sampling
requirements to obtain data for the reliable estimation of the long-term
average noise levels in the vicinity of Army installations. Daily aver-
age noise levels at a particular site, when examined over many consecu-
tive days (e.g., 6 to 12 months) show a characteristic behavior of a
stationary stochastic process with significant levels of positive
autocorrelation. When sampling over a number of consecutive days to
obtain data for the estimation of the long-term mean level, both the
overall level of variation (coefficient of variation) and the degree of
autocorrelation (correlation factor) impact the precision associated with
the mean-level estimate. These two factors must be quantified to define
rigorous sampling requirements.

The analysis of time series by the method of DOS provides a powerful
methodology for the quantification of autocorrelation. Thus, the esti-
mation of the variation in sample means is estimated from a sequence of
autocorrelated data. Time series of consecutive daily average monitored
noise levels were modeled by autoregressive-moving average stochasticSmodels and the parameters of these models were used to assess the pre- P
cision associated with mean-level estimates.

3 R. E. DeVor, P. D. Schomer, W. A. Kline, and R. D. Neathammer,
"Development of Temporal Sampling Strategies for Monitoring Noise,"
Journal of the Acoustical Society of America, Vol 66, No. 3 (September
1979), pp 763-771; and R. E. DeVor, W. A. Kline, and K. M. Tingley,
"Analysis of Environmental Noise Data by the Method of Dynamic Data
System," Proceedings of the 10th Modeling and Simulation Conference
(April 1979), pp 419-428.
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This study analyzed a large quantity of monitored noise data from
two sources: (1) a military installation--Fort Bragg, and (2) four
large commercial airports--Los Angeles International, Boston Logan,
Washington Dulles, and Washington National. The analysis of the air-
port data was used to: (1) evaluate the utility of the DDS modeling
approach and to establish the methodology for the derivation of sampling
requirements, and (2) develop a model to describe the effects of weather
or daily measured sound levels. This latter purpose was particularly
significant, since it lad to the postulation of a weather model, i.e.,
a time series model which indicates the stochastic effect of weather on
noise from a fairly constant source.

The noise data for Fort Bragg were based on a computer program
which predicts noise as a function of the frequency and intensity of
military operations. 4 Because these data were free from the effects of
weather, and because weather effects had to be considered in order to
avoid biasing operations data (which might lead to an overestimation of
sampling requirements), a weather/operations model was developed. This
model extrapolated weather effects from the data collected during the
airport analyses; the result was a multiplicative model which combined
an airport-derived weather model and a computer-generated operational
blast noise model. The autocorrelated function of this multiplicative
was derived and used to calculate sampling requirements to achieve a
prespecified level of precision in the estimate of the long-term mean
noise level.

Mode of Technology Transfer

The results of this study will impact on the Army Regulation Series
200, Environmental Quality.

4V. Pawlowska and L. Little, The Blast Noise Prediction Program: User
Reference Manual, Technical Report N-75/ADA074050 (U.S. Army Construc-
tion Engineering Research Laboratory [CERL], August 1979).
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"2 DYNAMIC DATA SYSTEM (DDS) MODELING

The Mean Level Inference Problem

At the outset of this study, it was proposed to formulate a
stralegy for sampling the noise level signal at a given location and
use the data obtained to estimate the yearly average noise level with
some prespecified level of precision. While this information may be
quite useful from an environmental impact point of view, it will be
both insightful and necessary to carefully examine the time-varying
nature of the signal over the entire year. This will not only impact
the estimation and inference problem, but strongly influence the
practical interpretation given to an average or mean-level estimate.

Mathematical Statement of the Problem

Consider a finite set of discrete measurements, XI, X2,"',XN,
obtained by uniformly sampling a continuous signal Xt at equispaced
intervals At. Assume that:

1. The sample interval size At is a prespecified constant and is

of a size sufficient to capture the structure of the continuous signal.

2. Xi need not be Gaussian, but {Xt} should constitute a stationary
time series; i.e., fluctuate about a fixed mean with a constant level of
irregularity.

3. The length of record NAt is sufficient to adequately encompass

the significant long-term features of the continuous signal.

If a series of observations X1 , X2,...,XN is used to estimate the
'-, - average yearly noise level, the specific nature of the autocorrelation

in the data that will impact the estimate of the true mean level is given
by

+Var (X) = + - , [Eq 1)

"where
• •YO = Var(Xt)

•.k time lag

!-N sample size

Yk kth lag autocovariance between X and X+k

~~ 12 *
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For a stationary time series, the {Yk} converge to ziro as k
increases so that for large N, Eq 1 reduces to the approximation:

K Var (X)
[Eq 2]

S~If the data are autocorrelated, then Eq 1 may be rewritten as

* Var (X) = (yo/N)C, [Eq 3]

where:

C is a factor which varies with and accounts for the autocorrelated
nature of the data.

In general, for positively autocorrelated data, the autocorrelation
factor C will be greater than 1; for negatively autocorrelated data, it
will be between 0.0 and 1.0. This phenomenon can be appreciated
intuitively by examining Figure 1. it is clear that for positively
autocorrelated data, excursions or runs above and below the mean will
produce sample averages with wider dispersion about the true mean than
would be produced if the data were random. Similarly, negatively
correlated data are characterized by successive high and low values
which tend to "average" to values quite closely clustered about the true
mean. These characteristic behaviors may be quantified by the auto-
correlation factor, which for the modeling technique used in this report
can be shown to be solely a function of the parameters of an
autoregressive-moving average (ARMA) model for the data.

If the data are uncorrelated, then Yk = U for k > 1 and

Var (X)=OY/N • [Eq 4

,. Therefore, a (1-a) 100 percent confidence interval for X will be given by

X ± Z" + [Var(Y)]½ [Eq 5],. ~ ~-aZ~/2

where a is the level of significance. Strictly speaking, the t distribu-
tion should be used instead of the unit normal z distribution to account
for the uncertainty in estimating the wariance of the sample mean.
However, for the sample sizes encountered in this report, the t distribu-
tion is closely approximated by the z distribution. The problem co be

13
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(b) POSITIVE AUTOCORRELATION
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(C) NEGATIVE AUTOCORRELATION f(X)

Figure 1. Autocorrelated structures in time series and
their impact on sample mean precision.
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"addressed is, then, to determine the precision with which the sample
mean X based on N observations estimates the true mean level, or
alternatively, to specify the length of record (number of observations)
needed to estimate the true mean pi by X within a certain prespecified
interval at a given level of statistical significance.

The autocovariance function, -Yk, plays a central role in these
calculations. This study was concerned with the use of parametric
stochastic models of the ARMA class for the estimation of the {Ykl-
This approach provides a mathematically appealing approach to the problem.* I

"* .Time Series Modeling by DDS

The DDS Modeling Approach

* 'In recent years, modeling stochastic phenomena by the general class
of ARMA models has found a tremendous growth in applications in the area
of forecasting and control. Several unified strategies have been proposed

* ,to facilitate this modeling with varying philosophies on the model build-
ing procedure, physical interpretation of models, and the manner in which
both deterministic and stochastic trends are modeled. The DDS methodology
has particular appeal for several reasons which go beyond the scope of
this report. In particular, the modeling and interpretation of physical
systems is greatly enhanced by this approach.

When only stochastic variation is evident in the data (no determin-
istic trends such as periodicities), the general class of ARMA models
given in Eq 6 is used for modeling.

Xt = -1 ttl + + .. + tn + at -lat~ l

- [Eq 6)

-02at-2 " " mat-m'

.2 where Xt is the observation in the time series at time t

at is the random shock at time t; a÷ is Iormally and
independently distributed, NID(o,ct)

bi is the ith autoregressive parameter

ei is the ith moving average parameter

n is the number of autoregressive parameters

m is the number of moving average parameters.

15
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In the DDS modeling methodology, m is generally defined to be n-1,
although the final appropriate fitted model may have m < (n-1). The
poles, X•i, of the model are defined as the roots of the autoregressive
portion of the model:

n
(Zn- ,Izn'l - ... - n II (Z-Xi) [Eq 7]

Wi=

* where Xi is the ith pole

Z is the transform operator such that Z-lXt = XtI.

It can be shown by using the elementary theory of linear operators
on Hilbert space that any stationary stochastic system can be approxi-
mated by an autoregressive moving average model of order (n, n-i).

For the use and interpretation of the ARMA (n, n-l) model class, it
is useful to consider two important characterizations of the model:
(1) Green's function, and (2) the autocovariance function. Green's func-
tion, Gk, can be expressed as a sum of weighted exponential functions:

Gk=gl(X1 )k +g(,k + ...... + g(,)k [Eq 8]

k 91I + 2 2n n

where Xi is the ith pole

gi is the ith Green's function coefficient.

The Green's function coefficients are the residues of H(z)/z, where
H(z) is the z transform of Eq 6.

.z)= zn-m(zm-Zm-I . .... - em)S~~H(z) = z~
(Zn f l.[Eq 9]

S"l 
" - n

Thus the Green's function coefficients are computed by Eq 10:

[Eq 10]

=i [(Z-X,)H(Z)/Z] 1= l,2, ... n[E10

S16
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m11 •According tc the Wold decomposition, Xt may be expressed as a sum
of orthogonal vectors Gjat_j, in an infinite dimensional space. That is:

Xt = Gjat- [Eq III

For stable systems, only a relatively few number of vectors need to be
added to obtain Xt. Physically, the Green's function may be thought of
as describing the nature of the dynamic response of the system to a ran-
dom disturbance at, i.e., the impulse response.

The autocovariance function of the general ARMA (n,m) model may be
derived from Eq 11 by noting that the kth autocovariance Yk is given by

E(Xt* Xt) [Eq 12]

* where E denotes expected value.

Similar to Green's function, the autocovariance function can be ex-
pressed as a sum of weighted exponential functions:

Sd ( l)k + [+ + Eq 13]

where di is the ith autocovariance coefficient

di aa .

The fact that Green's function and the autocovariance function can be
expressed solely in terms of the model parameters ý, e, and G4 is found
to be most useful later when an estimate of the variance of the sample
mean is to be obtained given an appropriate ARMA model for the data.

In the DDS methodology, the appropriate model for a given set of data
is determined by successively fitting models of progressively higher order
by the method of least squares until a satisfactory fit is obtained.
Analysis of variance is performed for each model, and the F test is used
to determine when the reduction in the residual sum of squares from one
model to the next is statistically significant. A Q-test is performed
on the sample autocorrelations of each fitted model to determine if$1 significant correlation remains in the at series. Initially, an ARMA
(2,1) model is fit to the data.

&- 17



X t - IX t-1 + 02 Xt-I + at "Bt- I [E a4

Models of the form ARMA(4,3), ARMA(6,5), ...... ARMA(2n,2n-I) are then
successively fit. The model is incremented by steps of two--i.e.,
ARMA(2n,2n-l)--so that the roots of the model can be either real or com- N
plex at any time, thereby not forcing a real root to be present in a 4
model for a process which does not physically have that characteristic.
Modeling is terminated when the F test fails to show significance when
the next higher-order model is fit. Individual model parameters near
zero may be examined for significance by computing their (1-a) 100 per-
cent confidence intervals. Insignificant parameters are dropped and the
remaining parameters are re-estimated. In general, an ARMA(n,m) model
results.

Estimation of the {yk} From the AR9A ModeZ Parameters

SBy using the ARMA model class to characterize a time series of noise I
data, the {yW for these data [and in Eq 2] can be estimated by functions

•, of the model parameters alone. In. particular,

SThe variance of the disturbances og may be calculated by recursively calcu-
lating the at from the fitted model and then substituting into Eq 16:

N 2

a X N (n + t + [Eq 16]

suche approach to assessing the confidence associated with the sample
* .ARmean X of the autocorrelated sequence Xml X cnX is then as follows:

pxt yi. The DDS modeling methodology is used to find the appropriate
ARMA(n,m) model for the data by successive fitting. Since, in general,

the models are nonlinear in the parameters, an iterative nonlinr nearst
squares routine is required to estimatheby parautingters.

i 2. Based on the fitted model and estimated parameters 0^, 6ý, and ca2;
j7 the variance of the sample mean from Eqs 15 and 16 is estimated.

3. A (1-a) 100 percent confidence interval for the true mean from
Eq 5 is established.

• : 18



It should be noted that in all of the modeling of noise data which
follows, the data are modeled and precision estimates in the sample
mean are deteriniiie. it, 'nits of sound exposure or mean-square pressure.
Confidence interv;'.• determined in mean-square pressure are then trans-
formed to sound exposure level (SEL) in decibels by the transformation,

SEdB 10 log,, (mean-square pressure). [Eq 17]

Analysis of Noise Data

This section uses two sets of noise data to illustrate the modeling
technique and its use in the mean-level estimate precision assessment
problem. One is derived from a site in the vicinity of Naval Air Station
(NAS) Miramar, San Diego, CA (site 30 in Figure 2); the second was taken
from nearby Lindbergh Field (Site 50 in Figure 2), the commercial San Diego
Airport. Both sets of data were recorded between January and June of 1976.
Figure 2 is a map of NAS Miramar and shows the locations of several moni-
toring sites around the airfield. Figures 3 and 4 show the data in units
proportional to mean-square pressure. Each data point is a time-weighted
24-hr average noi.se level, referred to as the Community Noise Equivalent
Level (CNEL). CNEL values are determined from the equation

1NL i0 log 1 [125 200 2a" = lop (t)dt
p 1 2T a

[Eq 18]
79 200 86 400

+ 125 200 Pa 179 200

where P0  20 micropascal

.1 T = 86400 sec.

j DDS Modeling

The DDS modeling methodology was applied to each data set to obtain
an adequate ARMA(n,m) model. For the NAS Miramar data, successive fitting
and testing for adequacy via the F test revealed that an ARMA(8,7) model
is required to describe the data. For the Lindbergh Field data, an•-• ~ARMA(2,1 model was found to provide an adequate representation.

19
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Table 1 lists the fitted models and the statistical parameter esti-
S* mates for both Site 30 and Site W50 data. As can be seen from the table,

the two noise-level time series appear to vary considerably in terms of
both their average levels and stochastic structure. For Site 30, the
mean level is equivalent to 61.4 dB, while for Site W50 it is consider-
ably higher--76.0 dB. The differences in the autocorrelated structure
will be more fully revealed when an assessment in the precision of the
sample mean X is made.

Mean-Level Precision Assesenent

STo assess the precision of the estimate of the sample mean, a (1-a)
100 percent confidence interval for the true mean U may b: determined.
For the Site 30 data, using Eq 15 and aj from Table 1:

"Var(X) = 4.80 x 1010

A 95 percent confidence interval for u is tnen given by Eq 5:

1.69 x 106 ± 4.29 x l0

In decibel units, the mean estimate is 62.3 dB and the 95 percent confi-
dence interval is bounded by 61.0 and 63.3 dB. The interpretation of
this interval is that one is 95 percent confident that the true mean for
these data is estimated within about ± 25 percent in mean-square pressure,
which is about -1.3, +1.0 dB.

It is interesting to compare the result above to the parallel result
obtained if it is assumed that the daily average noise levels ordered in
time are independent. In this case, using Eq 3:

Var(X) = 2.419 x lOlO

A 95 percent confidence Interval is given by Eq 5:
6 6

1.69 x 10 ± 0.30 x 10,

which says that the mean can be estimated within + 18 percent in units of

mean-square pressure. Hence, by neglecting the effect of autocorrelation
in the data, the impression is given that for a fixed sample of data (here,
approximately one-third of a year), the mean can be estimated more pre-
cisely than is really possible.
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When analyzing the Lindbergh Field data (Site W50), the effect of
autocorrelation is even more pronounced (Figure 4). Accounting for the
autocorrelated nature of the data using Eq 3:

,10

Var(X) = 4S76 x 1010.

Assuming independence using Eq 4:

I Var(X) = 652.1 x 1010.

The corresponding 95 percent confidence intervals are given by

1. Assuming the data are autocorrelated (Eq 5):

51.9 x 106 ± 6.98 x 106.
zK

2. Assuming the data are independent (Eq 5):

51.9 x lO ± 2.60 x 106.

In other words, while an uncorrelated analysis would suggest a mean-level
estimate within ± 5 percent based on the 182 data points, the autocorre-
lated analysis shows that our precision is really only ± 13.4 percent.

Summary of Modeling Results and Sample Size Requirements

In additicn to the two sites analyzed above, data were obtained from
* Sites 23 and 31 in the area of NAS Miramar. For one of these additional

sites (Site 31), two time series of CNEL measurements were formed over
different time periods to examine the stationarity and homogeneity of the
data over an extended period of time. (Figure 2 shows CNEL contours.)

Figures 5 and 6 show portions of the data analyzed for Sites 23 and
31. Visual inspection of these two noise time series seems to indicate a
marked difference in the time-varying nature of the data. The data for
Site 23 seem much more random than those at Site 31, which appears to
have more of a positive correlation pattern (almost a weekly pattern) with
two large "spikes" around tie fourth and sixth weeks.

Modeling by DDS showed that for the Site 31 data (both noise time
series) an ARMA(4,3) model appeared to adequately describe the auto-
correlated structure of the data. For Site 23, autocorrelated structure
of any significance only seemed to appear at lags 7 and 14 (weekly
periodic-type structure). A model of the following form was fit to these
data:
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Xt -0.667Xt-7 -0.315Xt1 + a~ + 0.355ai [Eq 19]

When the parameters of the above fitted model are used to determine the

variance estimate of the sample mean, an interesting result is obtained.
Contrary to the results from all other sites, the use of Eq 19 Var(X) vs
the independence assumption CEq 4) shows that smaller sample sizes are

* required when autocorrelation is recognized than when independence is
assumed. In summary, using Eqs 15 and 4, respectively:

Var(X) = 10.4 x 1012 (autocorrelated),

Var(X) = 24.4 x 1012 (independence).

This suggests that these data are dominated by negative correlation.
This explains the somewhat oscillatory appearance of the data in Figure
5. Note also that the general variance of these date (yo) is quite small
relative to the data from the other sites (0.31 x 1012 vs 2.33 and 2.73 x
1012 for Sites 30 and 31, respectively). Hence, it is not surprising
that the sample size requirements for mean-level precision assessment
at Site 23 are quite low. In fact, for a ±50 percent precision in the
mean-level estimate (in units of mean-square pressure), only one daily
average is required (two daily averages if autocorrelation is neglected).
To obtain a ±25 percent precision, only three daily readings are required
(seven daily readings if autocorrelation is neglected).

Table 2 summarizes the modeling and sampling strategy analysis for
all of the sites evaluated. It is interesting to observe the wide varia-
tion in the autocorrelated nature of the data from these four sites and
its concomitant impact on the sample size requirements. For example:

1. Sites 30 and 31 (Figures 3 and 6) are typified by data which
have two structural components visible in the time series: (a) irregular
runs of an average length of about 7 days, and (b) a few very sharp spikes
indicating that high mean-square pressure levels occur somewhat infre-

;'4 quently over an extended period of time. Table 2 indicates that the time
series modeling approach responded to these data chara,.teristics by
conveying a general positive correlation content which produced sample
size requirements in excess of those required under the assumption of no
correlation in the data. Sample size requirements are about 100 percent
greater than would be called for assuming independence of the data.

2. For Site W50(Lindbergh Field), Figure 4 shows the same general
patterns as Sites 30 and 31, except that the irregular runs (above and
below the mean) seem longer. This suggests even stronger positive corre-
lation. The DDS model for this site confirms this general appearance by
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producing very high sample size requirements relative to the assumption
of independence (50 days vs 7 days).

3. For Site 23 (Figure 5) the data are quite uniform in variation
level (no large spikes) and have much more of an oscillatory pattern as
opposed to a pattern of longer, irregular runs. The DDS model conveys
this mathematically by producing a sample size requirement which is:
(a) much lower than for the other sites, and (b) such that actually fewer
samples are required, relative to assuming independence.

-41

30

: r

.~3-. N • -Z -" ^'-q



4I

3 ANALYSIS OF AIRPORT DATA

Los Angeles International (LAX)

Continuous daily monitored CNEL values were supplied by LAX for the
period from May 1, 1977 to December 31, 1977 for the 12 monitoring loca-
tions shown in Figure 7. These daily data were converted to values
proportional to daily sound exposure (SE) by dividing each daily CNEL

• . value by 10 and raising that result to the 10th power:

SE = lO(CNEL/lO) [Eq 20)

The resulting noise series plots for the 12 sites by day after transform-
ing the data as described in Eq 19 are shown in Appendix A. Note that SE
values are used to estimate the yearly mean day/night average sound level
(DNL) or CNEL value, which by definition is calculated from the yearly
mean SE.

Using the DDS method, ARMA models were developed for 15 of the 16
time series. One of the LAX time series (Site I-i in Appendix A) was
found to contain strong deterministic trends and, thus, was not modeled
using the DDS stochastic models. Using the method described in Chapter 2,
the estimated parameters of the fitted ARMA models were used to determine
the correlation factors for each of the time series and thereafter esti-
mate the variance of the sample means. Table 3 summarizes the model type
and autocorrelation factor for each of the time series modeled. This
table also contains the mean and variance for the original noise time
series. To aid in interpretation, the coefficient of variation which is
the ratio of the standard deviation to the mean (of the original noise
series) is also included.

Based on the assumption of independence of the data (no autocorrela-
tion on a day-to-day basis), the number of samples required to estimate
the long-term (yearly) mean for any desired level of precision can be
calculated. In this report, an estimation precision of ±50 percent of
the mean with a 95 percent confidence level has been chosen. It must be
"noted that a ±50 percent band in the estimation of mean SE corresponds
to a +2 to -3 dB band on the estimation of DNL or CNEL. However, thej fitting of an ARMA model to a time series indicates that that series
possesses an autocorrelative structure. Hence, sample sizes determined
assuming independence will underestimate, in some cases, by a consider-
able amount, the actual sample size requirements. When the correlation
factors are rightfully applied, the correct sample size requirements
emerge. Table 3 lists the sample size requirements for the estimation of
the mean noise level for both the cases of assumed independence and
correctly accounting for the autocorrelated structure in the data. In
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3l the table, the correlation factor relationship is not precisely evident
because the sample numbers have been rounded up to the next highest
integer in order to guarantee the stated precision. Table 3 also gives
summary statistics and sample size~requirements for the three monitored
sites at NAS Miramar and for the one site at Lindbergh Field. These
results are included here to demonstrate the similarity in the results
across the three airfields.

In summary, Table 3 lists the monitor sites, the model type, the
* mean and the standard deviation for the original time series, the co-

efficient of variation, the number of independent samples required for
±50 percent accuracy (+2 to -3 dB), the correlation factor, and the true
number of samples required for ±50 percent accuracy when the auto-
correlated nature of the time series is taken into account.

Operational data were also supplied by LAX for landings per day by
runways on 25-R, 25-L; 24-R and 24L; and by runway pairs for 6-L and 6-R;
and for 7-L and 7-R. Takeoff data were supplied per day by runway pair
for 25-L and 25-R; 24-L and 24-R; 6-L and 6-R; and for 7-L and 7-R.
Operations at LAX, Miramar, and Lindbergh are typically westward because
of prevailing winds off the ocean. Occasionally winds are such that the
normal direction of operations must reverse and takeoffs and landings
are to the east.

V - To test the relation of the monitored data at LAX with operations,
various correlation :)airs were developed (Table 4). In each case, the
zeroth-lag cross-correlation between the daily noise level in SE units
and the various runway operations in terms of total daily approaches,
departures, and the sum of approaches and departures were determined.
As can be seen from the descriptions in the table, data pairs were
selected to emphasize the predominant type of operation likely to be
encountered at any given monitoring location. For example, because of
the westbound nature to the traffic flow location, Site L-2 should pre-
dominantly measure landings on 25-L and Location E-2 should measure both
takeoffs and landings in either direction on the south complex. Table
"4 provides only those estimated cross-correlations which were deemed
significant in magnitude. While many site noise-operations pairs were
"correlated, those not found in the table resulted in small (effectively
zero) correlation coefficients.

LAX Results

Examination of the data in Table 3 shows a wide range of sampling
requirements from site to site, depending on relative location and
proximity to the runways. In many cases, the sample size requirements
are quite large. The large sample numbers may be caused by the presence
of strong positive autocorrelation, large overall noise serie5 varia-
bility from day to day, or both. One could hope to observe that the
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Table 4

Zeroth Lag Cross-Correlation Between Noise Level
Recorded at Site and Operations in

the Vicinity of the Site

Site Operations Strongly Correlated With Correlation Coefficient

A-1 None

A-2 EB/APP/7 + WB/DEP/25 0.481

E-l WB/APP/25 0.308
WB/DEP/25 0.312

E-2 WB/APP/25 0.408
WB/DEP/25 0.323

I-1 WB/APP/24R 0.731
WB/APP/24 0.639
WB/APP/24 + EB/DEP/6 0.611

1-2 None

" L-l WB/APP/25 0.436
WB/APP/25 + EB/DEP/7 0.406

L-2 WB/APP/25L 0.716

, W-l None

W-2 None

.• W-3 WB/APP/24R 0.678
WB/APP/24 0.499
WB/APP/24 + EB/DEP/6 0.439

W-4 WB/APP/24R 0.419
i WB/APP/24 0.432

WB/APP/24 + EB/DEP/6 0.473

SNote: (1) EB/APP/7 + WB/DEP/25 denotes the sum of eastbound
approaches on the 7 complex and westbound departures
on the 25 complex.

(2) 24R denotes the 24 complex, right runway.
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number of required autocorrelated sample days grows smaller as the
sample site approaches the airport. Unfortunately, this is not evident
since stations A-2, W-2, and W-3 each require substantial numbers of
days. However, careful examination of these data, the operational data,
and weather conditions indicates possible explanations for the greater
variability found in two of these three stations.

Site W-3 has a correlation factor of 4.7, which is typical of the
* average value found for all the stations in closer proximity to the

runways (except for Sites A-2 and W-2, which are the other two sites
near the runways which have relatively large sample requirements). Site
W-3, however, exhibits a much higher coefficient of variation than do
the other sites in the vicinity of the airport (except for Site W-2,
which is again one of the three sites under discussion, and Site 1-2,
which will be discussed later). Examination of the number of landings
"per day on runway 24-R, the operations which most influence the noise
received at Site W-3, indicates a high degree of variation from day to day.
The correlation coefficient between the landings on runway 24-R and the
noise measured at Site W-3 is 0.678. Although not shown here, the land-
ings on 24-R are much more variable than the landings on the other three
runways (24-L, 25-R, and 25-L). Thus, the high coefficient of variation
at Site W-3, in reality, reflects the high variation of the operational
data which that site is monitoring.

Site A-2 exhibits a coefficient of variation which is much in line
with the other stations near the runways (except for Sites W-2 and W-3).
At this site, however, the correlation coefficient is 8.2--a value which
is much higher than the value of 4 to 5 which is typical of most of theother data (except for Site W-2). Examination of this time series showsthat the noise level generally rises during the warm summer months in

direct relation to the average daily temperature. 5 This site predomi-
nantly measures takeoff noise and is some 4000 ft (1219 m) further from
start of roll than is Site A-l. Thus, this site is the only site which
will be influenced by the average temperature, since temperature strongly
affects the efficiency of the turbojet engines; i.e., turbojets require
longer takeoff rolls and thus have lower altitudes over Site A-2 during
warm weather. In fact, this is the exact trend strongly evident in the
data; i.e., the average sound level goes up during the warm weather months.
Referring to Table 4, this conclusion is further supported by the fact
that the cross-correlation between the noise level monitored at Site A-2
and the combination of eastbound approaches and westbound departures on
the south complex is quite high--a value of 0.481.

I
5R. E. DeVor, W. A. Kline, and K. M. Tingley, "Analysis of Environmental
Noise Data by the Method of Dynamic Data System," Proceedings of the
10th Modeling and Simulation Conference (April 1979), pp 419-428.
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Site A-2 exhibits two predominant peaks in the data in addition to
the general trend discussed above. One peak appears on May 10 and the
other on December 16. Many of the stations exhibit peaks in the mid-to-
end of December time period; during this time period there were heavy
cloud cover, variable winds, and rain. 6  No explanation can be found in
the weather or the operations for the peak exhibited on May 10. Simi-
larly, examination of the data at Site W-2, the other "problem site,"
shows a very strong peak on July 16. Again, no weather- or operations-
related explanation can be found. These two sites were remodeled with
these respective days deleted, i.e., July 16 (from Site W-2) and May 10
(from Site A-2).

At Site W-2, removal of the spike on July 16 did not change the
model. That is, the site noise series remained totally random and
removal of the spike only served to decrease the variance, slightly chang-
ing the sampling requirement from 20 days to 16 days. Similarly, at Site
A-2, removal of the spike on May 10 did little to change results. However,
removing both the spike on May 10 and the spike on December 16 sub-
stantially altered the characteristic of the time series, but did little
to change the ultimate sampling requirements. Removal of these two spikes
revealed a model with a strong deterministic trend. This time series
strongly demonstrated a 7-day weekly cycle to the data in addition to the
yearly cycle discussed above. Because of this strong weekly cycle, the
correlation factor actually rose from its already high value of 8 toalmost 25. However, removal of the spike at December 16 may not be justi-fied because its presence can be explained by weather-related factors.

Examination of the cross-correlation data between operations and
measured noise levels reveals some correlations to be as expected and
others to present some significant departures from expectations. The
correlations between noise levels in the vicinity of the east end of the

¶ north complex (24) and the corresponding north complex operations exhibit
the most regularity and are closest to what was expected. That is, the
landings on 24-R correlate highly with the noise measured at Site W-3,
the landings on 24-L correlate well with the noise measured at Site W-4,
and both sites correlate well with the total operations east of the air-
port on the north complex. The correlations with Site I-1 indicate that
landings on 24-R correlate with these measurements, but the landings on
24-L do not. This also is a reasonable result. It is noted that the
cross-correlations between operations on the 24 complex and Site W-2 (to
the north side of the complex) are generally small. (effectively zero).
This site is typified statistically by being a random noise series withI •a high coefficient of variability (1.05).

a• Unfortunately, landings on the 25 complex do not exhibit the sameregularity and expected results as described above for the 24 complex.

6R. E. DeVor, W. A. Kline, and K. M. Tingley, "Analysis of Environmental
Noise Data by the Method of Dynamic Data System," Proceedings of the10th Modeling and Simulation Conference (April 19791, pp 419-428.
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bu Landings on 25-L correlate well with the noise measured at Site L-2,but landings on 25-R do not correlate with the noise measured at Site
L-1. However, the total of all operations to the east of the south com-
plex correlate well with the noise measured at Site L-1. This seems to
indicate that Site L-1 is located more nearly acoustically midway te-
tween the operations on 25-L and 25-R, rather than as indicated in Figure
7. On the other hand, the lower correlation for Site L-2 with overall
operations and the generally higher correlation with the specific land-
ing operations on 25-L indicate that this site is more nearly in line* with 25-L. Site 1-2 does not correlate with any of the operations, either
taken singly or in combination, and like Site W-2, Site I-2's noise
series exhibits weak autocorrelation and a high coefficient of variation.

It must be noted that correlations developed between numbers of
operations and measured daily noise levels cannot be expected to be
"extremely high because the measured SE is being correl&ted with numbers
which may represent a variety of noise levels. For example, correlations
have been calculated with landings alone, when, in reality, on certain
days the landings may be very low and the takeoffs very high, with the
resulting noise levels also high. On the other hand, correlations have
been developed with total operations where there is no guarantee that
these operations do not produce systematically differing noise levels ofdiffering days that is not reflected merely in the total number of opera-
tions. As a result, correlation coefficients in excess of about 0.3 are
considered significant at this stage of analysis. Based on the amount of
data available, correlation coefficients in excess of about ±0.15 would. be considered statistically significant. However, for purposes of explain-
ing the data and analysis in this report, only the major significant
correlations are presented and discussed.

Sites 1-2 and W-2 both exhibit no significant correlation with
operations in their vicinity. In addition, they share the same common
characteristics of weak or no autocorrelation in the noise series and
high levels of variability relative to their mean levels. This raises a
question about the actual noise these sites are measuring; i.e., is this
monitored noise really strongly related to airport operations? In terms
of sampling requirements, however, these sites are quite consistent with
the other sites, since while the low autocorrelation tends to reduce the4 sample size requirements, the high variability brings them back in line
"with those sites with strong autocorrelation.

LAX Conclusions

In the vicinity of airports, the data indicate that 30 continuous I
days of monitoring is a reasonable estimate o0 the number of days required
to achieve a precision of +2 to -3dB of the true yearly CNEL (or DNL)
value with a 95 percent confidence level. Moreover, the correlation fac-tors appear to be on the order of 4 to 5 in the vicinity of the airport.
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However, in worst-case situations--such as when the total operations on
a runway become highly variable when long-term weather effects become
significant or when there is a weekly cycle to the data--these numbers
can become significantly greater than 3 and 4, respectively. These data
indicate a worst-case requirement of 60 continuous days in the vicinity
of airports, and a worst-case correlation factor on the order of 8.

Because of the correlation factor generally exhibited in most of the
noise series, the number of sampling days can be significantly reduced by
inducing randomness in the selection of days sampled. That is, sample
days can be selected sufficiently far apart to induce randomness in the
data gathered, rather than performing continuous monitoring over the
total number of days. Because of the long-tp•- seasonal weather effects
exhibited in some of these data, it is reconwunded that samples be
selected from throughout the entire year. A variety of strategies can
be used based on this analysis. For example, one could:

1. Sample for a continuous period of 30 to 60 days.

2. Sample 14 days chosen randomly throughout the year (using
different days of the week.

3. Sample for four 1-week periods--each chosen from a different
season.

The above can be summarized as a recommendation for using 14 days of
totally random sampling throughout the year, or 4 weeks of quasi-random
sampling taken 1 week at a time from each season, or 8 weeks of totally
continuous sampling to achieve a precision of +2 to -3 dB of the true
yearly CNEL or DNL at a 95 percent level of confidence.

Boston Logan

Continuous daily monitored DNL values were supplied for the 15 sites
at Boston Logan International Airport from October 1, 1978 to October 3;,
1979 (Figure 8). Because of the close correspondence between the units
of CNEL and DNL, the conclusions given below are equally applicable to
both.

The time series at some locations were divided into Part A and Part
N B at a convenient gap around the halfway mark in the data. This was done

to split up the rather large number of observations. Using the DOS
approach to time series analysis, ARMA models were derived for all the

S~monitoring sites. The estimated parameters were used to determine the
correlation factor and the appropriate sampling requirements for mean-

level estimation, correctly accounting for the autocorrelation in the data.

I I
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Figure 8. Boston Logan International Airport--locations
of noise monitoring sites.
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Figure 8. (Cont'd).
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A Runway operations data were unavailable at Boston Logan, but all
the sites were evaluated and the monitored levels found to exceed reason-
able estimates of the community noise in the absence of aircraft. Thus,
the monitored data were assumed to be predominantly aircraft noise and
subject to a constant set of prevailing operations. All the time series
were found to be stationary, i.e., fluctuating about a fixed mean with a
relatively constant pattern of irregularity, usually strong positive
autocorrelation.

Boston Logan Results

Frequency histograms and time series plots are shown in Appendix B,
and the DDS modeling results are listed in Table 5 for all sites at
Boston. Most of the data were fit to low order AR(l) time series models,
with correlation factors commonly ranging from 1.5 to 2.5. The required
sample sizes for estimation of the mean within a ±50 percent X (+2, -3 dB)
range at 95 percent confidence cr-ionly varied from 10 to 60 days. Site
4A was the only exception, with a very high correlation factor of 6.35
and a correspondingly large sample size of 134. However, Sites 3 and 5
(in the same general area) also have much higher than average correlation
factcrs and sampling requirements. Perhaps this is caused by fluctuating
operat~ins on runway 33L. Almost all the data have a 15 to 20 dB spread
from the minimum to maximum value, and the coefficient of variation
commonly ranges from 0.8 to 1.0. Site 11 has an unexpectedly high mean
considering its rather remote location.

Washington National and Dulles

Data were analyzed from Washington National and Dulles airports for
the period of March 17, 1978 to December 14, 1979. At Dulles airport,
the daily number of arrivals and departures are significantly less than
at Los Angeles or Boston, and for both Washington airports, the monitoring
sites were generally positioned farther from the airport (see Figures 9

* and 10). For these reasons, it was attempted to determine whether each
site was monitoring predominantly aircraft or community noise. Frequency
histograms and time series plots for both airports are shown in Appendix

m•,• C.

Monthly Federal Aviation Administration (FAA) noise level plotsI •(Figure 11) served as the basis for this classification process. The
sample plot in Figure 11 shows the airport noise level (indicated by the
horizontal hatching) standing clearly above the background community noise
level of about 65 dB. Plots of this type were studied for all of the
National and Dulles sites. In some cases, a site could be unquestionably
classified as an airport or a community noise site, but it was necessary
to classify some sites as mixed airport and community noise sites.
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Table 5

Boston Logan--DOS Modeling Results

Mean Variation Coefficient Correlation Sample
Site Model T Y of Variation Factor Size

1A AR(I) 1.08 x 107 5.28 x 1013 0.68 1.94 17

1B AR(1) 1.09 x 107 3.73 x 1013 0.56 1.31 7

2 ARMA(3,2) 3.59 x 107 1.29 x 1015 0.47 3.03 506 13
3A AR(1) 8.48 x 106 5.27 x i01 3  0.86 2.48 29

3B ARMA(3,1) 6.85 x 106 3.37 x 1013 0.85 4.11 48

4A ARMA(2,1) 2.72 x 10 9.72 x 1014 1.15 6.35 134

4B ARMA(2,1) 1.80 x 107 2.98 x 1014 0.93 3.85 54

5A AR(1) 2.10 x 108 3.35 x 1016 0.88 2.51 32

5B AR(1) 2.66 x 108 4.95 x 10 0.84 2.48 29

6A AR(1) 4.84 x 107 3.06 x 105 1.14 2.50 53

6B White 7.16 x 107 7.80 x 1015 1.24 1.00 25
Noise

"7 AR(1) 9.34 x 106 8.76 x 1013 0.99 1.61 26

8A AR(1) 3.83 x 107 1.21 x 1015  0.87 1.95 27
7I 1

8B AR(1) 2.94 x 10' 6.86 x 101 4  0.90 1.94 25

9 AR(1) 3.07 107 2.24 x 1015 1.56 1.64 64

10 White 6.50., 107 3.81 x 1013  0.21 1.00 16
Noise11 AR(1) 7.65 x 106 5.49 x 10 0.98 1.43 22

12 AR(1) 2.06 x 10 3.46 x 1014  0.91 1.44 20

13 AR(1) 2.82 x 107 5.68 x 1014 0.84 1.34 16

14 AR(1) 3.26 x 107 2.18 x 1015 1.43 2.05 68

15 AR(1) 1.76 x 107 2.27 x 1014 0.85 1.99 24
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DDS modeling was performed for each site. Site classification and
modeling results are summarized in Tables 6, 7, and 8. Low-order models
resulted for most of the sites, with a first-order autoregressive model,
AR(l), being common. The sampling requirements for the Washington air-
port sites cover a wide range--from N=7 at Site 7A to N=54 at Site 13A.
The community and mixed sites also exhibit a wide range of sampling

* requirements similar to the airport sites.

The availability of the FAA noise level plots made possible a
sensitivity analysis of the DDS modeling approach. The sites classified
as airport sites actually consist of days of airport noise, and days
with little airport activity where the background community noise is
measured. The FAA reports were used to identify an average community
"noise level for each airport site. Values in the time series below this
cutoff level were set to an insignificant level, i.e., 40 dB. Thus, a
time series of only airport noise events results. This new series was
modeled by DDS and the sawnling requirements derived. The effect of
uncertainties in the cutoff level was explored by selecting cutoff
values at -3, +3, and +6 dB from the average community noise level in
addition to the average community noise level. Table 9 summarizes the
modeling results and sampling requirements for the cutoff experiments.
The "Number of Points" column in the table is the number of points in
the time series remaining above the cutoff level. Figure 12 summarizes
the sampling requirements for the cutoff experiments. For the -3, 0,
and +3 cutoffs, the number of points did not change significantly from
the original times series: the time series models and sampling require-
ments also did not change significantly. For the +6 dB cutoffs, the
number of points remaining is greatly reduced: in some cases, this
resulted in increased sampling requirements because of the increase in
coefficient of variation. This experiment indicate that (1) the
majority of the data for the airport sites are airport noise, and (2)
the DDS modeling approach and resulting sampling requirements are
insensitive to the "bottom floor" of the data, i.e., the autocorrelated
structure and coefficient of variation is largely determined by the loud
noise events.

Analysis of Airport Data Summary

4j As a result of the modeling and analysis of the noise data for Los

Angeles, Boston, and Washington, a number of comparisons and contrasts
may be made.

1. The sampling requirements for the Los Angeles and the Washington
airports are somewhat similar in that a wide range of requirements exists.
At Los Angeles, the sampling requirements range from 4 to 60 consecutive
days. For the Washington airport sites, the requirements range from 6
to 54 consecutive days.
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2. The sampling requirements for Boston also cover a wide range--
7 to 134 consecutive days--but on the average, the requirements are
greater than at Los Angeles or Washington. At Boston, sampling require-
ments of 20 to 50 consecutive days are representative, while at Los
Angeles and Washington, requirements from 10 to 30 are representative.

3. The sites classified as community and mixed noise sites at
Washington exhibit sampling requirements similar to the requirements
for the sites classified as airport noise sites.

4. By examining two coefficients of variation, it can be observed
in Tables 3, 5, 6, 7, and 8 that the coefficients at the "multirunway"
Boston airport, on average, tend to be larger and the variation from site
to site is smaller than at the "single" runway airports (i.e., Los
Angeles, National, and to an extent, Dulles). Furthermore, the correla-
tion factors tend to be smaller and, again, more uniform from site to
site at multirunway Boston than at the single runway airports. The net
result of these observations is that the sampling requirements at
multirunway Boston are less site-sensitive owing to this regularity in
requirements from site to site.
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f

FORT BRAGG OPERATIONS DATA

The noise situation at the Fort Bragg military installation is quite
different than at the large commercial airports discussed in Chapters 2
and 3. At Fort Bragg, the high sound exposures are produced by impulse
noise such as artillery and demolition. The data analyzed at Fort Bragg
were obtained from a computerized model developed by CERL for predicting
C-weighted DNL (CDNL) contours based solely on the operations at Army
installations. This program operates in a fashion analogous to other
noise contouring programs, but is designed to implement the National
Academy of Science's recommended procedures for assessing impulse noise.
Basically, the National Academy of Science procedure uses C-weighting
and predicts a CDNL, including a lO..dB nighttime penalty. This formula-
tion discards single-event SELS that are less than 85 dB during the day-
"time and less than 75 dB at night. Figure 13 shows these contours for
the Fiscal Year 1978 (FY78) preceding the survey in the study area.

Results at Fort Bragg

As can be seen from Figure 14, the operations and resulting noise
values at a typical site are highly variable. There are many (20 to 35
percent) "zero" days, i.e., days on which no firing takes place (usuallySaturdays and Sundays). This is seen in the time series plots (Figure 14
and Appendix D) which contain many large spikes. The distribution of the
noise values for a typical site (Figure 15) has a lower mean than the air-
port sites studied, and is strongly negatively skewed to the left. This
gave rise to large coefficients of variatio:' ranging from 1.53 to 3.22.
Higher-order models such as ARMA(5,3) and ARMA(4,3) were necessary to
adequately describe the data as summarized in Table 10. These models have
correlation factors which are quite large, ranging from 2.6 to 7.4. As a
risult, the sampling requirements necessary to estimate the long-term
mean within ±50 percent in energy units range from 133 to 821.

It is interesting to note that neighboring sites exhibit similar
models and sampling requirements. For example, Sites 7, 11, 12, 13, 14,
16, and 17 are neighboring sites--all are modeled by ARMA(5,3) and all
have similar coefficients of variation and correlation factors.

"tA• It is possible to significantly reduce the extremiely large samplingrequirements present at Fort Bragg by using a variance reduction tech-:'9 nique called "importance sampling." This technique concentrates the
I sampling effort on those values or ranges of a random variable that are

most likely to occur, or on those that have a small probability of
A occurrence, but are the value of real concern. If the "zero" days or

all Saturdays and Sundays are removed and the time series compressed, the
required sample size (in real time, including days when no sampling was
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"K Table 10

Fort Bragg Military Installation -- DDS Modeling Results

Mean Variation Coefficient Correlation Sample
Site Model YO of Variation Factor Size

1 ARMA(5,3) 3.19 x 106 7.61 x 1013 2.73 6.85 821

2 ARMA(5,4) 2.94 x 106 8.94 x 1013 3.22 3.33 552

3 ARMA(3,2) 3.28 x 1013 3.91 x 1013 1.91 6.37 371

4 ARMA(4,3) 4.57 x 106 5.67 x 1013  1.65 4.20 183

5 ARMA(4,3) 6.70 x 106 1.54 x 1012  1.85 7.31 403

6 ARMA(4,3) 9.39 x 105 3.08 x 1012 1.87 7.37 413

7 ARMA(5,3) 5.81 x 105 1.06 x 10 12 1.78 3.79 192

8 ARMA(6,5) ' 9 x 105 4.97 x 1011 1.81 7.30 383

9 ARMA(5,3) 1.03 x 106 3.06 x 1012  1.70 6.80 316

10 ARMA(5,3) 1.74 x 106 7.13 x 1012 1.53 3.53 133

11 ARMA(5,3) 6.00 x 10 5 1.0 x 101 2  1.67 3.85 173

12 ARMA(5,3) 4.21 x 105 6.25 x 1011 1.88 4.24 239

13 ARMA(5,3) 1.60 x 10 6 8.27 x 10o12  1.80 2.59 135

14 ARMA(5,3) 8.00 x 105 1.86 x 1012 1.70 3.49 163

15 ARMA(5,3) 7.78 x 105 1.66 x 1012 1.66 3.90 172

16 ARMA(5,3) 4.03 x 105 5.89 x 1011 1.90 4.27 248

17 ARMA(5,3) 4.48 x 105 6.80 x 1011 1.84 4.21 229
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done) may be reduced up to 50 percent. Of course, this technique intro-
duces a bias in the estimation of the mean, but this is easily corrected
by appropriately adjusting the mean downwards. An even greater improve-
ment can be accomplished by not sampling on days below the median (L50 ),
but these times would be difficult to accurately predict in advance.
Also, the bias in the mean would have to be approximated because the

* values of the eliminated data points are unknown.

Variance reduction techniques such as importance sampling are
potentially powerful additional tools applicable to the noise sampling
problem. This study did not extensively use the idea of importance
sampling, but in further investigations it might be used to great
advantage to decrease the required sample size for mean-level estimation.

Summary

It is important to realize that the noise values at Fort Bragg are
based only on operations and do not take the weather effects into account.
Consequently, the predicted and measured noise values are distorted,
causing inaccurate and imprecise estimates of the mean level. In Chapter
5, a combined model is developed which uses the airport data as a weather
model, and together with the operations component, more realistically
assesses the sampling requirements for Army installations.

I.
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"5 MULTIPLICATIVE MODEL FOR BLAST OPERATIONS AND WEATHER

The data analyzed for the Fort Bragg sites are theoretical values
based on the levels of firing activity at the installation. The develop-
ment of meaningful sampling strategies for these data requires that the
effects of weather be properly accounted for. A multiplicative relation-
ship between the blast noise and weather effects is proposed as shown in
Figure 16. The weather serves to modulate the blast noise in the energy

* domain, or equivalently, the weather has an additive effect in decibel
units.

The parametric nature of the time series models developed in this
report facilitates the calculation of the statistics of the product of
the blast operations and weather processes necessary to derive sampling
strategies. It is assumed that the time series models developed in this
report for airport noise are representative of weather effects. In
reality, the airpcrt monitoring sites measure aircraft operations' noise
and the patterns of the operations are influenced by weather effects.
The large commercial airports discussed in Chapter 3 exhibit a fairly
constant level of daily activity, so variations in the day-to-day sound
levels may be attributed to weather effects. In many cases, the
appropriate model for the airport data is a first-order autoregressive
model, AR(l), with a p ranging from 0.25 to 0.4. This model structure
also has intuitive appeal for characterizing weather effects. This model
structure says that the weather conditions today are a fraction, @, of
the weather effects yesterday plus a random term. Because of its sim-
plicity and intuitive appeal, an AR(l) model structure was used in the
development of a multiplicative blast times weather model.

As outlined in Chapter 2, in order to derive sampling requirements
for the mean noise level, an estimate of the variance of the sample mean
is required. The general equation for the sample mean variance is:

VAR(X) =• kZxck) [Eq 21]

where yx(k) is the autocovariance function of X(t) at lag k.

N is the number of samples.

For the multiplicative blast times weather process, X(t), it is necessary
to derive the mean and autocovariance function of X(t) in terms of the
means and autocovariance functions of the component blast and weather
processes.
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HWlt H(0) x~)

where ao(t) and aw(t) are the white noise
processes for the blast operations and weather

cao(t) and w 10 are independent processes 3
1Ho (0) and ' ., ',I) are the time series models ,
for the blc -,perations and weather

Xo(t) and Xw(t) are the operations and weather
processes

X(t) is the product of Xo(t) times Xw/u(t)

"Figure 16. Relationship between blast noise and weather effects.
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Mean Value of X(t)

The definition of the mean V of a stochastic process X(t) is its
expected value:r

'x = E(X(t)) [Eq 22]

Here the process X(t) is the product of the operations and weather time
series so that

E(X(t)) = E(Xo(t) * Xw(t)) [Eq 23]

Since Xo(t) and Xw(t) are independent processes, the expected value of
their product becomes the product of the expected values:

x= E(Xo(t)Xw(t)) = E(Xo(t))E(Xw(tl) [E 24]
0 WE 4

These expected values are by definition the means of the operations and
weather processes:

Ux : Mo~
= 0M w[Eq 25]

=• Autoco-vari:.no•ce of X(t)

The definition of the autocovariance function, yX(T), of a station-
ary stochastic process is

yX(T) = E(X(t)X(t+T)) = E(Xo(t)Xo(t+¶)Xw(t)xw(t+-) LEq 26]

Again, since Xo(t) and Xw(t) are independent processes, the expected
1, 4 values may be separated:

YX(t) = E(X (t)X (t+T))E(X (t)X (t+T)) [Eq 27]

These expected values are by definition the autocovariance functions of
the operations and weather processes:

Yx(•)= YX (T) YXw (T) [Eq 28]
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Sample Mean Variance of X(t)

For the multiplicative model, the sample mean variance may be ex-
pressed as

V T= L T= LO 0 w [Eq 29]

As shown in Chapter 2, the autocovariance function of a stationary sto-
chastic process can be expressed as a function of the parameters of an
ARMA model and takes the form of a sum of weighted exponential functions.
For the AR(l) weather model, the autocovariance function takes the form

YXw ([Eq 
30]

where ýw = the autoregressive parameter.

°wdw 2
w 1-w 2[Eq 31]

For the Fort Bragg data, the order of the model varied from site to site,
but a general autocovariance function can be written which applies to all
sites:

n

Y (T) = i
[Eq 32]

where n = order of the model

X = the ith pole of the model

d i = the ith autocovariance coefficient.

The variance of the sample mean can then be written as

VAR(X) = [dw(*w) t ] [ a'(Xi)l [Eq 33]
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Let d! = did and X! X!

Then

10 n
VAR(X) =d d(X!

[Eq 34]

Exploiting the symmetry of the autocovariance function, i.e.,
Y(T) y(T),

n CO n
VAR(X) di + 2 T [Eq 35]

i~l ] T=I i=l

Interchanging the order of the summations,

CO• n n C

; d! (X ! d! (X')T

=l il 1il 1 [Eq 36

CO

Recalling that I z' z IzI< 1 for z real or complex,
p=l 1 -z

VAR(X) = id! +2 id' "A [Eq 37]

This equation is used to compute the variance of the sample mean given
the necessary input parameters regarding the blast operations and weather
models. The correlation factor of X(t) is expressed as

CF = d + 2 I d. d [Eq 38]

The coefficient of variation of X(t) is expressed as

n..[Eq 39] x
CVd-1 1
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In summary, the information required to derive sampling require-
ments includes:

I. ~O• and aw, the variances of the white noise processes ao(t)
and aw~t

2. uo and vw, the means of operations and weather processes

3. The parameters of the time series models for the blast opera-
tions and weather.

All of this information, with the exception of the 11w and a2 is avail-
* able from the time series analysis summarized in Chapters 3 and 4.

Identification of Mean and White Noise
Variance for Weather Models

Since time series models developed from airport data are used to
characterize weather effects, special attention is necessary to ensure
that these models are scaled properly for weather effects. The parameters
of the time series models characterize the autocorrelation structure in
the data and therefore are independent of the scale of the data. The
weather effects should not change the mean value of the blast noise, so
Eq 25, the weather model, should have a mean value of 1 energy unit or 0
dB. This corresponds to dividing the airport noise data by its mean
value in energy and the white noise variance by the mean squ~red. Table
11 summarizes values for the weather white noise v.wriance, a6, frori. a
variety of sites.

Calculation of Sampling Requirements
for the Multiplicative Model

To assess the impact of weather effects on the sampling requirements
for blast noise, sample calculations for Sites 1, 4, 5, 7, 12, and 13 at
Fort Bragg were considered. As noted in Chapter 4, neighboring sites
exhibited similar structures; these sites were selected because they were

4 representative of the range of coefficient of variation and correlation
factor seen at the installation. Recalling the variation in the weather'

•1 white noise variance, a range of values are used. Eqs 5 and 37 were used
to derive the sample number, N. Tables 12 through 17 summarize the
sampling requirements for the multiplicative model at Sites 1, 4, 5, 7,
12, and 13 at Fort Bragg. Trial 1 is the result for the blast operations
alone; Trials 2 through 9 are results for the multiplicative model.
The weather effects introduce an element of randomness to the blast noise,
thus reducing the correlation factor of X(t) compared to the blast noise
alone. The level of variation of the weather is reflected in 02 and influ-
ences the coefficient of variation of X(t).
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Table 11L.

Weather White Noise Variances

Weather White2
SWaterWhteSite Noise Variancea w

Los Angeles A-I 0.146
Los Angeles L-2 0.142
Los Angeles W-4 0.231

Boston 3A 0.605
Boston 6A 1.08
Boston 9 2.29
Boston 12' 0.798

Dulles 1B 0.804
Dulles 6A 2.11
Dulles BA 0.447

National 15A 0.743
National 20B 0.248
National 21B 0.997

Table 12

Sampling Requirements for Fort Bragg Site 1

Trial _w2 CV CF N % Reductionw w O.sx

S1 .... 2.73 6.85 821 0

, 2 0.25 0.5 2.02 1.23 81 90

3 0.25 1 2.86 1.23 161 80

4 0.25 2 4.04 1.23 321 61

': 5 0.25 3 4.95 1.23 481 41

6 0.4 0.5 2.13 1.39 102 88

7 0.4 1 3.02 1.39 204 75

8 0.4 2 4.27 1.39 407 50

- 9 0.4 3 5.23 1.39 610 26
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1Taule 13

Sampling Requirements for Fort Bragg -- Site 4

2Trial CV CF N % ReductionOW w
0.5X

1 .... 1.65 4.20 1.83 0
2 0.25 0.50 1.22 1.26 31 83

3 0.25 1 1.73 1.26 61 67

4 0.25 2 2.44 1.26 121 34

5 0.25 3 2.99 1.26 181 1

6 0.4 0.5 1.29 1.45 39 79

7 0.4 1 1.82 1.45 78 57

8 0.4 2 2.58 1.45 155 15

9 0.4 3 3.16 1.45 232 -27

Table 14

Sampling Requirements for Fort Bragg -- Site 5

Trial OW a CV CF N % ReductionW W 0. sx

1 .... 1.85 7,31 403 0

2 0.25 0.50 1.38 1.26 39 90

3 0.25 1.0 1.95 1.26 77 81

4 0.25 2.0 2.75 1.26 154 62

5 0.25 3.0 31.38 1.26 231 43

6 0.4 0.5 1.46 1.47 50 88

7 0.4 1.0 2.48 1.47 100 75

A 8 0.4 2.0 3.51 1.47 199 51

9 0.4 3.0 3.57 1.47 298 26 t
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Table 15

Sampling Requirements for Fort Bragg -- Site 7

Trial CV CF N % Reduction

0.57x

"1 1.78 3.79 192 0

2 0.25 0.50 1.30 L24 34 82

3 0.25 1.00 1.83 1.24 67 65

4 0.25 2.00 2.59 1.24 134 30

5 0.25 3.00 3.18 1.24 200 -4

6 0AO 0.50 1.37 1.41 43 78

7 0.40 1.0C 1.94 1.41 85 56

8 0.40 2.00 2.74 1.41 170 11

9 0.40 3 00 3.36 1.41 255 -33

Table 16

Sampling Requirements-for Fort Bragg -- Site 12

Trial•w2 CV CF N % ReductionOW ~w0

1 .... 1.88 4.24 239 0

2 0.25 0.5 1.39 1.26 39 84

3 1.0 1.96 1.26 78 67

4 2.0 2.78 1.26 155 35

5 3.0 3.40 1.26 233 3

6 0.4 0.5 1.47 1.44 50 79
7 1.0 2.07 1.44 100 58

8 2.0 2.93 1.44 199 17

9 3.0 3.59 1.44 298 -25
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Table 17

Sampling Requirements for Fort Bragg -- Site 13

Trial2 CV CF N % ReductionTria
0.5y

K1 -- -- 1.80 2.59 135 0

2 0.25 0.5 1.33 1.15 33 76

3 0.25 1.0 1.88 1.15 66 51

4 0.25 2.0 2.66 1.15 131 3

5 0.25 3.0 3.26 1.15 196 -45

6 0.4 0.5 1.41 1.26 40 70

7 0.4 1.0 1.99 1.26 80 41

8 0.4 2.0 2.81 1.26 160 -19

9 0.4 3.0 3.44 1.26 240 -78
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It can be seen that variations in 2 over the observed range of
values have a dramatic influence on the sampling requirements, while
the effect of variations in 4w is not as great. As cY ranges from 0.50
to 3.00, the sampling requirements are first reduced by as much as 80
percent and then increased by 30 percent. This wide variation suggests
the need to carefully consider the aj parameter in light of the expected
range and distribution of weather effects on blast noise.

Gamma Distribution for Weather Data

Experience suggests that the range of weather effects is 20 to 25
dB with the distribution of values skewed to the right so that a few
weather events combine with the blast noise to produce very high sound
"levels. Figure 17 shows a frequency distribution with these charac-
teristics. The Gamma distribution' is a mathematical probability density
function capable of quantifying these characteristics and thus provides a
means for analytically computing o2. The form of the Gamma distribution
is

X 'l_ exp(-Xi/ X >0 •f(X) =

where X is a random variable in decibel units with the Gamma distribution

r(a) is the Gamma function evaluated at a

ta, are the parameters of the distribution.

The mean of the Gamma distribution is (a$), the mode is (c-l)a, and the
variance is (62a). Figures 18 through 20 show plots of Gamma distribu-
tions with the desired range and skewness characteristics.

It is now necessary to derive the distribution, mean and variance ofthe randc.n variable Y where

, Y : 0V • [Eq 41]

Thus Y is a random variable for the weather effects in energy units.

-Norma Johnson and Samuel Kotz, Continuous Univariate Distributions-l,
S(Houghton Mifflin, ].970).
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The probability density function of Y is expressed as 8

fl(Xl) + f 2 (X2 ) + fn(Xn) [Eq 42]f(Y) = 1 ng x~ gX) . gXn [q 2

where X is the ith root of g(X)

g(X) is the transformation relating X to Y

g'(X) = dXdX

The decibel-to-energy transformation is given by Eq 41, so g(X) has only
one root:

X -10 loglo Y

[Eq 43]

The derivative of g(X) is

X X
10 1 0.230101

g'(X) = 10 (logee 10 0230(10) [Eq 44]

Substituting Eqs 43 and 44 into Eq 42, the distribution of Y is obtained:

(10 logloYc('1 exp(-(10 loglOY)/O)
f(Y) (0.230y) aa r(a) [Eq 45]

The definitions of the mean, Uy and variance, a2 of Y are:

Ii1(Y) = Yf(Y)dY [Eq 46]

8Athanasias Papoulis, Probability, Random Variables, and Stochastic
Processes (McGraw-Hill, 1965).
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and
00

0'2Y f (yvy)2fyYd
Sfy(Y)dY [Eq 47]

These quantities have been integrated numerically from 1 < Y < 600
for these pairs of cx and ý in Figures 18 through 20 and the result7s
summarized in Table 18. Recalling that there is the mean and variance
of the output of the weather process, Eq 30 must be used to solve for
the white noise variance 02 of the weather process. This white noise

* variance must be divided b6 the mean, •y, squared. Table 19 summarizes
values T 'he white noise variance. It appears that values of G2 fromw1.5 to 3.0 are representative values.

k 77
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Table 18

Mean and Variance for Gamma Distributions

•_ _• Vy•
2 4 16.90 2087.4

4 2 11.11 533.4

3 3 18.47 1928.2

Table 19

Weather White Noise Variance From Gamma Distribution

2I
a Ow . W
2 4 0.25 4.11

2 4 0.40 2.63

4 2 0.25 2.43

4 2 0.40 1.56

3 3 0.25 3.18

3 3 0.40 2.03

KZ
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6 CONCLUSIONS

In this study, daily average noise data have been eamined for the
purpose of determining sampling requirements for the precise estimation
of long-term (yearly) mean noise levels in the vicinity of airports and
military installations. Sampling requirements are assessed by statistic-
ally determining the number of consecutive days which must be sampled to
estimate the yearly average noise level within ±50 percent of the mean
in energy (+2, -3 dB) at the 0.05 significance level.

The stochastic characteristic of serially ordered daily average noise
data--i.e., stationary fluctuations about a fixed mean with a constant
but autocorrelated pattern of variation--led to the use of DOS as a means
to characterize noise time series. ARMA. time series models were used to
quantify the autocorrelation in the data to provide for the estimation of
the variance of the sample mean.

The results of this study have led to the following specific conclu-
sions and recommendations.

General

1. In assessing sampling requirements for the estimation of the
yearly average noise level, two statistics sufficiently describe those
characteristics which influence the variation in sampling requirements
among airports and installations. These are the autocorrelation factor
and the coefficient of variation. The autocorrelation factor is a
single varied index which is calculated as a function of the estimated
parameters of the ARMA model for the noise data. It may be thought of
as the multiplier applied to the variance of the sample mean obtained by
assuming that the data are uncorrelated and therefore quantifies the
degree of autocorrelation in the data. The coefficient of variation is
also a single valued index which quantifies the amount of overall varia-
tion in the data relative to its mean level.

2. The magnitude of sampling requirements for consecutive sampling
has been found to be such that alternate sampling methods should be exam-
in6d to reduce these requirements. The basic concepts of importance
sampling should be examined as a means to develop sampling strategiesj •which give rise to significant reductions in sampling requirements.

At Airports and Community Sites

Noise data from a number of commercial airports, a military airfield,
and a military artillery training installation were studied to ascertain
sampling requirements for the estimation of yearly average noise levels.
In each case, data from monitoring at several locations were examined.
While sampling requirements vary as a function of (a) the nature of
operations, (b) proximity to those operations, and (c) weather
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characteristics indigenous to the area, the general requirements are
large, varying from 1 to several months of consecutive sampling. In
particular, the following results were obtained.

1. For the commercial airports studied (LAX, Boston Logan,
Washington Dulles, and Washington National), the sampling requirements
are 30 to 60 days of consecutive sampling.

2. For community noise sites in the vicinity of Washington Dulles,
the sampling requirements vary from 15 to 60 days of consecutive sampling.

At Army Installation Site

1. Noise data monitored in the vicinity of military installations
such as Fort Bragg are characterized by infrequent but high-level blast
noise modulated by the effects of weather. For Fort Bragg, AR.A models
were developed for data obtained by a computer program which predicts
noise as a function of operations and long-term average weather condi-
tions. To account for the day-to-day variations in weather, approxi-
mate weather models were defined by selecting certain models representing
no.ise data at LAX. As a first approximation, it was assumed that such
models could represent the autocorrelated structure attributable primarily
to weather variations because of the consistency of operations at LAX.
These approximate weather models are first-order autoregressive models
with the autoregressive parameter between 0.25 and 0.50. A combined
multiplicative operations and weather model was proposed and used to ob-
tain sampling requirements for various locations about Fort Bragg.

2. For Fort Bragg, the sampling requirements vary from at least 50
to 150 days of consecutive sampling.

3. The proposed combined weather and operations model for Fort
Bragg must be viewed as tentative. Actual data from various monitoring
sites needs to be collected and modeled to verify the use of an AR(l)
model to represent the influence of weather on operations noise data.
Modeling a time series obtained by dividing daily average actual data
by daily average computer-predicted data should give some indication as
to the appropriateness of the multiplicative form of the combined model
and the AR(l) form for the weather model.
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APPENDIX A:

LOS ANGELES INTERNATIONAL AIRPORT HISTOGRAMS
AND TIME SERIES PLOTS
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APPENDIX B:

BOSTON LOGAN AIRPORT HISTOGRAMS AND TIME SERIES PLOTS
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