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PREFACE

The proceedings of the 1980 Symposium on Lightning Technology held at
Langley Research Center April 22-24, 1980, are reported in this NASA Conference
Publication. This Symposium was sponsored by the National Aeronautics and
space Administration, the Florida Institute of Technology, and the Department
of Transportation. ,o

The 1980 Symposium included papers in several facets of lightning tech-
nology including phenomenology, measurement, detection, protection, interac-
tion, and testing. Papers identified in-the Contents by an asterisk are/a set
organized as *New Thrusts in Lightning Electromagnetics.' In addition to the
presentation sessions, open forums were held on protection of ground systems
and on simulated lightning testing. The NASA Langley Research Center lightning-
instrumented F-106 aircraft was displayed and the instrumentation system was
described during a conducted tour.

This pubtcation was prepared from camera-ready copies of the conference
presentations supplied by the authors. In order to prepare the proceedings
for distribution at the meeting, the papers were printed as received from
the authors. The material presented in this report was taken from a variety
of sources; therefore, various units of measure are used. Use of trade names
or names of manufacturers in this report does not constitute an official
endorsement of such products or manufacturers, either expressed or implied,
by NASA.

Felix L. Pitts
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A WAVE GUIDE MODEL OF LIGHTNING CURRENTS AND THEIR ELECTROMAGNETIC FIELD

Hans Volland
Radioastronomical Institute, University of Bonn

SUMMARY

Lightning channels are considered as resonant wave guides in which only
standing resonant wave modes can be excited. Two types of discharging currents
can develop. Type I is an aperiodic wave of the form described by Bruce and
Golde. Type 2 is a damped oscillation. The electromagnetic radiation field of
both types of currents is calculated and compared with the observation.

LUMPED CIRCUIT MODEL

The Bruce- Golde formula (ref. I)

I = I(e-at - e - t) (1)

(0 < a < ; a,3 real) simulates well the observed temporal variation of the
electric currents I at the base of return stroke channels. However, it will be
shown in the following that most sferic wave forms observed at far distances
from the stroke are related to lightning currents of the form

I = 21 sin 6t e- Yt  (2)

(0 < y, 6; y,6 real). Form (1) shall be called a type I current. Form (2) shall
be called a type 2 current. With

1=Y -i6  Q (3)+ (B-a)

type I can be transformed into type 2. Q is the total charge stored within the
channel at time t = 0. For type 1,6 is imaginary. For type 2,6 is real.

Oetzel (ref. 2) has shown that in a parallel lumped circuit model with
resistance R , capacitance C , and inductance L , a discharging current
flows at time t 0 0 which has the form of (I) or (2) , and it is

..... .,3
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Evidently, type I currents flow if R > 2 v'LT

WAVE GUIDE MODEL

A more realistic model of lightning currents must take into account the

finite diameter d and the finite length 9 of the channel (approximated here

by a vertical straight wire). At time t = 0, such wire has contact with the
perfectly conducting earth in the case of return (R) strokes, or discharging

starts at time t = 0 without contact to the earth in the case of intracloud
(IC) strokes. The maximum spectral amplitude of return strokes is near 5 kHz
(ref. 3). The corresponding wavelength \ 60 km in free space is large
compared with the channel length 9. Therefore, the propagation of electromagne-
tic waves in such channel must be treated by full wave theory.

The boundary condition are

1. zero vertical electric field at the top of the wire (z = H+)
2a. zero horizontal electric field at the ground (z 0) for R strokes
2b. zero vertical electric field at the bottom (z = H-) for IC strokes
3. continuity of the horizontal fields of E and H at the surface of the wire
4. radiation condition fulfilled outside the wire.

For moderate electric conductivity within the wire 10 4 S/m), small

diameters (d < 5 cm), and low frequencies, it can be shown that the current
within the wire has the form (ref. 4)

sin t t
(y +62 D e cs h (z-H) (5)

n n n n
n

for (H-L = z = H+). It is H = L = 0 for R strokes, H the center and L =

for IC strokes. The vertical wave number

h (2n-l) (6)
n 29.

is chosen such that the boundary conditions (I) and (2) are fulfilled. An
infinite set of eigen frequencies

iWn = Yn - i6 (7)

can be found from the eigenvalue equation

4



2 n'cd 9 c~2 _ 2

u In u n u u = (Z)"(c h ) (8)2 4c n n
co

0

with K = 1.781 -7 the Euler- Mascheroni constant (ref.5), c the speed of light,
and po = 47TxIO H/M.

Eq.(5) is identical with (1) and (2) apart from the height structure
function. It shows that the lightning channel behaves like a resonance cavity
in which only standing modes can be excited.

From the equation of continuity of the current, one can derive a charge
density within the wire of

7Yn  -n t

q = hn0n{ cos 6nt + - sin t} e sin hn (z-H) (9)

n
The total energy dissipated within the wire by the n-th mode of R strokes

is -2
R f f 2 dzd n-(O

Pdiss = f n dzdt 4C (10)
00 n

where R is the total resistance of the wire and C its capacitance

according to (4). n

The eigenvalue equation (8) must be solved numerically. In Fig. 1, d is

plotted versus a reduced channel length 2n = Z/(2n-1) as derived from (8)

for a set of pairs (a,B) or (y,6), respectively. The conductivity is assumed to

be o = 104  S/m. Transition from the (a, ) regime (type 1) to the (y,6) regime

(type 2) occurs at the fat dash- dotted line where 6 = 0. Given the channel

parameters 2 and d, the reduced channel lengths 9 are determined uniquely

from (6) from which one finds the corresponding eigenvalues in Fig. I. The

larger the wave number n, the smaller the pulse length of the nth mode.

EXCITATION OF EIGENMODES

If the electric charge distribution just before discharging starts is

q(z), matching of that distribution by the eigenmodes (9) yields for R strokes

q(z) hnQn sin hn z (11)
n= |

which gives

4

Qn = (2n-1) f q(z) sin hn z dz (12)

0

5
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At time t = 0, all modes are excited simultaneously with amplitudes Q
Although these wave modes are standing waves, their superposition gives then

impression of the transport of a disturbance . Imagine that in an ideal
straight wire of length which is grounded at the bottom,one puts a negative
point charge at the height z . Just after the discharge process started (say, at
time t I ps), the charge region has somewhat broadened, and currents flow
from the environment into that region (Fig. 2a). A very small discharging cur-
rent flows already through the bottom of the channel. At time t2 = 10 s, the
pulse form is in full development (Fig. 2b). The higher order modes with their
shorter pulse lengths have already died out. The vertical pulse form of the
charge becomes broader and smoother. Two regions of disturbances of the current
"propagate" toward the ends of the wire with finite "velocity". The discharging
current through the bottom of the channel has nearly reached peak amplitudes.
At t3 = 100 ,.s finally, (Fig. 2c) only the first mode remains while all other
modes have decayed. In the case of a point charge originally at the top of the
wire, only one "pulse" would travel downward. In the case of the point charge
at the bottom, only o "pulse" would travel upward.

The "propagation" effect in Fig. 2 .s due to the superposition of all
standing wave modes which have different pulse lengths. Physically speaking,
this is a diffusion effect rather than a propagation process because the type 2
waves are quasi- evanescent, the type I waves are evanescent with infinitely
large phase velocities.

In an imperfect wave guide such as the tortuous lightning channel with
branches etc., resonance loses its meaning for the higher order modes which
have wavelengths small compared with the channel length (n 10). These waves
propagate like free waves. They are partially reflected at inhomogeneities
and damped along their propagation path. They are generated all the time during
a flash. However, they are ineffective for transporting electric charge because
they interferedestructively. Their contribution to channel heating is probably
of minor importance. This wave component is the quasi- continuous radio noise
observed at frequencies f 100 kHz.

Waves of intermediate wave numbers (3 n 10) have wavelengths compa-
rable with the large scale inhomogeneities of the channel. On the other hand,
their wavelengths are too large to allow propagation as free waves. Therefore,
these waves cannot develop to their full impulse form, and mode coupling from
that range of wave numbers into the other wave modes is expected. The waves of
lowest wave numbers (n 3) are the only modes where resonance effects can
lead to the full development of pulse forms like (5). In particular, the first
mode (n = 1) has a wavelength of four times the channel length which is large
even compared to the large scale inhomogeneities of the channel. It is that
mode which most effectively transports and redistributes electric charge within
the lightning channel and also heats the channel to temperatures where luminous
events can be observed. A discharging process where the first mode is involved
probably starts after the channel has reached some kind of stable configuration.

... . ,.. . . .6



CHANNEL HEATING

The observations suggest and the theory outlined above strengthens the
idea that it is mainly the first mode which transports charge during strokes.
However, that mode is a standing wave starting simultaneously at all heights
along the channel. This is in apparent disagreement with observations of lumi-
nous events where one sees a "wave front" propagating upward with velocities of
the order of 1/3 of the speed of light (ref. 6). That discrepancy may be disol-
ved in the following manner: Luminous events can only be observed after the gas
in the channel is heated to temperatur of the order of T = 30 000 K (ref. 6).
That heating process is due to the dissipation of electric energy (Joule hea-

ting) of the first mode. For a very rough estimate, one can use the equation
of energy in the form (P = constant)

dT RI2  (13)
v dt V

with P the gas density, c the specific heat at constant volumn, T the tem-.V

perature, R the total resistance of the channel, I the electric current of the
first mode, V = FP the volumn of the channel, and F = 7d /4 its cross section.
Since I in (5) decreases with height by a cosine law, the threshold temperatu-
re where luminous events start is reached at later times t in greater heights:m

P /2

z - arcos therm (14)m T P joule

with3 Ptherm PC v(Tm-T) 27 MJ/m3  (15)

the thermal energy necessary to heat the channel to a temperature of T
m

T is the temperature of the channel just prior to the discharge. Furthermore,
0

RI tm - t - t 2P Q2

P -I f (e I - e I dt diss (16)
joule 0 V 2CV

with P from (10). According to (14), the channel can never be illuminated
up to lts very top. Evidently, it must be Pe < 2P . /V in order that
luminous events can be observed at all. Accoraing to ( the degree of lumi
nosity along the channel depends mainly on the ratio between total charge Q
and channel volumn V.

7



ELECTROMAGNETIC RADIATION

The vertical electric field E and the azimuthal magnetic field B of a
vertical lightning channel of a return stroke with a current configuratton of
(5) observed on the surface of a perfectly conducting earth is (ref. 4)

C2Q Z 2 G G2 G
Ez =2 k f {sin 20 -+ ( 3 Cos 2)(D2 + 3)}cos z'dz' + residuum
z -30 0 D2 Dj)1o n

P0C2-n Z, G2 (17)

cB=- f sine' (- + 2 )cos h z' dz'
2R 0 D D

/ 2 e2
with G (t ) from table 1, t = t - R/c a retarded time, R =V p + z the

m r
distance between a channel efement at height z' and the receiver on the ground
in a horizontal distance of p from the channel bottom, sine' = p/R, cosO' = -z/R,
D = R/R, and R = I km a normalizing distance (see Fig. 3). It is

c~t pctct < r (18
2. 2 for -

ctl >

that height on the channel where the last signal reaches the receiver at the
receiver time t = t- p/c . At time t' = 0, the first signal reaches the receiver.
At the channel time t 0 0, the current starts to flow.

At large distances from the channel ,(p -), the G and D in (17) are
neorly independent of height, and it is 0 =900. Thus , amdipole approximation
yields

= - G G G G G
E =  9M3 -, 2

D D D D(19)

with
it= Qn k an electric dipole moment (in C m), and

n n
2n = 1/h an effective antenna length ( in m
n n

The residuum in (17) takes into account the finite charge stored at
t = 0 on the channel.

Note that the z- axis is orientated positive upward and that by defini-
tion, the electric field disappears at t . Thus, a transformation from that
defined field to the field as usually defined in the literature (e. g. ref. 6)
is necessary:

AE - Ez (0)- E z(t) (20)



DISCUSSION

In table 1, the ratio between maximum and minimum of the radiation com-
ponent G labelled as R , and its crossover time tc are given as functions
of (ci, )and (y,6), respectively. It is R = 7.4 for type I currents, and < 7.4
for type 2 currents. The two parameters R and tc are useful for a quick deci-
sion whether observed sferic wave forms belong to type 1 or to type 2 currents.

The electromagnetic field of the first mode (n = 1) of a type 2 4 curyent

from (5) wih the parameters Q = - 0.49 C, 2 = 18.7 km, Y= 1.15x10 s ,
61 = 2.3×10 s- , P.= 2 MJ as calculated from (17) is plotted in Fig. 4 for
tnree distances 0 =Iim, 10 km, and 200 km (solid lines). The individual com-
ponents m = 1, 2 and 3 in (17) are plotted as dashed curves in Fig. 4. The
dotted lines are observed wave forms of a first return stroke reproduced
from Lin et al. (ref. 7). The agreement between the observations and the model
is excellent at 200 km distance. At 10 km, the theoretical amplitudes are some-
what smaller than the observed data, although the agreement between the wave
forms is reasonable. In particular, the "ramp" due to the electrostatic compo-
nent (m = 3) of the E- field and the "hump" in the B- field are clearly visible.
The electrostatic component of the E- field is apparently too small to adequa-

tely reproduce the "ramp". The model also does not simulate the "initial peak"
in the data.

In the case of I km distance, the calculated field strengths are one or-
der of magnitude too small compared with the observations although again the
wave forms are similar. This discrepancy may be not too surprising in view of

the simplified model which can only simulate the vertical part of a real
oblique and tortuous channel. The hugh channel length of nearly 20 km already
indicates that the channel must possess a significant horizontal extent, and it
is well known that the horizontal part of an antenna near the ground does only
significantly contribute to the electromagnetic field in the immediate environ-
ment of the antenna (ref. 5). This idea is supported by the behavior of the
dipole approximation (the dash- dotted lines in Fig. 4). While a reasonable
approximation at 200 km, it somewhat overestimates the observed field at 10 km,
and it grossly overestimates the field at 1 km distance. On the other hand, the
calculated field of the vertical channel underestimates the measurements.. Hence,
a vertival antenna having a dimension between = 0 (dipole) and Z would re-
produce the magnitude of the measurements although the details are lost.

Lin et al. (ref. 7) maintain that their observed wave forms in Fig. 4 are

typical for the first and for subsequent R strokes. In the case of subsequent
strokes, their observed crossover time is of the order of 30 Ps. That cross-
over time corresponds to channel lengths of about 10 to 12 km and channel
diameters of about 5 cm. The wave forms again point to type 2 currents. Measu-
rements of Taylor (ref. 8) also indicate a predominance of type 2 currents
(80 % of all cases). On the other hand, the Bruce- Golde formula (1) based on
direct current measurements is of type 1. The question arises then why type I
appears to be rarely seen in sferic wave forms. A possible answer may be the
following: the channel parameters deduced from the numbers I, ', and B (e. g.

9



from ref. 9) are Z. 8 kin, d = 1.6 cm, and Pdiss = 35 MJ for the first R
stroke, and 2 - 8 km, d = 3.2 - 4.5 mm, and P.. = 180 - 46 MJ for subsequent
strokes (ref. 4). Thus,the typical Bruce- Gol e current has a relatively small

channel volumn, and the energy P is larger than the critical thermal energy
in (15). Therefore, a significang'part of the channel is illuminated. On the
other hand, the typical lightning channel associated with sferics has a large
channel volumn , and the dissipated energy is small. Therefore, that lightning
may be at or even below the threshold of visibility.

Fig. 5 shows the radiation component (m = I) of the first mode (n = 1)
of a typical intracloud K stroke situated at a distance of 25 km from the
observer and centered at a height of 5 km above ground. The chanel parameters
are = 9.6 mC, 2k = 4.3 kin, y lO5 s- 1, and 6 2xlO 5 s- . That wave form

simulates well observed K strokes (ref. 10). The solid line in Fig. 5 is the
dipole approximation over a perfectly conducting earth. The dashed line takes
into account the finite electric conductivity of the earth' surface, and the
dotted line is deiived from the exact formula (17).

SPECTRAL AMPLITUDES AND FINITE ELECTRIC CONDUCTIVITY OF THE EARTH

The spectal amplitude of E of the radiation component of the dipolez
approximation over a perfectly conducting earth is

3 iwp /c
9MR3  c _ a e (21)

z 2 (s-a) -iw a-iw p

and a corresponding form for (y,6). Maximum spectral amplitudes are at

o -- (22)

The influence of the finite electric conductivity of the earth surface
on the ground wave can approximately be taken into account by the transmis'ion

function (ref. 4)

X2 eW

W(P,W) = 2e (23)
(X-iw) 2

with X = 2czcpoOE/p ; - 2aX

Thus, the spectral amplitude of the ground wave over an imperfectly
conducting earth becomes

W(p,w) Ez (P,) (24)

I0



The magnitude oft increases proportional to w for w - w and decreases

proportional to I/w for W >> w . The magnitude of the product WE ip (24)
decreases proportional to I/w for w >> X, that is for frequencies f = 200
kHz if aE = 10

- 3 S/m. This can be seen in Fig. 6 where the spectral amplitudes
of a series of model sferic wave forms are plotted versus frequency. The
symbols "R" and "K are related to the type 2 wave forms in Figs. 4 and 5. The
symbols "R and "R W " are related to type I currents derived from Bruce-
Golde's formu a (ref. Y. The dotted line in Fig. 6 has been calculated for a

perfectly conducting earth.

The spectral amplitude of the type 2 R stroke peaks near 4 kHz in
reasonable agreement with observations (ref. II). The amplitude of the K
stroke peaks near 35 kHz, an' those of the type I R strokes peak near 10 kHz.
The slow tail of the type I subsequent strokes is represented by the broad
maximum with relatively large amplitudes at low frequencies in the curves
1R s " in Fig. 6.subs

The imperfectly conducting earth modifies the wave forms in the time
domain in such a manner that the maximum amplitude of the radiation component
decreases and the rise time to that first maximum increases with increasing
distance and/or decreasing electric conductivity of the earth's surface. The
observed rise times of about 3 v's in the case of R strokes is consistent with

a conductivity of about aE = 10- 3 S/m (Fig. 4 and ref. 4). The rise time also

depends on the pulse length. For K strokes with pulse lengths of the order of
20 v's as in Fig. 5, the rise time is already 2 us at 25 km distance.
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TABLE I
r- - - - - - ---

Aperiodic Wave (Type 1) j- Damped Oscillation (Type 2)

-2 f 2 2 2
IG CLR cit +6 )-f-cos 6t - sin 6t}e-y

I (U-0ic 2 C2

a ____ -at -t (Y2 
+6)

{G e e Isin 6t et
2 (U-c)c 6 C

fG3  ate -a~t _ 5~+ t Yt

R 1 2 tc 2ytc

ci

Wave forms of radiation component (G1) of induction component (G ),and of
electrostatic component (G 3) to be included in Eq.(17). Note that the time
t must be replaced by the retarded time t in (17). R1 is the ratio between
first maximum and first minimum of the rahiation component G I* tc is the
time of crossover from positive to negative values of G
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Figure I.- Solutions of the eigenvalue equation (8). Isolines of a and 8
(solid lines) and of y and 6 (dashed lines), respectively, as functions
of the reduced channel length in and of the diameter d. The electric
conductivity is assumed to be a = 104 S/r. The fat dash-dotted line
separates the (a,B) regime from the (yS) regime. The (a,8) regime is
related to aperiodic variations (type 1), the (y,S) regime is related to
damped oscillations (type 2). The right ordinate is scaled according to
R/i= 4/(0wd 2). The thin dotted line indicates the limit of validity of
eq. (8). The solid dots give the locations of the parameters of the
type I first return stroke and of the type I subsequent return stroke
(lower series of dots). The circles give the locations of the type 2
return stroke (R) and of the type 2 K stroke (K).
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Figure 2.- Discharging of a point charge on an ideal grounded wire which is

situated at height zo  at time t - 0. Three different stages for the

charge and the current configuration along the wire are shown (not to

scale) at times t1 - I Us, t2  10 Us, and t3 -100 Ps.
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Figure 3.- Geometry of a vertical lightning channel and its image.
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20

Figure 4.- Type 2 return stroke. Calculated vertical electric field (left)
and azimuthal magnetic field (right) versus time at three different dis-
tances of 1, 10, and 200 km. Solid lines: total field. Dashed lines:
radiation component (a - 1), induction component (m - 2), and electrosta-
tic component (m - 3). Dash-dotted lines: total field of dipole approx-
imation (eq.919). The scaling on the right ordinate in UT (-10-6T) and
in nT (-10- T), respectively, equals the scaling on the left ordinate in
Volt/m if the magnetic field is multiplied by the speed of light. The
dotted lines are from observations (ref. 7). Note that the scaling of the
dipole field and of the observations at 1 km distance is logarithmic.
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Figure 5.- Radiation component (m - 1) of a type 2 K stroke normalized to a dis-

tance of 1 km (D = 1). The distance from the lightning channel is 25 km, the
center of the channel is at 5 km altitude. Solid line: dipole approximation
over a perfectly conducting earth (eq. 19). Dashed line: dipole approxima-
tion over an imperfectly conducting earth with conductivity OE = 10- 3 S/m.
Dotted line: exact calculation over a perfectly conducting earth (eq. 17).
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Figure 6.- Spectral amplitudes versus frequency of the dipole approximations
of the radiation component (m = 1) of R and of K strokes at 100 km
distance over an imperfectly conducting earth (%E . 10- 3 S/M). The dashed
curve is the sum of the three modes (n = 1, 2, and 3) of the type 1 subse-
quent stroke. The dotted line gives the spectral amplitude of the type 1
first return stroke over a perfectly conducting earth.
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CALCULATIONS OF LIGHTNING RETURN STROKE ELECTRIC

AND MAGNETIC FIELDS ABOVE GROVNI)

M. A. Uman, Y. T. Lin*, R. B. Standler**, N. J. Master

Department of Electrical Engineering

University of Florida

Gainesville, FL 32611

R. J. Fisher
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INTRODUCTION

Lin et al. [1] have recently introduced a new lightning return strokemodel

with which the two-station electric and magnetic fields measured at ground level

by Lin et al. [2] can be reproduced. Here, we use that model to compute

fields at altitudes up to 10 km and at ranges from 20 m to 10 km. These calcu-

lations provide the first detailed estimates of the return strokes fields that

are encountered by aircraft in flight. With the advent of modern aircraft

utilizing low voltage digital electronics and reduced electromagnetic shielding

by way of structures containing advanced composite materials [3], these calcula-

tions are of considerable practical interest. Further, since airborne electric

and magnetic field measurements are presently being attempted [4], a comparison

of the calculations presented in this paper with appropriate experimental data,

when they are available, will constitute a test of the return stroke r' ,ol.

THEORY

We model the lightning return stroke current as contained in a thin verti-

cal wire of height H above a perfectly conducting ground plane. The e3ectric

and magnetic fields at altitude z and range r from a vertical dipole at height

Z of current i(Z,t) are:

*Present address: Texas Instruments, Dallas, TX 75234

**Present address: Xerox Corporation, Rochester, NY 14580
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where equations (1) and (2) are expressed in cylindrical coordinates; all
geometrical factors involved in these equations are defined in Fig. 1.
Equations (1) and (2) are obtained in a straightforward manner usingan approach
similar to that of Uman et al. [5]. The effects of the perfectly conducting
ground plane are included by postulating an image current dipole beneath the
plane. The electric and magnetic fields due to the image dipole may be
obtained by substituting RI for R and -Z, for Z in equations (1) and (2) above.
The contributions to the fields from an elemewil source at height Z and its
image at -Z are equal when the field point is u, the ground [5]. Above
ground level, the contribution of the image to the total field is smaller than
the contribution of the source. Above ground and very close to the channel,
the image contribution is negligib'le.

The model of Lin et al. [i] describes the current in the return stroke as
being composed of the three components illustrated in Fig. 2 and 3: (a) a
short-duration upward-propagating pulse of current associated with the upward-
propagating return-stroke electrical breakdown and responsible for the peak
current value; (b) a uniform current which may already be flowing (leader
current) or may start to flow soon after the commencement of the return stroke;
and (c) a "corona" current caused by the radially inward and then downward
movement of the charge initially stored to the corona sheath around the leader
channel and discharged by the return stroke wave front.

We calculate the electric and magnetic fields from equations (1) and (2)
for a relatively large subsequent stroke. The parameters of the three current
components are [1]:

(a) peak breakdown current pulse:50 kA; zero to peak risetime:l.8 us;
fall time to half value:3.8 ps;

(b) uniform current: 7000 A;

22

- 4



(c) corona current injected per meter of channel: eZ/ (eat - t

with 10 = 50.41 A/m, A = 2700 m, r = l5 sec , i? = 3 x 106 sec 
-I

For this stroke, the initial leader charge is 1.2 C, and the total current at
ground level is shown in Fig. 3. The return stroke velocityis chosen constant
at 1 x 108 m/sec in a straight, vertical channel of 7.5 km length.

We examine only the subsequent stroke fields because subsequent strokes
are more adequately modeled by the technique of Lin et al. [1] than are first
strokes: subsequents have few, if any, branches 16T, roughly constant
luminosities and return stroke velocities with height [6], and are probably
initiated at ground level rather than by upward-going leaders. For this

reason, it is subsequent stroke fields with which Lin et al. [1] have primarily
tested the model from which the fields presented in this paper are calculated.
On the other hand, first and subsequent stroke measured fields at ground level
are similar [2], and the modeling of first strokes can be successfully done
with a constant return stroke velocity, even though this is probably the case
only until the first major branch is reached [6], and with a corona current
delay height about twice that typical of subsequent strokes [I].
Thus, one would expect the calculated airborne subsequent stroke fields to be
qualitatively similar to those from first strokes. The subsequent stroke we
have modeled is at the upper end of the peak current and charge transfer
spectrum [i] and hence to that extent is similar to a first stroke.

The fields calculated from the current parameters given in the previous
paragraph are adequate to produce reasonable fields at ground level, as shown
by Lin et al. [1]. Further, the fields at ground level are not influenced much
if the initial breakdown pulse has a current which decreases with height,
as is certainly the case with first strokes. However, the fields above ground
are influenced by the decrease of the breakdown current pulse with height, an
effect we will discuss later.

RESULTS

Calculated vertical and horizontal electric are shown in Figs. 4a and 4b,
respectively, and calculated magnetic fields in Fig. 4c. All indicated times
are relative to the start of the return stroke current at ground level. The
slanted lines in the figures indicate the time at which the return stroke
wavefront passes each height. A number of features of the calculated waveforms
are worthy of note.

1. At ranges less than about 200 m the electric and magnetic fields above
ground reach peak value at about the time at which the return stroke breakdown
pulse current is at the same altitude as the field point. The horizontal
electric field rise time is about 1.8 sec with a dE of about 200 kV/m/hs at
20 m.

2. At less than about 200 m range the vertical electric field above ground is

bipolar due to the passage from below to above of the charge associated with
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breakdown pulse current. As one moves farther away from the channel, or is
near the ground, this effect is reduced.

3. At less than about 1 km range the peak value of the horizontal electric
field above ground is much larger than the vertical electric field component.
The horizontal and vertical fields above ground are roughly equal in magnitude
in the 3 km range, and the vertical field is larger beyond about 10 km.

4. The magnetic field and the vertical electric field at about 10 km range and
beyond are relatively week functions of altitude so that measurements taken on
the ground or in the air beyond 10 km should yield essentially similar results,
thus providing a technique for calibration of the airborne measurements. The
horizontal electric field above ground has a similar shape to the vertical
electric field.

5. The field discontinuities associated with the idealized ends of the real
and image channels are shown in Fig. 4a, b, c, but do not usually occur in
nature L2].

DISCUSSION

The fact that the very close fields are similar as a function of height
is related to the constancy with height of the upward-propagating breakdown
current pulse. Further, the discontinuities in the waveforms at late times
are due to this current pulse turning off as it reaches the end of both the
source and image channels. It is likely that the actual breakdown current
pulse will decrease with height, as has been shown to be the case for first
strokes [6]. The result of incorporating a brealdown current pulse which
decays with altitude in the electric and magnetic field calculations is to
produce fields which, at close range, decrease with height, and which do not
exhibit the late-time field discontinuities. Detailed calculations of fields
for breakdown current pulses which decay with height will be published in the
near future.
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SUBMICROSECOND RISETIMES IN LIGHTNING RADIATION FIELDS

C. D. Weidman and E. P. Krider
Institute of Atmospheric Physics
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(602) 626-1211

SUMMARY

Measurements of lightning electric fields, E, and dE/dt signatures have
been made near Tampa Bay, Florida, under conditions where the field propagation
from the source to the detector was entirely over sea water. The fast transi-

tions found on the initial portion of return stroke E waveforms have 10-90%
risetimes ranging from 40-200 nsec, with a mean of 90 nsec. The maximum dE/dt
values during these transitions range from 5-80 (V/m) ksec- i, with a mean of
about 30 (V/m) psec -' when normalized to a distance of 100 km. The initial
risetimes of stepped-leader impulses that occur just prior to the first return
stroke in cloud-to-ground flashes are very similar to the fast transitions in
return strokes. The dE/dt values during leader steps range from 10-40 (V/m)
psec -I with a mean of 20 (V/m) psec "1 when normalized to 100 km. The fast
impulses superimposed on large-amplitude intracloud waveforms have E risetimes
and dE/dt values similar to those of the leader steps.

INTRODUCTION

In recent years, there has been increasing evidence that lightning radia-

tion fields contain large, submicrosecond variations and that the corresponding
lightning currents may be considerably faster than previously thought. Weidman
and Krider (ref. 1) have found large, submicrosecond transitions in the fields
produced by return strokes, the large current surges produced by discharges to
ground. Krider et al. (ref. 2) have found submicrosecond risetimes in the
stepped-leader impulses which precede return strokes; and Weidman and Krider
(ref. 3) have also found large, submicrosecond components in the fields pro-
duced by cloud discharges. In all of the measurements referenced above, the
field recording system was limited by a response time of about 150 nsec
(ref. 2), and many field risetimes were essentially at this limit.

Since the interactions of lightning with aircraft, space vehiclea, power

systems, structures, etc., are critically dependent on the field and current
risetimes, we have endeavored to make improved measurements of lightning field
risetimes. A recording system was assembled which had a response time of about
10 nsec on the time-derivative of the electric field, dE/dt, and about 40 nsec
or less on the electric field, E. Great care was taken to record the fields on
several time scales simultaneously so that the type of lightning impulse and
the time at which it occurred within the discharge could be accurately deter-
mined. The experiment was located in a region where the lightning locations
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were known and where the fields would not be distorted by propagation before

they reached the recording apparatus.

MEASUREMENTS

A block schematic diagram of the measuring equipment is shown in figure 1.
Two circular flat plate antennas (0.2 m 2 ) with guard rings were mounted on the
roof of a grounded metal bus that housed the recording apparatus. The vehicle
was located approximately 10 m from a sea wall on the northeast edge of Anna
Maria Island, which is at the southern entrance to Tampa Bay, Florida. From
that location, any lightning field that originated within a broad area from
100 km to the northwest to about 50 km to the northeast would propagate
entirely over sea water to the recording site. The left antenna in figure 1
was centered on the bus and horizontal, so that any electric field which might
be produced by vehicle resonances would be a minimum. The bus was grounded to
a salt-water ground plane (about 1 m below the sandy surface) by one copper-
clad steel rod on each of the four sides of the bus. One end of a I0xl0 m 2

wire mesh ground plane was attached to the bus, and the other end was immersed
in sea water.

To obtain a signal proportional to dE/dt, the output of the left antenna
in figure 1 was connected directly to the input of a Tektronix 7834 storage
oscilloscope through a short piece of coaxial cable that was terminated in the
characteristic cable impedance (50 Q). The response time of the antenna,
cable, and oscilloscope system was approximately 10 nsec, as shown in
figure 2b. In order to obtain a signal proportional to E, the 50 0 termi-
nating resistor could be replaced by 100 kQ, so that the combined capacitance
of the antenna, cable, and oscilloscope preamplifier (2 0 pF total) acted as
a passive integrator. Travelling wave effects in the antenna cable limited
the system risetime in the E configuration to about 40 nsec, as shown in
figure 2a. Normally, the storage oscilloscope was triggered internally when-
ever the dE/dt or E signal exceeded a preset threshold. The gate output from
the storage oscilloscope triggered three Biomation waveform recorders that
provided the electric field and the North-South and East-West components of
the magnetic field on slower time scales. The Biomation outputs were dis-
played on two time bases simultaneously, using a Tektronix 555 dual-beaa
oscilloscope. The dual-beam oscilloscope was photographed using a streak
camera. The storage oscilloscope was operated in a single-sweep mode with
automatic reset and was photographed with a framing camera. With the above
arrangement, both fast and slow lightning signals could be recorded with a
time-synchronization of about 100 nsec.

In figures 3-6, we present examples of E and dE/dt signatures which were
produced by (a) return strokes in lightning discharges to ground, (b) leader
steps which precede return strokes, and (c) cloud discharge processes which
precede ground flashes or which occur in isolation. The locations of the
lightning in these figures were obtained from an LLP lightning locating system
operated by the Tampa Electric Company (ref. 4) and/or by visual observations

and flash-bang time delays.
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Examples of return-stroke fields are shown in figure 3. Each signal is
displayed on both a fast and a slow time scale, either 100 ns/div or 200 ns/div
and 4 ps/div, respectively. The fast record is shown above the slower trace,
but the time scales have been shifted so that the field peaks are aligned
vertically. The vertical gain on the fast record was about twice that of the
slow record. The field-amplitude scale shown on the left reflects an absolute
calibration which we believe is accurate to ± 15%.

To obtain the records in figure 3, the storage oscilloscope trigger level
was set low, so that the system triggered on the slow initial portion of the
field. (See ref. 1 for a discussion of the structure of return-stroke fields.)

Note how all the return strokes in figure 3 show a fast rise to peak following
a slow initial portion. The physical processes which occur between the last
leader step and the onset of the return stroke are not well understood (ref. i
but it is clear that large, submicrosecond fields are being radiated. The
small pulse on the initial portion of figure 3b was a relatively frequent sig-
nature which we think may have been caused by a leader step field being super-
imposed on a slower return-stroke front. Note how the initial slope of the
leader step is comparable to that of the return stroke. Figure 3c is an
example of what is probably a return stroke subsequent to the first. Note how
the rapidly varying initial field is similar to those of first strokes in
figures 3a and 3b. Note also that the transition from the subsequent stroke
front to the fast rise to peak is quite distinct even on the 100 ns/div time
scale.

Examples of dE/dt signals produced by the fast-rising portions of return
strokes are shown in figure 4. A 4 ps/div E waveform is shown again as the
lower waveform on each flash, and the vertical arrow shows the time at which
the storage oscilloscope triggered. The dE/dt waveform is shown at the upper
left on a time scale of 50 ns/div, and a computer integral of the dE/dt output
is shown at the upper right. The location of the dE/dt baseline was recorded
frequently during the data runs and has been drawn on each dE/dt record. The
initial portion of the dE/dt waveform was interpolated smoothly back to zero
to produce the computer-integrated trace. The peak dE/dt signals and the
structure of the dE/dt integral curve are very consistent with the maximum
slopes and shapes of the records shown in figure 3 after range normalization.

Figure 5 shows E, dE/dt, and B records for a stepped-leader impulse that
preceded the first return stroke in a flash by about 130 psec. Here, the
dE/dt signature is fast and narrow, and the 10-90% E risetime is about 50nsec.

Figure 6 shows four examples of the electric fields radiated by clouddis-
charges. Waveforms such as these tend to be produced by the cloud breakdown
that precedes flashes to ground (ref. 3), and they usually occur as part of a
rapid sequence of pulses. It is clear from figure 6 that the fast components
of cloud impulses also have submicrosecond risetimes, and that risetimes and
slope values are similar to those of leader steps.
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CONCLUSIONS

Measurements of the fast-field transitions found on the initial portion of
125 return strokes show 10-90% risetimes in the range from 40-200 nsec with a
mean of 90 nsec, as shown in figure 7. Figure 8 summarizes measurements of the
maximum slopes on E field records and the peak dE/dt signals for 97 return
strokes. Maximum field derivatives range from 5-80 (V/m) isec - with a mean of
about 30 (V/m) sec "1 when normalized to a distance of 100 km using an inverse
distance relation. The risetimes of individual leader steps are similar to the
fast portions of return strokes, and the dE/dt values of 18 steps range from
10-40 (V/m) psec - , when normalized to 100 km, with a mean of 21 (V/m) isec -i .

The fast pulses superimposed on large cloud impulses have risetimes and maximum
dE/dt values similar to leader steps.

Since the submicrosecond variations in the lightning fields are large and
since similar variations must be present in the lightning currents (ref. 1),
these fields and the physical processes which produce them will be the objects
of a continuing study.
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scale. The starting point of the dE/dt record has been indicated
by a vertical arrow on the B record.
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Figure 5.- The 9, dE/dt, and B fields produced by a stepped-leader impulse.
The dE/dt record and its computer integral are shown at the upper left
and upper right corners, respectively, on time scales of 50 ns/div. The
electric field and the NS and EW components of the magnetic field are shown
below on time scales of 4 js/div and 20 js/div, respectively. The starting
point of the dE/dt record is indicated by the vertical arrow on the slow
electric and magnetic field records.
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Figure 6.- E waveforms produced by four intracloud discharges. Each event is
shown on a slow (4 ps/div) and a fast (200 ns/div in A and B, 500 ns/div
in C and D) time scale. The amplitude scale of all slow records is
shown to the left of A. The vertical gain of the upper trace is twice
that of the lower trace in each example. Corresponding peaks on each time
scale have been identified with a lower case letter for each event. These
discharges occurred over salt water approximately 15-25 km from the record-
ing site.

37



30 TaA

200

]2 { ze N=125

z F MEAN90ns

10D C O=40ns

0 40 80 120 160 200

NANOSECONDS
Figure 7.- A histogram of the 10-90S risetimes of the fast-field transitions

produced by return strokes. The number of measurements, N, the mean,
and the standard deviation a are as shown. The dashed vertical line
shows the location of the computed mean.
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MEASUREMENT OF ELECTROMAGNETIC PROPERTIES
OF LIGHTNING WITH 10 NANOSECOND RESOLUTION

C. E. Baum, E. L. Breen, and J. P. O'Neill
Air Force Weapons Laboratory

C. B. Moore and D. L. Hall
New Mexico Institute of Mining and Technology

ABSTRACT

This paper presents electromagnetic data recorded from lightning strikes.
The data analysis reveals general characteristics of fast electromagnetic fields
measured at the ground including rise times, amplitudes, and time patterns. A
look at the electromagnetic structure of lightning shows that the shortest rise
times in the vicinity.of 30 ns are associated with leader streamers. Lightning
location is based on electromagnetic field characteristics and is compared to
a nearby sky camera. The fields from both leaders and return strokes have been
measured and are discussed.

The data were obtained during 1978 and 1979 from lightning strikes occur-
ring within 5 kilometers of an underground metal instrumentation room located
on South Baldy peak near Langmuir Laboratory, New Mexico. The computer con-
trolled instrumentation consisted of sensors previously used for measuring the
nuclear electromagnetic pulse (EMP) and analog-digital recorders with 10 ns
sampling, 256 levels of resolution, and 2 kilobytes of internal memory.

I. INTRODUCTION

In the summers of 1978 and 1979 a set of measurements of the electromag-
netic fields from natural lightning was made near the top of South Baldy peak
(elevation 3275 m) which also houses Langmuir Laboratory near Socorro, New
Mexico, U.S.A. As will be discussed in this paper the data consist of time
waveforms of about 20 ps duration at a 10 ns sample spacing for the three elec-
tromagnetic field components (one electric and two magnetic) which exist
adjacent to a conducting ground plane on top of the "iron Kiva" (or Kiva) (our
screen room buried in the top of the mountain) and the surrounding earth surface
(see fig. 1.1). The details of the instrumentation system are discussed in
another paper (ref. 5).

As background, these measurements resulted from some interest in the dif-
ference between lightning and the nuclear electromagnetic pulse. For nuclear
detection purposes it is desirable to reliably detect a nuclear EMP event
without false triggering by lightning. The ARGUS-lA detector system was
designed with the high altitude EMP environment in mind (ref. 2). Fu- this
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purpose magnetic (loop) sensors were used to avoid the low-frequency electric
field from lightning and local static charging effects. In addition the sen-
sors respond to the derivative of the field to emphasize the high frequencies
present in the high-altitude nuclear EMP. Essentially one is looking for a
pulse with 10 ns to 100 ns important characteristic times.

In order to understand the sensitivity of the ARGUS-lA to lightning two
things were done. First the detectors were placed on South Baldy peak and their
response to lightning monitored. Second, and more important for this paper, the
fast transient characteristics of the transient electromagnetic fields (in time-
derivative form) were measured. It is these measurements and some analysis of
them which are presented here.

The field sensors consist of two MGL-3 B-dot sensors and one ACD-5 D-dot
sensor located on the roof (ground plane) of a buried shield enclosure (Kiva).
The roof of the Kiva is flush with the earth surface and is electrically con-
nected to the center of a 30 m x 30 m wire-mesh ground plane. Data recording
is accomplished by Biomation 8100 waveform recorders controlled by an HP 9825
calculator. A more complete description of the instrumentation is presented in
reference 5.

At first we had little idea of what to expect. We made some measurements
(section 2) which showed us some of the signal levels and patterns in the wave-
forms of the field time derivatives, and in the time integral of these wave-
forms. Based on the kinds of pulses observed and their time patterns it
appeared that these related to individual fast pulses along some leader forma-
tion process. This led to a model (section 3) which with ranging information
(section 4) allowed us to infer some of the characteristics of the current in
the lightning streamer. Section 5 then applies this to some of the data
obtained.

II. GENERAL CHARACTERISTICS OF OBSERVED ELECTROMAGNETIC FIELDS

With the instrumentation at the Kiva discussed in reference 5 measurements
were begun in the summer of 1978. For use in our data analysis the aA/t
sensors (MGL-3) had Aheq = 0.1 m2 , and the Ai/Dt sensor (ACD-5) had Aeeq = 1.Om 2

for u.;e in the formulas

Vh = B (open circuit voltage)
eq (2.1)

I = A * - D (short circuit current)
e e  3t

eq

where the fields are those in the presence of the ground plane (i.e., including
reflection). The response times (10-90 rise times of integrated output for
step-function exciting field) into 50 S1 loads are short compared to our 10 ns
sampling resolution and hence neglected.

40



The three sensors responded to the north and east components of A/3t and
to the vertical (up) component of @D/t. The signal from 3i/Dt north was atten-
uated a factor of 2 by a power splitter used to send this signal to an addi-
tional recorder for other purposes. These corrections and the equivalent areas
are all removed for the displays of 3B/3t and A/Dt in this paper. The B and D
waveforms are determined by numerical integration of the digital data provided
by the Biomation 8100 waveform recorders. Note that the integrated waveforms

exhibit baseline slope which is at least partly due to errors in determining
the baseline values for the original waveforms; this baseline shift is partly
removed by estimating the baseline position near the beginning of the recording.
The long-time variation of the integrated waveforms should not be trusted,
nevertheless; the purpose of the integration is to see the shape and amplitude
of the fast pulses which are more reliable.

A nice property of the Biomation 8100 waveform recorder is that one has a
significant length of recording time before the pulse which triggers the system
is recorded. This pretrigger data time was set at about 4 Vs. The self
trigger was used on all three channels with the first trigger level being
exceeded triggering all the recorders. Triggering in this case means freezing

the data stream and transferring the 20 ps of information to magnetic disk.

Since the recording is digital there is also some limitation in the signal
amplitude (voltage) resolution. The full scale is 256 uniformly spaced levels
with zero approximately centered. Typical signals deviated about one third
from baseline (zero) to the full level on one side of zero.

For some preliminary information let us now consider two examples of the
kinds of waveforms we have seen. Detailed analysis of such waveforms is con-
sidered in section 5. A representative example of a leader waveform is given
in figures 2.1 and 2.2. A representative example of a return-stroke waveform
is given in figures 2.3 and 2.4. In both cases only the east components of
3/t and of are exhibited.

Consider the leader waveform in figure 2.1. Note the complex structure
with many individual pulses indicating the progression of the leader as a
sequence of impulsive events. The horizontal distance (by flash to bang) to
this stroke was about 350 m.

Note the large pulse at about 4 ps which triggered the recording. The
first 7 ps of the record is expanded in figure 2.2. From a printout of the
digital data this pulse has the approximate characteristics:

pulse at 4.0 Ws

( peak = 2.42 T/s

t BE zero to peak rise 90 ns

10-90 rise 50 ns
(2.2)
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baseline to peak = 0.169 pT

baseline to peak rise = 150 ns

E 10-90 rise 80 ns

width = 500 ns

T 70 ns

Here T has been defined as a characteristic time for the rise portion of the
waveform with the formula

waveform peak (2.3)

derivative waveform peak

Selecting a few more pulses from this waveform for comparison we have

pulse at 1.3 is

peak = 1.48 T/s

t B E zero to peak rise t 50 ns

10-90 rise - 30 ns
(2.4)

baseline to peak : .079 pT

baseline to peak rise 1 100 ns

E 10-90 rise = 60 ns

width = 250 ns

53 ns

and another

pulse at 12.9 ps

peak = -.86 T/s

B zero to peak rise 60 ns

10-90 rise 30 ns

(2.5)
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baseline to peak = -.03 pT

baseline to peak rise 80 ns
BE

10-90 rise = 40 ns

width = 160 ns

T = 35 ns

and another

pulse at 14.0 ps

peak 2 -.547 T/s

t BE zero to peak rise 40 ns

10-90 rise 30 ns

(2.6)
baseline to peak = -.014 pT

baseline to peak rise = 50 ns

E 10-90 rise 35 ns

width = 70 ns

26 ns

Comparing these individual pulses we have seen characteristic times for the
rise ranging from about 70 ns to less than 30 ns. Also one can note that there
seems to be a general trend in that smaller pulses have shorter characteristic
times for the rise and shorterpulse widths. Pulse widths vary from about
500 ns to about 70 ns.

Now consider the return-stroke waveform in figure 2.3. The aB/at structure
is somewhat simplified by comparison to the previous leader example. The hori-
zontal distance (by flash to bang) to this stroke was about 850 m. Comparing
the peak derivative signals between return stroke (fig. 2.3) and leader (fig.
2.1) note that they are of comparable magnitude. Assuming that the leader is
elevated somewhat above the ground, the inferred slant ranges to the sources
for the two examples are crudely of the same order as well. It therefore seems
that we may typically expect peak derivative waveforms from the larger leader
pulses to have about the same strength as those for return strokes (at compar-
able distances).

The main pulse at about 4 ps which triggered the recording is expanded in
figure 2.4 for the first 7 ps. Note the wide pulse characteristic of the
return stroke as indicated in the east component of the A waveform. From a
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printout of the digital data this pulse has the approximate characteristics:

pulse at 4.0 ps

E peak n -2.81 T/s

B zero to peak rise 110 ns

10-90 rise = 35 ns
(2.7)

baseline to peak = -.129 WT

baseline to peak rise = 160 ns

E 10-90 rise = 60 ns

width = 1000 ns

46 ns

It does seem that return strokes can be somewhat fast. We have looked at other
return strokes and noticed similarly small values of T. For this type of pulse
of i the concept of width is somewhat problematical because of the current that
continues in the arc after the fast part of the pulse has occurred.

III. FAST TRANSIENT ELECTROMAGNETIC FIELDS AT EARTH SURFACE
RELATED TO INDIVIDUAL LIGHTNING CURRENT PULSES

Having seen some of the transient waveforms in section 2, and noting that

many of the individual pulses are extremely fast with rise times of the order
of some tens of ns, it appeared that one might be able to model these pulses as
events somewhat localized in space. This concept uses the limitation of the
speed of light on current propagation as compared to the distances of hundreds
to thousands of meters from source to observer. As will appear later, this
approach yields some valuable insight into the lightning streamer currents and
propagation.

Let us begin by defining a spherical (r,8, ) coordinate system based on
the Kiva as in figure 3.1A. For our purposes (r,O, ) signifies some position
in sace which is the source of the observed lightning signals at (near)
r = (the Kiva). In addition to the spherical coordinates we have cylindrical
(',p,z) and cartesian (x,y,z) coordinates all related via

x = Y cos(0) = r sin(e) cos(0)

y = T sin(q) = r sin(e) sin( )

z = r cos(e)
(3.1)
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2 2 2
r = +z

2 2 2
S=x +y

sin(p) = cos(q)
y x

with x and y taking the signs of cos(q) and sin() respectively. As indicated

in figure 3.1A the coordinate system is oriented so that

x is north (geographical)

y is west

z is up (3.2)

6 is zenith angle

4 is counterclockwise from north

Associated with these coordinate sets there are sets of unit vectors

(right-handed) as

4. -* -~ - -~ * 4. - 4

1 x x = , x 1 = 1 , 1 x 1 = 1
x y z y z x z x y

1T x 1 = i z , 1 x 1z = 1 T 1z x 1 T = 14 (3.3)

lr x le = 1 r , 1 x r = 1

which are related by

I = I cos( ) + 1 sin()x y

I = -1 sin() + I cos()x y (3.4)

I = IT sin(O) + 1 cos(e)

T0 = 1 cos(O) - 1z sin(O)

In addition to the coordinates for the source point with respect to the

observation point let us define a set of unit vectors for describing the wave

propagation to the observer. These are a right-handed system

11 2 3' 2 3 13 = 1 3 ×x 11 2 (3.5)

which are related to our previously defined coordinate unit vectors as
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1 -1
1 r

2 ] (3.6)

3 0

Viewed from an observer at the Kiva one has the picture in figure 3.1B in which

1I = direction of propagation

= pointing to observer

12 = horizontal to right (3.7)

1 "up" as modified by being perpendicular to 1
31

Note that 12 and 13 are polarization vectors for the wave. The plane of inci-
dence is defined by r and the z axis; it contains 11 and 13 as well as Ir, le,
T, and 1z; T2 and 10 are perpendicular to the plane of incidence.

Next consider some distribution of current density J(r,t) in free space.
The electromagnetic fields from this can be represented as (ref. 1)

4 . ( Is r'I i _
.(r,)= - KZ',r";s) : ; r,inc 

(3.8)

H (r',s) 1 x Z(r,r;s)inc ' sp 01--o

with the subscript inc indicating incident at the observer at r' - 0 and where
. r," are now general coordinates (positions), s is the Laplace-transform vari-

able (or complex frequency) with respect to time t (in general two sided) and
the tilde ~ indicates a Laplace-transformed quantity. The impedance kernel is

Z(r',r";s) = SPoGo(r',r";s)

Go(r',r"; s) I a r rT;s

dyadic Green's function of free space

e -  ( o -" 
(3.9)

o :- (for r' r"

scalar Green's function of free space

Y- -- = free space propagation constantc
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1 108 /s

00
-= speed of light (in free space)

Z 377§

H wave impedance of free space

Y)r' - r"I

The symbol <,> indicates integration over the space coordinates common to the
two terms (r" in (3.8)). The free-space dyadic Green's function has the
explicit form

G (r',r";s) = e -2C- 2 1 L IRI
0 Tr I[ R R

+ + + - ] - R R + 2 *( ' - r

+-* (3.10)

1 E identity dyad
- -).

A. r r-r-
I - - for r' iir

'r -r

where the delta function is introduced so that the remaining part can be
handled in (3.8) as a principal value integral with a small spherical zone of
exclusion centered on r' = V" (ref. 3).

For our present purposes we assume that the distance from source to
observer is large compared to the size of the source, i.e.,

-. -*

r' 0
(3.11)

where r is taken as some effective center of the source. Furthermore we assume

that frequencies of interest are sufficiently high that only the leading term
for large r" (the I*' - ,,- or term in (3.10) need be included giving

r - r

e +
47Tr t (3.12)
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t - - I R transverse dyad

Now referring to figure 3.1 we can approximate as

1R  1 = -1r
R 1 r

*-* +T 4 - - . (3.13)

t 1 1 r r

This allows us to write (from (3.8))

p -yr

E. (O,s) 0 o T(s)
inc 4rr t

r . (3.14)
f (r-1

T(s) = s e J(r",s) dV"
V

In time domain we have

t~t f J r " t + cL ( r - rTU (r-1 t") V (3.15)
V 

r

This T can be thought of as a kind of effective source vector. Assuming that
changes in J propagate over the source volume at velocities slow compared to c
we have

(s ) s J r ' ,s ) d V "

(3.16)

T(t) w f J(r",t) dV"
V

The magnetic field incident at r' = 0 can be found by expanding from (3.8), or
by simply noting that the far field (It' - "I- I term) has a plane-wave rela-
tion between 'the electric and magnetic field as

H inc(O s) -  
11I x Einc(O s)

0

e - y r -.
T(s) (3.17)

In time domain the fields are

E (0 t) - 1~ r
inc 4ir t c (3.18)
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H 0 t) r..
inc 1 4rc 1 c

Near r' = 0 the incident field is an approximate plane wave propagating in
the 1i direction; it can be represented as

1 r' 1 r

E. (r',t) E (t 1 1 + e(t - )
inc h c et c 3

h 1'e 
"' 1 (3.19)

Hn (r',t) = E c E (t - ) Iinc Z hc 3 ec 2

This decomposes the fields incident at the observer into two parts, an E wave
(or TM wave) denoted by a subscript e, and an H wave (or TE wave) denoted by a
subscript h. This decomposition is based on the polarization with respect to
the z axis (i.e., a TM wave has the magnetic field perpendicular to the z axis,
and a TE wave has the electric field perpendicular to the z axis).

Now when the incident fields reach the ground plane (the x,y plane), the
conducting ground plane reflects the fields so that (at least at the higher
frequencies because of the finite dimension of the ground plane on the earth)
approximately we have

E 21 • E.
z z inc

H X 21x * H. nc = HN = -HS  (3.20)

H y 21 * H. = HW = -HEy y inc W E

The remaining three fields components are approximately zero. Note the orienta-
tion of the cartesian coordinates with respect to the (geographical) compass
positions (north _ N, east E E, south = S, west B W).

On the ground plane we then have

E = 2 sin(O) E
z e

H = -H = - 2 E (3.21)
2 Z 0e

0

2
H = -cos(O) - - cos(e) E

0

Then construct

E = sin(0) E
2z e
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z 0 z (.2
S Z {-11 sin(;) + H cos( )} = E (3.22)

2 x Ve

z z
0 H I -- ( 'os(:) + H sin(;) = -cos(") Eh

2 x y

From our measurements we have three pieces of information: E ,Hx, and H.
We have four unknowns: E , Ell 9 and . y

If we knew the source angles ( or at least one of these, then the two
waves E. and Eh could be constructed. Let us for the moment assume that & and

are known. From (3.18) and (3.19) together with Ee and E we can find

( r .- r. (Ot)
t c 1L inc

0

1E h M 12 + Ee(t) 13 (3.23)

This shows that we can obtain the relative strength of the transverse (2 and 3)
components of the source T by comparing Eh and Ee. Referring to figure 3.1B
one can plot on such a diagram an angle that makes with respect to say t 3 as
another vector on the plane perpendicular to 1. Note that the 1 component of

is not obtained in this technique since it does not appear in the far-field
expansion at r' = 6. If one knew r then the 2 and 3 components of i would be
completely known. Techniques for estimating r are discussed in another section
of this paper. Having r then one can use (3.23 to find '72 and 73; this is
used for later plots of the transverse part of

Having it • one can also make some estimates concerning currents in the
fast pulses in the source region near r by writing

- - f r IV '

(Iv '
- ,J(r",t) dV (3.24)

e ff V P I

Here A. indicates the change in the quantity; for later plots this is the change
from the ambient value befor a fast pulse to the peak of the pulse. (This
convention is employed for T/3t also.) An effective streamer speed v eff can
be used to obtain some indication of the current I, or at least some rough
bound on it.

Now consider the determination of ,,. Figure 3.2 shows a type of display
of coordinates which is useful for our purposes. Superimposed on the cartesian
directions and compass coordinates we have a polar plot in which 0 is the radial
coordinate with 00 < ( < 900. The azimuthal coordinate is '> with 0 < < 3600.

Returning to (3.22) our three measurements (E Z, Hx, Hy) can be used to find
a relationship between 0 and '. Specifically the first two of (3.22) can be
used to eliminate Ee giving
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Z E
-H sin() + H cos() z (3.25)0 x y sin(O) (.5

as our 0,c relation. Constraining 0 < 0 < 900 and $ real gives a curve in the

0,4 "plane" of acceptable solutions of (3.25). For each pulse we can consider
the change in the fields (ambient to peak) in (3.25) or some other aspect of
the pulse waveforms. Besides the field change we have used the change in the
time derivatives of the fields (3Ez/ t, Hx/t, Hz/;t) in (3.25) to determine
the e,0 curves. Both the field changes and changes in field time derivatives
(on the rise of the pulses) typically give comparable results, as will be seen
later.

A special case is encountered if the incident field is a pure H wave (i.e.,
E parallel to the ground plane). In this case Ee = 0. From (3.22) we have

H
tan(o) = 

- (3.26)
H

x

which has two solutions for ¢ separated by 1800. In the 9,, "plane" in figure
3.2 this gives a locus of solutions a "straight line" passing through the
zenith (0 = 0).

Having a contour in the e, "plane" resulting from a particular measured
fast electromagnetic-field pulse (or its time derivative) one would like to
find some point along that contour that represents the true angles 0,¢ to the
source. One way to do this uses an assumption that another pulse in a particu-
lar recording (about 20 ps wide in the presented data) comes from approximately
the same source location. This is physically reasonable if one considers a
leader propagating through the air to establish the lightning channel. If each
pulse represents some brief extension of the arc channel, and if the distance
the streamer propagates during the pulse is small compared to the distance to
the observer, then the change in (0, ) is small. Furthermore, if the two pulses
under consideration have different polarizations .different proportions of E
and H waves) due to different directions of It • T, then (3.25) will give in
general different 0, contours for the two pulses. The intersection of the two
contours can then be taken as an experimental determination of (0, ) for both
pulses.

Going further, it will be observed in considering the data that the inter-

section of e,$ contours is remarkably successful in determining (0,¢) values.
In some cases all the e, contours (of the order of ten contours) can all pass
quite near a common (0,4) approximate intersection. In other cases subsets of
the contours for a particular waveform set form a few distinct approximate (¢,e)
values. Some cases are presented in the data illustrating some of the complex-
ity that can be unravelled in this way.

Having determined the (0, ) values appropriate to particular pulses, and
estimating the corresponding r, one goes back to (3.22) to find Ee and Eh (or
their derivatives with respect to time). Then (3.23) gives the transverse com-
ponents of T for plots with respect to the 12 and 13 directions as in figure
3.lB.
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IV. ESTIMATION OF RANGE TO LIGHTNING CURRENT PULSES

The electric field changes produced by lightning in this study were also

sensed with a "slow antenna" field change meter and recorded onto FM magnetic
tape, together with the IRIG B, 1 kHz time code that was distributed to coordin-
ate the thunderstorm and lightning measurements. This time code was synchron-
ized with Radio Station WWV and permitted the slow measurements to be correlated

with a time resolution of I ms. A Globe 100 B microphone with an extended low

frequency response was mounted on the metal mesh adjacent to the Kiva and was
used to detect the arrival of thunder. The thunder signals were recorded on a

second FM magnetic tape channel. In this manner, the time of occurrence, the
nature of the lightning flash and the time from flash-to-thunder could be

determined.

Two acoustic arrays, each consisting of three microphones at the vertices
of 30 m, equilateral triangles were located in the meadow, south of the Kiva.

(See Figure 1.1.) The time-difference of arrival of individual thunder peals
across each of these triangular arrays permitted a determination of the direc-

tion cosines for the normal to the acoustic wave front. With these and the
distance from each source to the array calculated from the speed of sound and
the time interval from field change to peal arrival, a first estimate could be
made for location of each source. Corrections were then made for the local
winds and for thermal refraction in a second approximation for the source loca-

tion using the technique described by Winn et al. (ref. 4).

In addition to the use of these acoustic techniques for the location of
lightning, the flashes in the vicinity of the Kiva were video-recorded with a

time resolution of 16 ms per TV frame. One TV camera recorded the view from an

all-sky reflecting, parabolic mirror located on top of South Baldy peak about

50 m north of the Kiva, while another TV system located at Langmuir Laboratory
recorded the view of lightning over South Baldy peak as seen from 2 km to the

SSE.

These video recordings have been played back, frame by frame, onto a video
monitor where they were photographed together with an output displaying the

IRIG B time code that was also recorded on the audio tracks of the video tape
recorders.

All of the flashes reported in this study were "cloud-to-ground" discharges.

Our first approximation for the slant range from the Kiva to the lightning cur-
rent element of interest is based on the assumption that the time from flash to
thunder multiplied by the speed of sound in air gives the horizontal distance

from the Kiva microphone to the closest part of the lightning channel (that is

striking the earth approximately vertically).

From section 3, the zenith angle 0 and the azimuth angle can be estimated
for the current element from the electromagnetic signal that it produced.

The approximate slant range r from the Kiva to the current element is

therefore given by
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r (336 m/s)(At)/sin(e) (4.1)

The cartesian coordinates of the current element are therefore

x = (336 m/s)(At) cos(P), toward the north

y = (336 m/s)(At) sin( ), toward the west (4.2)

z = r/cos(O), above the Kiva

In the four cases to date in which we have compared the thunder source
maps with current element coordinates, there has been a fair agreement between
the two somewhat independent location systems. If the range chosen from the
horizontal distance assumption is too small, a better estimate for the range
can be extracted from the intersection of the vector r--directed along the
calculated values of e and c--with the thunder channels mapped by the acoustic
technique.

V. ANALYZED WAVEFORMS

In this section the techniques discussed in sections 4 and 5 are applied

to some example data sets for four selected waveforms.

A. Rocket-Triggered Lightning

Our first example is given in figures 5.1 through 5.8. It is a good
example of leader-like behavior and is associated with a triggered lightning

event. The lightning stroke was triggered by a wire-trailing rocket launched
from the position indicated in figure 1.1 which is 350 m in horizontal range at
an azimuth of = 1550 with respect to the Kiva. The rocket was launched
approximately vertically. Based on visual observations its height was estimated
as about 600 m above the Kiva when it initiated a lightning discharge. This
corresponds to a zenith angle of 0 - 300 with respect to the Kiva. Based on
the extreme electric-field enhancement at the -ocket, it was expected that the
streamer direction of interest was upward, beginning from the rocket. This
polarity is assumed later in the data analysis.

Looking at figure 5.1 we see the leader-like behavior on the 20 Ps wave-
form for the three derivative field components. For convenience 9 pulses are
identified by numbers corresponding to their peak times of occurrence (within
the record event) in microseconds; the north component of A/9t had the gener-
ally largest pulses and was used for this labelling. Figure 5.2 results from
the numerical integration of the digital data from which figure 5.1 was pro-
duced. Here the pulses are also identified (on the east component of B in this
case). Note the general drift in the baseline which may be partially due to a
little offset in the recording of the derivative data, but probably is a result
of a continuing current flowing up the channel initiated by the rocket.
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Figure 5.3 shows the slow changes in the electric field, first from the
rising of the grounded wire, followed by the emission of upward-going positive
streamers. Also shown is a recording of the narrowband RF power received cen-
tered on 34 MHz, as measured by a different experiment (Hayenga) with a complex
antenna pattern. For our purposes it is interesting to note that the RF power
emissions began at about 0.6 s after rocket launch indicating some corona-like
discharges before the main lightning event.

The acoustically determined (per section 4) thunder sources are displayed
in figure 5.4. This indicates that the lightning discharge turned south and
extended about 4 km at a height of about 2 km. This can be compared to the
whole-sky video-tape photograph in figure 5.5B obtained at the balloon hanger
(fig. 1.1) about 700 m south of the rocket launcher. This indicates the main
streamer rising and propagating to the south near cloud-base level at a height

of about 1 km. Figure 5.6B shows the same event at about 160 ms later. Note
in the whole-sky photographs the TV camera in the center since it is above a
paraboloidal mirror.

The 6,i contours from the nine pulses identified for the derivative wave-
form in figure 5.1 are displayed in figure 5.5A. This shows a remarkably tight
set of intersections in which all 9 contours pass through nearly the same point.
The estimated angles from the Kiva to the source are (0,I) - (300,1770). This
is in quite good agreement with the estimated rocket position. The major dif-
ference is in azimuth (1770 vs 1550), but there are uncertainties in the exact
position of the rocket because it impacted to the south near the comet observa-
tory (fig. 1.1), despite its near vertical aiming. The slant range is estimated
as r c 700 m based on e = 30 and a horizintai distance of 350 m. The same con-
tours, except now based on the field (numerically integrated) waveform are
shown in figure 5.6A. Here the intersection is not so tightly clustered indi-
cating that more accuracy is generally obtained from the derivative-format data.
This is not surprising since the analysis is based on a high-frequency approxi-
mation and because the integration has some error. For comparison the estimated
source location (based on the derivative data) is superimposed on the plot of
acoustic source locations in figure 5.4.

Now we reconstruct the source. In figure 5.7 the derivative waveform with
the estimated * (as discussed) is used to find the peak values of the /at
pulses. Figure 5.7B shows the individual vector pulses (as seen from the Kiva)
oriented to the right and slightly downward. Assuming that the streamer veloc-
ity veff is parallel to J and in the same direction for this case we have the
effective reconstruction of the positive streamer in figure 5.7A. For this
type of assumed positive streamer, denoted by veff ++ J we take the individual
vector pulses in their order of occurrence and lay them out from the graph
origin sequentially in a cumulative manner (tail of vector coincident with head
of previous vector). Figure 5.8 does the same thing for the T pulses from the
field waveforms and gives a comparable picture.

While this lightning event was a positive-going streamer, it is interesting
to note that the impulsive nature of the fields is similar to that of natural
negative step leaders.
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B. Midrange Leader(s)

Our second example is given in figures 5.9 through 5.21. As will be seen
this is a case of significant branching. For sake of a label let us refer to
this case as "midrange leader(s)." Figures 5.9 and 5.10 show the derivative
fields and fields for the 20 os record indicating leader-like behavior.

Figure 5.11 shows the slow electric field and thunder microphone records
from which a horizontal range of 400 m is estimated. Figure 5.12 gives tile
acoustic source reconstruction indicating an interesting streamer-path structure.
Extending from about 3 km height, about 3 km to the east (slightly north of
east), the pattern divides at about 2.5 km above the Kiva and descends to the
mountain in at least three major channels. On this is superimposed three EM
source locations determined from the derivative waveform.

The whole-sky video-tape photographs in figures 5.13B and 5.14B show these
three channels quite clearly as seen from the Kiva. Figure 5.14B corresponds
to 32 ms later than figure 5.13b.

Looking at the 0, contours in figure 5.13A from the derivative waveform
in figure 5.9, we do not see all the contours passing near a common (0,¢). It
appears that several sources are located above the Kiva. From figure 5.13A
three (0, ) values were found as indicated on the figure. These angles are
combined with the horizontal range of 400 m to give the estimated EM source
locations in figure 5.12. As an aid in identifying the three sets of pulses
corresponding to the three locations, the directions of i/2t were considered so
as to have all the DT/Dt pulses in a particular set have the same general direc-
tion (as in figures 5.15 through 5.17).

Considering the field waveform in figure 5.10 the plot of 0,, contours in
figure 5.14A was made. Here four sets of pulses were identified. Sets 1, 2,
and 3 correspond reasonably to those from the derivative waveforms as do the
directions of the T pulses as compared to the corresponding Di/ t pulses. Set 4
in figure 5.14A was defined based on a disagreement in the direction of f pulses
from those in set I as based on the directions in figures 5.18 and 5.21. How-
ever, noting the small 0 values for this case the change in t, still corresponds
to only a small distance change on the unit sphere, but a large rotation of the
unit vectors 12,13. Identifying these set 4 7 pulses with the corresponding

aT/t pulses it appears that set 4 pulses likely belong combined with set 1.

Since set 1 corresponds to small 0 an estimate of slant range based on
400 m horizontal range is likely in error because the lightning arc is not
exactly vertical. Based on figure 5.12 the lower heights as in figure .15 for
o = 200 are more reasonable. This is consistent with relying more on DT/?t
data for e,4 determination.

For this negative step leader we have veff tl J (antiparallel). So in the

effective streamer reconstruction in figures 5.15 through 5.21 the vectors for
the sequential pulses are started from the graph origin with each vector head
placed at the previous vector tail.
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Note that values of pulses depend on choice of r. For sets 1 and 4 r is
clearly overestimated indicating the true T values are somewhat less (by per-
haps a factor of 2) than indicated in figures 5.18 and 5.21.

C. Nearby Leader

Our third example is given in figures 5.22 through 5.31. This is labelled
"nearby leader." Figures 5.22 and 5.23 show the derivative fields and fields
for the 20 Ws record.

Figure 5.24 shows the slow electric field and thunder microphone records,
from which a horizontal range of 95 m is estimated. Figure 5.25 gives the
acoustic source reconstruction indicating one principal streamer channel near
the Kiva. Extending from about 5 km height there is some branching also col-
lecting charge about 1.5 km a little north of west. On this is superimposed
the location of the two EM sources which were very close together on this scale.
Figures 5.26B and 5.27B show the same whole-sky video-tape photograph indicating
a channel to the west. Noting that this whole-sky camera is not exactly at the
Kiva, but about 50 m north of it on the highest point of South Baldy peak (see
fig. 1.1) the several channel location techniques give quite good agreement.

Looking at the e,q contours for derivative data in figure 5.26A we find
two approximat_ sets of contour intersections. This was aided by noting the
direction of DT/Dt pulses in.figures 5.28 and 5.29. Figure 5.27A does the same
for the field waveform pulses with good agreement, including the directions of
the T pulses in figures 5.30 and 5.31.

Noting the two sources approximately above and below each other, these
appear to be on or near the same main channel. It is conceivable that the
lower source is a positive streamer and the upper streamer a negative one with
the two streamers heading toward each other. For the plots of theQD/at and T
pulses in figures 5.28 through 5.31 we have chosen the convention veff t' J
since such an above possibility is difficult to confirm.

D. Return Stroke

Our fourth example is given in figures 5.32 through 5.39. This is labelled
"return stroke" based on the wide (I 0s) pulses as indicated in figure 5.33, as
well as the sustained deviation of the later-time portions of the waveform.
Figures 5.32 and 5.33 show the derivative fields and fields for the 20 us
records.

Figure 5.34 shows the slow electric field and thunder microphone records,
from which a horizontal range of 1775 m is estimated. Figure 5.35 gives the
acoustic source reconstruction indicating two possible closures to ground.
Extending from about 4 km height a little north of east of the Kiva the channel
approaches the Kiva striking the ground about 2 km due east. On this is super-
imposed the estimated locations of the EM source, one each for the derivative
waveform and the field waveform. Figures 5.36 and 5.37 show the same whole-sky
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video-tape photograph indicating a channel to the east, in agreement with the
acoustic source location.

Looking at the O,y contours for derivative data in figure 5.36A we find a
single approximate contour intersection somewhat north of east and at a high
elevation. Similar results are found from the field waveform pulses in figure
5.37A. These two (0,p) values are combined with the horizontal range to give

the two estimates for the source location in figure 5.35. Note, however, that
the lightning channel is not vertical and the true source location is likely to
be farther to the east, and at a high elevation, unless some branching occurs
back toward the west.

Figures 5.38 and 5.39 give the rough streamer reconstruction based on
3T/t and respectively. The streamer is assumed positive, i.e., Veff ft J,
in keeping with the character of a return stroke. Note, however, the high ele-
vation. This return-stroke corresponds to a large and wide curr-nt pulse in
the clouds. A larger range (as is possible) would give larger T/t and
pulses than indicated in figures 5.38 and 5.39.

E. Some Comments

These four examples give representative characteristics of lightning near
South Baldy peak. Many more recordings were obtained. It is anticipated that
a significant fraction of these will be analyzed for future publication. These
include both leader-like examples and return-stroke-like examples, including
events near the horizon which appear to be more classical return strokes.

From the examples given the values of T have magnitudes (from transverse
components) of about 2 x 1012 Am/s for return strokes to about 5 x 1011 Am/s
for leader-like sources (noting order of magnitudes and directions of streamers
toward (or away from) the observer at the Kiva). Assuming a veff of about
108 m/s gives 20 kA for return strokes and 5 kA for leader-like pulses. These
are very variable and the number is quite approximate. Further analysis of the
data may shed more insight into such results.

For these data all the lightning events represent negative charge being, in
effect, lowered to earth. It would be interesting to see what would occur in
the rare event of positive charge being lowered to earth.

In the recordings for the three components of field time derivative at the
Kiva the peaks did not occur at exactly the same time. The separation of the
sensors on the ground plane was about 11 ns, and the difference in cable transit
times was about 14 ns, giving a maximum time shift of about 25 ns. This
resulted in peaks on the digital printout having a relative time displacement of
up to three time intervals, or 30 ns, as was observed. For the present analysis
the actual peaks of the individual components, regardless of time, were used.

Unfortunately the trigger signal for the Biomation recorders was not
recorded on magnetic tape in 1979, whereas it had been so recorded in 1978.
This would have given even more definitiveness to the interpretations of the
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3-component 1979 data. However, analysis of 1978 waveforms does indicate that
to the 1 ms tape resolution, the waveforms all correspond to the first return
stroke or the leader-like anticipation of this return stroke.

VI. SUMMARY

As the foregoing data and associated data analysis has indicated, fast
nuclear-EMP related sensors and appropriate fast transient recorders have much
to offer for the measurement and associated understanding of lightning electro-
magnetic environments. The lightning and nuclear EMP phenomena have some simi-
lar characteristics because of their common nature as transient electromagnetic
phenomena.

In this report we have discussed some of the results obtained concerning
lightning environments from our measurements using such instrumentation on
South Baldy peak. Three electromagnetic field components (one electric, two
magnetic) were measured on a ground plane with 10 ns resolution for recording
times of about 20 lis. By comparing the three field components to each other,
and by the use of acoustic ranging, the lightning electromagnetic sources were
approximately located and their characteristics were studied.

The individual lightning waveforms yielded information concerning the tem-
poral characteristics of leader electromagnetic fields. Pulse widths of the
electromagnetic field individual pulses varied from about half a microsecond to
less than 100 ns. Characteristic times for the rise (peak field divided by
peak derivative) varied from something approaching 100 ns to something less
than 30 ns; rise times were a little longer than these characteristic times for
the rise.

Information was also obtained concerning the temporal characteristics of
return-stroke electromagnetic fields. Pulse widths (of the magnetic field) of
Lhe order of 1 ps were observed, and rise times less than 100 ns were also
observed. Characteristic times for the rise of the order of 50 ns were

F observed.

Comparing the fast electromagnetic-field pulses from leaders and return
strokes at comparable distances from source to observer shows that the return-
stroke field waveforms have generally larger amplitudes than those for leaders.
However, for the time derivatives of the electromagnetic fields, the amplitudes
for leaders and return strokes are quite comparable.

Combining the three electromagnetic-field time-derivative waveforms (or
their time integrals) one can obtain for each pulse a relation between 0 and I
giving a contour in the 0, "plane." Intersections of such contours can give
approximate (0, ) values for source location providing the corresponding pulses
originate from nearly the same locations. With location, source orientation
(current density transverse polarization) can then be determined. Acoustic data
can be used to estimate distances to these sources. The source vectors it •
(their peaks or peak time derivatives) can then be plotted to see how the current

5X



direction changes from pulse to pulse. Connecting these vectors end to end
gives a crude picture of the tortuousity of the leader path. From the magni-
tudes of the components of T one can obtain some information concerning cur-
rents and streamer speeds by giving these components the form Iveff. Typical
current values of less than to greater than 10 kA are consistent with streamer
speeds of the order of 108 m/s for leader strokes and return strokes respectively.

This data h 3ome implications concerning the formulation of criterion
lightning electromagnetic environment(s). The pulses encountered are signifi-
cantly faster than a microsecond in their rise characteristics, even less than
100 ns. In terms of frequency spectrum this means much more high frequency
content for the individual pulses. A detailed frequency spectral analysis of
these kinds of pulses would be quite useful for the formulation of lightning
electromagnetic criteria. One should note that these waveforms are not strictly
applicable for direct-strike lightning since measurements were not made in such
an environment. One may expect some of the presently observed environmental
characteristics to apply in the direct-strike case, but this is not a full
description.

The measurements reported here were made on South Baldy peak. Measurements
at other geographical locations with different atmospheric conditions might
reveal some differences in the electromagnetic waveforms from those obtained
here. In the context of South Baldy peak more analysis of the existing data
may reveal additional interesting features; additional waveforms are planned to
be included in a future report. Future measurements may also obtain more com-
plete lightning waveform information by finer time resolution, longer recording
time windows, and/or additional and/or more accurate tie-ins with other physical
phenomena.
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Figure 2.4.- Same return-stroke example: 7 Vs scale.
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Figure 3.2.- Polar plot for determining direction to source.
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Figure 5.4.- Acoustic location of rocket-triggered lightning.

Figure 5.5 8, contours for rocket-triggered derivative waveform
and whole-sky videotape photograph.
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Figure 5.6.- e, contours for rocket-triggered waveform and

whole-sky videotape photograph.
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Figure 5.25.- Acoustic location of lightning with nearby leader streamer.
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Figure 5.26.- 6,4 contours for nearby leader derivative waveform
and whole-sky videotape photograph.

Figure 5.27.- 8, contours for nearby leader waveform and
whole-sky videotape photograph.
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Figure 5.36.- 0,0 contours for distant return-stroke derivative waveform
and whole-sky videotape photograph.

Figure 5.37.- e,4 contours for distant return-stroke waveform and
whole-sky videotape photograph.
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ABSTRACT

This paper discusses electromagnetic sensors for general
lightning applications in measuring environment as- well as system
response to the environment. This includes electric and magnetic
fields, surface current and charge densities and currents on con-
ductors. Many EMP sensors are directly appliclble to lightning
measurements, but there are some special cases- of lightning mea-
surements involving direct strikes which require special design
considerations for the sensors.

The sensors and instrumentation used by NMIMT in collecting
data on lightning at South Baldy peak in central New Mexico dur-
ing the 1978 and 1979 lightning seasons will also be discussed.
The Langmuir Laboratory facilities and details of the underground
shielded instrumentation room and recording equipment will be
presented.

I. INTRODUCTION

In measuring the lightning pulse, one has to often deal with
distributed electromagnetic quantities such as electric and mag-
netic fields, current densities, charge densities, and conductiv-
ity, as well as integral quantities such as voltage and current.
As indicated in Figure 1.1, there are four kinds of distributed
quantities that are directly related by Maxwell's equations and
constitutive equations. It is these quantities, a combination
of them, or simple transformations of them that one wishes to
measure. The sensor problem is then basically how to measure
these. (See (1) for a discussion of sensors for FMP measurements.)
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What then is a sensor? For purposes of this discussion, let
us quote our definition of a sensor as a special kind of antenna
with the following properties (1):

1) It is an analog device which converts the electromag-
netic quantity of interest to a voltage or current (in

the circuit sense) at some terminal pair for driving a
load impedance, usually a constant resistance appro-
priate to a transmission line (cable) terminated in
its characteristic impedance.

2) It is passive.

3) It is a primary standard in the sense that for con-
verting fields to volts and current, its sensitivity
is well known in terms of its geometry; i.e., it is
"calibratable by a ruler". The impedances of loading
elements may be measured and trimmed. Viewed another
way it is in principle as accurate as the standard
field (voltage, etc.) in a calibration facility. (A
few percent accuracy is typically easily attainable in
this sense.)

4) It is designed to have a specific convenient sensitiv-
ity (e.g., 1.00 x 10-3 m2 ) for its transfer function.

5) Its transfer function is designed to be simple across
a wide frequency band. This may mean "flat" in the
sense of volts per unit field or time derivative of
field, or it may mean some other simple mathematical
form that can be specified with a few constants (in
which case more than one specific convenient sensi-
tivity number is chosen).

For the measurement of local electric field and total-current-
density quantities, we use an electric dipole sensor (dipole due
to reciprocity between transmission and reception) as indicated
in Figure 1.2. The equivalent circuits are for the case where the
sensor is electrically small. If the medium is conducting, then
a conductance G appears in parallel with the capacitance C. In a
lightning source region in air, G is time dependent and a function
of the electric field; there is a conduction as well as a dis-
placement current density, and there is a source current density
of high energy electrons. The Thevenin and Norton equivalent
circuits correspond most conveniently, to open circuit and short-
circuit conditions where the magnitude of the load impedance Zc
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is large or small, respectively, compared to the magnitude of
the source impedance 1/(sC), or better 1/(sC + G) where s is the
complex frequency (Laplace transform variable with respect to
time indicated by a tilde above a quantity). For open circuit
purposes, the sensitivity is characterized by a constant equiva-
lent length (or height) eeq (a vector) which samples the inci-
dent electric field in a dot product sense. For short circuit

purposes, the sensitivity is characterized by an equivalent area

7eeq which samples the incident current density displacement
current density in free space) in a dot product sense with con-
ventions as in Figure 1.2. Note that reeq, Aeeq, and C are de-
fined by the asymptotic form of the response in the electrically
small sense. These parameters are not all independent but are
related by

e C e 1.1)
eq o eq

with 6o as the permittivity of free space (or other surrounding
uniform isotropic medium) (18). Note in Figure 1.1 that open and
short circuit for such a sensor correspond to two of the four
basic types of quantities from Maxwell's equations.

For magnetic quantities we use a magnetic dipole sensor (a
loop) as indicated in Figure 1.3. The equivalent circuits for

electrically small sensors are characterized by an inductance
L (and perhaps some series resistance which is kept small), an

equivalent area Aheq for open circuit measurements for which
3B/'t is sampled (with units V/m 2 or voltage density), and an

equivalent length Theq for short circuit measurements for which
is sampled. Open and short circuits correspond to the magni-

tude of Zc (the load, usually resistive) large or small, respec-
tively, compared to the magnitude of sL. These quantities are
related by

A Lf (1.2)
eq lo eq

where po is the permeability of free space. Again, these param-
eters are defined by the asymptotic form of the response in the
electrically small sense (18). In Figure 1.1, open- and short-
circuit conditions correspond to the remaining two of the four
basic types of quantities from Maxwell's equations.

An important question relating to these kinds of sensors
is which type is best for a certain kind of application. Such
questions are usually cast into an efficiency format in the sense
of most output per unit input. Here one must recognize the broad-
band character of the measurement problem so that output should
also include an appropriate bandwidth in its definition.
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One concept of historical and technical interest is that of
equivalent volume that has the formulas (18), (26) for electric

o- -. , - -e -" -

Ve C e e c e e e
eq eq eq( 0 eq eq eq eq

eq e( o e(I eq eq eq (

and magnetic dipole sensors, respectively. The equivalent volume
is based on the energy extracted from the incident field and de-
livered to the load. This equivalent volume can be divided by
a geometrical volume to give a dimensionless efficiency. This
geometrical volume might be a specified volume into which the
sensor is to fit; the better sensor design has the better effi-
ciency. This type of definition is appropriate for cases in which
the sensor is electrically small at all frequencies of interest,
the critical frequency l/(ZcC) and Zc/L (for constant resistance
Zc) is within the electrically small regime, and the basic limita-
tion on the sensor design is size.

Several of the sensor types discussed herein are not con-
strained directly by physical dimensions but by upper frequency
response (Ic or fc which might be interpreted as a characteristic
time tc) for which the approximation of the response being propor-
tional to the time derivative type of field quantity dotted into
an equivalent area breaks down. The sensor size can be made as
large as possible to obtain sensitivity for a given bandwidth. As
the sensor size is increased, the approximation of an electrically
small sensor breaks down at the hi ghest frequencies of interest.
One defines then the characteristic frequency or time according
to when the ideal dot product and derivative response is in error
by some specified amount. The resulting figure of merit is found
to be

A (Z )l /2 A qj 2 A Z0 1 h 0 (2j1.4e , oZ C%, C -A = Ah(1.4)

for electric and magnetic dipole sensors, respectively, where the
wave impedance of free space is
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= i: (1.5)
0 E

and Zc is the assumed frequency independent load resistance,
typically the characteristics impedance of a transmission line.
For this purpose, we have introduced a characteristic length
(noting that the high-frequency limitation tends to be related
to transit times on the structure) as

f ct = c (1.6)C W

where c being the speed of light, thus putting the bandwidth in
length units. The figure of merit is of the form sensitivity
times (bandwidth) 2 , a quantity which is not a function of sensor
size but only a function of the design, shape, and impedance load-
ing distribution. The definition of this figure of merit is based
on power delivered to the load Zc which places electric and mag-
netic sensors on a common basis for comparison (40).

The various sensors in their free space designs can usually
be .mounted on ground planes by cutting them in half along an ap-
propriate symmetry plane. The figures of merit for a given type
of design are different in these two situations. In this paper
we refer the figures of merit for each design type to their free
space (full sensor) versions. Note that a particular sensor de-
sign in a ground plane version may have a different equivalent
area and drive a different load impedance, although both are
simply related to the free space versions.

Another common type of electromagnetic sensor is that used
for measuring current or current density, specifically for mea-
suring the time derivative of the current "through" the sensor
via inductive coupling to the associated magnetic field (24).
An aternate scheme for measuring the current density involves
a short-circuit electric dipole as in Figure 1.2 (7). However,
this has significant limitations in nuclear source region
applications.

The inductive current sensor is shown schematically in Fig-
ure 1.4. It is characterized by a mutual inductance M relating
the open circuit (OC) voltage to the time derivative of the
total current It (including displacement current, i.e., surface
integral of cE/Dt). Inherent to the sensor design is the equal-
itv of the line integral of the magnetic field around an area to
the surface integral of the total current density through the
area. The basic relations are
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Vo M - It. I( .
Stinc tinc eq nc

The latter equation is used in the case that the total current
density is to be measured; Xeq is the corresponding equivalent
area. In this latter case there are two important sensitivity
parameters, both of which must be considered for the accuracy
of the sensor transfer function. Again, these parameters are
defined by the asymptotic form of the response in the electri-

callv small sense.

This type of sensor also has a self-inductance L which is in
general not the same as M. One could modify the Thevenin equiva-
lent circuit of Figure 1.4 into a Norton form. However, this
would bring the self-inductance L (which is in general not as
accurately known as M) into the sensor sensitivity when operated
in the short-circuit mode.

II. SENSORS FOR USE AWAY FROM LIGHTNING ARCS AND CORONA

Electromagnetic sensors for use in measuring lightning
phenomena at a distance sufficiently removed from the lightning
stroke that arcs and corona are not present are very similar to
sensors used for EMP measurements away from a nuclear source
region. These sensors may be used in one of two ways, for mea-
surement of the environment created by the lightning and for
measurement of the response of a system to the environmental
fields.

D-DOT SENSORS

The D-dot sensor is used to measure the time rate of change
of electric flux density. The sensor's response is described by
the Norton equivalent circuit of Figure 2.1. The frequency do-
main response of the sensor is given, for bandwidth limited b
capacitance and not by transit times, by

csE inc(s) A e  zc
1(S) + sZ C (2.1)

c

and for frequencies where w << 1/(ZCC) the response can be simply
expressed as
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V(s) = csE inc(s) Ae  7c (2.2)
e q

It is of primary importance that an accurate determination of sen-
sor equivalent area can be made. For that reason, only sensor
geometries with accurately calculable equivalent areas are used.
Sensor capacitance as a design parameter need not be known so
accurately, but it should be a low value as it shunts the load
resistance and determines the high-frequency response. For very
fast sensors, it should be small enough that the high frequency
response is determined by transit-time effects.

Hollow Spherical Dipole (HSI))

The HSD sensor design (30), (34), (39), (45), (65) uses the
geometry of a sphere with a narrow s.ot around the equator. The
slot is resistively loaded by the signal cables. The sensor shovn
in Figure 2.1 is the HSD-SlA(R) for use on a conducting ground
plane. It consists of a hemispterical shell mounted on a ground
plate. Signal current from the hemisphere flows to the gro und
plate through four equally spaced 200-P strip lines. The four
strip lines from the hemisphere join at the center of the base
of the hemisphere and then continue along a 50-D coaxial cable to
the output connector. The HSD-2A(R) is a balanced output version
of the sensor for free-space measurements. It consists of two
sensing hemispheres placed back-to-back with a thin ground plane
between them. The two 50-Q coaxial cables are contained inside
the output stem which extends radially out in the plane of the
center plate to a twinaxial connector. The signals from the two
hemispheres produce a differential signal which is then carried
by standard 100-Q twinaxial cable (8), (66). The sensitivity of
the HSD sensor is expressed as an equivalent area. The area is
shown to be IAeeqI = 3ra2 where a is the sensor sphere radius (30),
(34). The A10-90 figure of merit for This sensor is 0.078. IISD
sensors have been fabricated with equivalent areas of 0.1 and 0.01
m 2 in both differential and single-ended versions.

Asymptotic Conical Dipole (ACD)

An improved sensor geometry from the standpoint of figure
of merit is the ACD. The ACD sensor geometry is determined by
a method described in (25), (65). The particular shape used to

date is derived from a line charge X(z) on the z axis given by
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, 0' for 0 < z < z 0

for 0 > z ' -z 0_0, for z 0 
(2.3)

0, for z>=
0, for z > z 0

0> z0 > 0.

The potential distribution for the above charge distribution is
solved for the electrostatic equipotentials surrounding it. The
surface of the sensor corresponds to a particular equipotential
surface which approaches a 100-? bicone at its base in its dif-
ferential form. The ACD-5A(A) sensor is shown in Figure 2.2.
The design details for this single-ended sensor are in (46). It
consists of the sensor element attached to a 50-fQ coaxial cable
which passes within the ground plane to the coaxial connector.
The sensor element is supported by a thin dielectric cylinder
which provides weather protection and mechanical support. The
sensor has an equivalent area of 1 x 10 m 2 and an upper fre-
juency response >75 MHz. Sensor element capacitance to ground
is 17 pF. The A 1 0 -9 0 figure of merit is =0.2 (based on measure-
ments on a scale model) which is comparable to the MGL B-dot
sensors. The ACD sensors have also been fabricated with equiva-
lent areas of 10-2, 10 - 3 and 10-4 m 2 in both differential and
single-ended versions (46).

Flush Plate Dipole (FPD)

The geometries of the HSD and ACD sensors cause electric
field enhancement which is most pronounced at the top of the
sensing element. The enhancement is three times for the HSD
and larger for the ACD. The flush plate dipole minimizes field
enhancement and chances for field distortion. The sensor geom-
etry is shown in Figure 2.3. It is basically a conducting disk
centered in a circular aperture in a conducting ground plane
(17), (31), (32), (52), (65). The signal is taken from the
sensor element at four equally spaced points around its circum-
ference by 200-Q strip lines. The strip lines feed two I00-X
coaxial cables which are paralleled into a 50-Q connector. The
flat surface of the sensor is covered by a thin piece of mylar
which acts as a weather cover. The bottom side of the sensor
is covered by a conducting pan to provide a consistent electri-
cal environment as well as to provide protection. Resistive
loops are positioned inside the cover to absorb energy below
to the sensor element. The equivalent area of the FPD is de-
rived in (32) in which the area is given as a normalized area
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A =_eeql/(1Tab) where a and b are the radii of the sensor ele-
ment and the circular aperture, respectively. For the FPD-lA
a = 0.0508 m, b = 0.0635 m, A = 0.988, and Aeq = 0.01 m2 . The
normalized capacitance is calculated (32) for various disk and
aperture radii, and for the dimensions of the FPD-IA that value
is 6.8 pF. This value of capacitance along with the 50-e cable
impedance would give a frequency response of 468 Mgz. The pres-
ence of the mylar sheet covering the sensor, the disk support
structure, and the bottom cover add an additional 1.2 pF and re-
duce the frequency response to approximately 390 MHz. The A1 0 -9 0
figure of merit is 0.08 related to a differential configuration.

MAGNETIC FIELD SENSORS

The inductance-limited transfer function of the magnetic field
sensor of Figure 1.3 is given by

sBi (s) -A Z

V(s) = sL + Z (2.4)
c

For frequencies where w << Z c/L,

V(s) = SBinc(s) Ah (2.5)
eq

For frequencies where w >> Z c/L,

inc ( s )  h c
(s)= L eq (2.6)

Using the concept of equivalent length, the above can be expressed
as

Z(s) = inc) h Zc (2.7)
eq

Multigap Loop (MGL)

The MGL series of magnetic field sensors (20), (21), (43),

(53), (55), (58), (59), (65) is used for high-frequency B-oot
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measurements. The basic free-field MGL (full loop) sensor is
built in the form of a right circular cylinder. The cylinder
is formed from 1/16-in printed circuit board material which is
etched to provide the gaps and 200-2 strip lines which pick off
the signal. The sensor is divided into four quadrants by axial
shorting plates that connect to the cylinder midway between the
gaps. The signals from quadrants one and three are combined to
form one side of the differential output signal, and the signals
from quadrants two and four combine to form the other. Combining
the signals in this manner minimizes the E-field response. The
gaps are formed with the proper angle to form a 200-2 impedance
which improves the sensor risetime. The cylindrical geometry of
the MGL sensor permits an approximate determination (20) of the
effects of the number of gaps, the cable impedance, the sensor
length, and orientation of the gaps with respect to the magnetic
field. The single-ended sensors are essentially one-half of the
sensor described above except that they consist of two adjacent
quadrants with signals connected in parallel. The MGL-3 (10-1
m2 ) used for far-field lightning measurements is shown in Figure
2.4. MGL sensors have been built with equivalent areas of 10-1,
10-2, 10-3, 10-4, and 10- 5 m2 . Equivalent area is maintained to
an accuracy of +3 percent. The area accuracy considerations are
discussed in (43). The A1 0 -9 0 figure of merit is 0.24.

One-Conductor, Many-Turn Loop (OML)

A single-gap half-cylinder loop with four-turn wiring (12),
(65), and an equivalent area of one square meter is available for
measurements requiring more sensitivity. This sensor, designated
the OML-1A(A), operates as a derivative output device at frequen-
cies below 3.5 MHz and has a risetime of about 100 ns. Figure
2.5 shows the wiring diagram. Special triaxial cable with 25-2
outer line and 50-2 inner line is used. The gap voltage is
picked off at four points and carried by the 25-Q outer lines
to two summing gaps in the 50-Q internal lines. The two 50-Q
lines drive the 100-Q differential output at the final gap in
the cable. The four voltage pickoff points along the gap were
selected experimentally to optimize frequency response.

Multiturn Loop (MTL)

The MTL-1 (16), (18), (27), (28), (49), (56) is a full-loop
(free field) 50-turn sensor with an equivalent area of 10 m2 and
a B-dot upper frequency response of approximately 25 kHz. Above
25 kHz the sensor is self-integrating with its useful bandwidth
extending to 3 MHz. Above this frequency, resonances within the
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complex signal distribution network perturb the output signal.
The sensor has an equivalent length of 0.02 m and a self-
inductance of 6.3 x 10-4 H. The MTL-I design employs several
special features to achieve the 3.5 MHz bandwidth (12). It has
four loop gap signal pickoffs and is wound in two identical 25
turn half-loops, each of which drives one side of the differen-
tial output. Figure 2.6 shows the sensor interior. A shield of
resistively loaded loops can be seen on the outside of the coil.
This shield is electrically connected to eight axial shorts which
help break up resonances and keep out unwanted electric and mag-
netic field components. The 50-turn sensor loop is ound on a
fiberglass coil form in a counter-wound manner with a sequence
of over and under crossovers on diametrically opposite sides of
the coil. The signal is developed across the loop gaps and
transmitted through 25-Q outer part of a triaxial cable to the
summing junction where they add and are transmitted to the sensor
output connectors on a 50-e inner part of a triaxial cable. The
two 50-0 half-loop output cables then combine to drive a 100-2
differential output cable. The 25-2 and 50-Q signal cables are
part of the sensor loop which is wound with 50/25-Q triaxial
cable. Midpoint grounds divide each half loop into two quarter
loops. The midpoint ground structure consists of the sensor
stem and connections to the loop structure at equipotential
points, and do not affect the desired sensor response. They do,
however, decrease the "electrical size" of the structure for un-
desired resonances and hence improve the high-frequency perfor-
mance. Additional equipotential points are connected together
to further improve the sensor response. Resistors are usdd in
these "interwinding shorts" to dissipate the resonant energy.
Final adjustments of the high-frequency response are made by
adding a resistive shield around the outside of the coil to
exclude the incident electric field at low frequencies. The
quotient of equivalent volume divided by geometric volume is 1.3.

The MTL-2 has ten turns, an equivalent area of 10-2 m2  an
equivalent length of 10-2 m, a self-inductance of 1.25 x 10-6 H,
and an upper frequency response of 12.6 MHz for B-dot operation.
The quotient of equivalent volume divided by geometric volume is
0.56.

CURRENT SENSORS

Circular Parallel Mutual-Inductance Sensor (CPM)

This sensor is used to measure the time derivative of the
total current through the aperture of the sensor. The CPM (24),
(47), (48), (50), (65) is an inductive sensor of torodial shape
as illustrated in Figure 2.7. The loop turns are oriented to be
sensitive to the component of the magnetic field H with respect
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to the measurement axis. This sensor has a cross section of
width w, an inner radius rl, and an outer radius r2. The mutual
inductance is

NVI r' ow In(2)

M = 2T (2.8)

III. SENSORS FOR USE NEAR LIGHTNING ARCS AND IN CORONA

The environment inside the lightning arc and corona region
is rather inhospitable for electromagnetic measurements. It dif-
fers from the nuclear source region in that we do not have a dis-
tributed source current density originating from Compton scatter
of y rays and photoelectric scatter of X-rays occurring in air
and in the various materials of the sensor itself. We do have
conduction effects associated with the surrounding air medium.
The impact of the air conductivity is fundamentally different for
electric (capacitive-conductive) and magnetic (inductive) devices.
Since the air conductivity is a nonlinear effect (because of the
dependence of the electron mobility on the electric field), it is
imperative that an electric type sensor not significantly distort
the local electric field so as not to change the conductivity
(9). For a magnetic type sensor, the problem is somewhat dif-
ferent. Local changes in the air conductivity are not as sig-
nificant; the magnetic field incident on the sensor is more
governed by the currents in a volume of space with dimensions
of the order of the radian wavelength (or skin depth) so that
the local perturbations do not matter so much (at least for the
lower frequencies) (15).

The problem of concern then is ionization of air, if present,
which constrains electric sensor design to be nondistorting of the
local electric field, and which loads the loop-gaps of magnetic
sensors.

In reducing the deleterious effects in the lightning source

region various general guidelines are useful.

1. For Magnetic Sensors

The gaps are encapsulated in dielectric to prevent a
shunt conductivity across the gap.

2. For Electric Sensors or Current Density normal to a
Conductive Surface
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They must negligibly distort the electric field in the
immediate vicinity to not perturb (significantly) the
conduction current density.

Various designs of sensors for electric and magnetic fields
and currents in lightning source regions have been developed and

used, and are discussed here.

It is generally easier to construct lightning source sensors
than it is to construct nuclear source region sensors. The latter
is rich in high energy photons (y and x-ray) and also pos. il v
neutrons. This necessitates sensor elements being as slarc as
possible, and also that all materials used be of as lowv atmic
number as practical so that cross-sections to the irradiat ion
are minimized. This also includes such items as output cables-
which are specially fabricated and delicate. For lightning sen-
sors we can use more materials such as brass sheet metal and
copper jacketed coaxial cables.

For mounting of lightning source region sensors on objects.,
such as airplanes, a few simple precautions are in order. The
sensors should be as flush with the surface of the object as
possible so as not to perturb the fields and possibly attract
direct attachment to the sensors. Cables between sensors and
recording equipment should be shielded as soon as possible, and
the recording system enclosed inside a topological electromag-
netic shield.

ELECTRIC FIELD SENSORS

As discussed in the previous section, the most severe effect
of a lightning source environment on electromagnetic measurements
is that on the electric field sensor in air. Effects associated
with air conductivity alter the characteristic response of the
sensor.

PARALLEL MESH DIPOLE SENSOR (PMD)

The parallel mesh dipole sensor (PMD-1) (1), (13), (63),
(64) in Figure 3.1 reduces the effect of the air conductivity b\
means of having its sensing element constructed of fine wires as
opposed to a solid plate of a parallel plate dipole, so that most
of the conduction current is allowed to flow around the dipole
conductors instead of through them. The mesh wire is suspended
from nylon thread 0.5 cm above the ground plane. In the quasi-
static case, the wire grid lies on an equipotential plane so that
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the equivalent length of the sensor is also 0.5 cm. The output

voltage of the E-field sensor is obtained by measuring, through

a sensing resistor, the voltages across the capacitor/conductor
formed by the wire mesh and the ground plane. The sensing re-
sistor is in series with the terminated signal cable forming a
resistive voltage divider (11). The voltage across the capacitor
will decay with a time constant determined by the sensor capacity
and the sensing resistor except for local conductivity. This
time constant must be long compared to measurement times of
interest.

MAGNETIC FIELD SENSORS

The maximum air conductivity limits the loop radius to the
order of a skin depth or less at the highest frequency of inter-
est. Below this frequency the air conductivity does not signif-
icantly enter into the loop response. Thus for such a loop the
nonlinear and time varying character of the air conductivity is
insignificant. However, sensors associated equipment such as
cables in the air medium should generally be limited to the same
dimensions to avoid magnetic field distortions which may couple
into the loop. It is possible to minimize the conductivity re-
lated effects by the use of insulators with the loop structure.

Also, the cable impedance which loads the loop can be chosen,
together with the loop inductance, to give a frequency response
of the order of the skin depth limitation. The problem of air
conductivity is eliminated in these sensors by encapsulating the
volume enclosing the sensing element gap witl an epoxy resin.

CYLINDRICAL MOEBIUS LOOP SENSOR (CML)

A useful magnetic field sensors for lightning source envi-
ronments is a loop structure (3), (5), (6), (15), (16), (38),
(41), (42), (57), (60), (61) with the signal cables wired in a
Moebius configuration designated as cylindrical Moebius loop
(CML) sensors. This greatly reduces the common mode radiation
noise currents found in the split shield loop type of sensors.
A CML sensor can be shown to be a two-turn loop by tracking
current flow from one twinaxial cable lead to the other (Figure
3.2). At frequencies where the magnetic field does not pene-
trate the shield of the gap-loading cables, the sensor acts as
a single-turn cylindrical loop with a resistive gap load given
by the total terminating cable impedance. The four gap loading
coaxial cables in the sensor are properly terminated at the point
of coax-to-twinax junction as depicted in Figure 3.2. A voltage
V at the gap appears as a positive signal in one pair of 100-2
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gap-loading cables.and as a negative signal in the other pair.
The signal from the gap arrives at the coax-to-twinax junction
at the same time from all four gap cables, which produces a dif-
ferential mode signal across the balanced twinax. For a differ-
ential signal, the twinax may be considered to be two resistors
each of a value of 50 to ground that properly terminate the 50-Q
parallel combination of the two 100-0 coaxial cables (from each
side of the gap). For a given gap voltage, a signal voltage of
twice the amplitude of the gap voltage appears at the balanced
twinax output.

Four models of CML sensors have been designed and fabricated.
They vary in equivalent area from 5 x 10 - 3 m2 to 0.02 m2 , and
have been built with encapsulation for use in conductive air
measurements.

CURRENT SENSORS

Radiation hardened current sensors have been designed which
are similar to the CPM series of I-dot probes (23), (24). These
sensors are designed to be part of a specific structure in a way
that they will not appreciably affect the current flow on that
structure.

Outside Moebius Mutual Inductance (OMM)

Figure 3.3 shows three OMM-IA I-dot sensors assembled into
a cylindrical antenna (54), (62). Surface current flowing along
the cylinder axis must pass through the sensor's internal cavity.
The changing magnetic field produced within the sensor cavity pro-
duces a voltage across the gap according to (I/N)M dI/dt where M
is determined by (2.8). The signal is taken from the gap by four
100-0 cables in the same manner as shown in Figure 3.3 for the
CML sensor. The signal cables are routed to the inside of the
sensor for electrical purposes and radiation shielding. The sen-
sor interior and gap are encapsulated with an epoxy material in
much the same way as with the CML B-dot sensor. The differential
signal from each sensor is transmitted by cables of equal length.
The OMM-lA has a mutual inductance of 2 x 10-9 H and a 10-90
risetime <0.5 ns. It is 6.4 cm long and of a diameter for use
with a 10-cm pipe (outside diameter). A much smaller OMM-2 sen-
sor has been built to measure current in cable shields, conduc-
tors, or structural members. It has a mutual inductance of 2 x
10- 9 H and a risetime of <0.5 ns. It is 8.9 cm long and designed
to use with a 2-cm pipe (outside diameter).
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IV. SOUTH BALDY LIGHTNING ELECTROMAGNETICS INSTRUMENTATION

A program was initiated in 1976 by the Air Force Weapons
Laboratory with the New Mexico Institute of Mining and Technology
to test the Air Force ARGUS 1A system which is used for detection
of the electromagnetic pulse from a high altitude nuclear weapon
detonation. The objective of this test program is to record the
performance of the ARGUS lA when operated in a lightning electro-
magnetic environment and to determine the electromagnetic proper-
ties of nearby lightning of potential significance to such detec-
tors. The measurements are made at the center of a 30m x 30m
square wire mesh ground plane placed on a relatively flat surface
of the earth near the crest of South Baldy Peak. Copper ground
rods are connected at 3m intervals around the perimeter of the
wire mesh and across its surface. The Kiva is buried at the
center of the wire mesh with its roof flush with the earth and
electrically connected to the mesh. Figure 4.1 shows the site
viewed from the north.

The Kiva is a 4.25m diameter by 2.44m high welded tank
made from 3mm (1/8") thick sheet steel. The top of the tank is
extended about Im in radius to provide an adequate mounting sur-
face for the sensors as well as an access area for some of the
penetrations into the Kiva. Figure 4.2 provides a closer view
of the Kiva from the south. Access to the Kiva is by the stair-
way shown in the lower right of the photo. Shielding integrity
of the Kiva is maintained by a "shielded room" door on the side
of the tank.

Three ARGUS systems are shown in Figure 4.1. They are
equally spaced on an 8m radius from the center of the Kiva.
Each system is set at a different detection sensitivity.

Two MGL-3 B-dot sensors are shown in Figure 4.2. The MGL-3
has an equivalent area of 0.1m 2 . Its upper frequency response is
down to 0.7 (3 dB down) at about 70 MHz. The sensor (B-dot East)
on the upper right of the Kiva has its area vector pointing east
and the sensor (B-dot north) to the left of the Kiva has its area
vector pointing north. B-dot east has the significance that when
B-dot is positive in the east direction, the voltage on the center
conductor of the sensor output connector is positive, and simi-
larly for B-dot north.

The ACD-5 D-dot sensor is shown at the front and center of
Figure 4.2. It has an equivalent area of 1m 2 . Its frequency
response is down to 0.7 (3 dB down) at about 75 MHz. The area
vector for the ACD-5 is pointing toward zenith. A D-dot signal
that is positive toward zenith will produce a negative voltage
on the center conductor of the sensor output connector.
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Each sensor is mechanically and electricallv cof(nctea 1()
the Kiva surface in several places around the edge of the, sener
baseplate. The output signal from each sensor penetrates the
Kiva top surface by going directly from the sensor output to a
feedthru connector. RG-213 coaxial cable is used inside of the
Kiva. The sensors are mounted on a 1.7 meter radius about the
center of the Kiva. Because of the separation of sensors, ar-
rival times for signals can vary by up to 11 ns depending on the
azimuth and elevation of the signal source.

A block diagram of the lightning electromagneties data ac-
quisition system is shown in Figure 4.3. Each of the sensor
signals is digitized with a Biomation model 8100 waveform re-

corder. This waveform recorder has eight bit resolution (256
levels). Each sampled voltage is accurate to 0.-1 percent of
full scale. The minimum sample interval is 10 ns. The pretrig-
ger mode of recording is used to permit any desired part of the
2048 recorded samples to be those taken before the recorders are,
triggered. Typically about 20' of the samples are saved prior
to trigger. The recorders are connected with their triggers in
parallel. Triggering any recorder by signal causes all of them
to trigger.

Tile recorders are controlled by one HP 9825 mini-coml)utr
controller. Upon completion of the recorder digitization, a
signal is sent to the HP 9825 that then transfers the shift
register data from each recorder, in turn, into the memory of
the HP 9825. The HP 9825 then re-arms the recorders in prepara-
tion for acquisition of the next signals. After re-arming the
recorders, the HP 9825 stores the first set of data on a magnetic
disc for later analysis. In this mode of operation, an interval
of about 25 milliseconds is required to collect a set of data
from the four recorders and then to re-arm them for a possible

second acquisition from the same lightning flash. By operating
in this mode it is in principle possible to obtain data both on
the initiating stepped-leader process and then, in the secon'
acquisition, on a subsequent return stroke all in thc same flesh.

The B-field information for lightning is obtained b numeri-

cally integrating the digitized B-dot data. The baseline drift
of the recorder and the inability to accurately determine the
value of the drift results in a ramp error. For this reason an
integrator with 100 ps decay time constant has been connected to
the B-dot north channel. The use of an integrator in the record-
ing of the derivative signal will allow an accurate determination
of the north component of the B field out to beyond 100 vis. Inte-
grators are not on the B-dot east and D-dot channels because of
the limitations in the number of available recorders.
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V. SUMMARY

The environmental fields from lightning are generally both
slower and weaker (at moderate to large distances) than those
from the nuclear EMP. However, the basic technology for measur-
ing transient electromagnetic fields and related electromagnetic
parameters is in general applicable to both. There are quantita-
tive differences which can lead to different sizes and sensitivi-
ties. The techniques, however, are much the same.

These kinds of electromagnetic sensors can be thought of as
being for three rough categories of measurements:

a. Distant lightning environments (away from arcs
and corona).

b. Environments near (or i-n)-arcs and corona
(lightning "source" region).

c. Lightning response (measurements of electronic
system response (internal)).

Categories a and b optimally use the same kinds of techniques as
for the nuclear electromagnetic pulse. Category b requires the
use of techniques similar to those used in nuclear source regions,
but with some relaxation of the requirements because of the ab-
sence of nuclear ionizing radiation and compton source currents.

These types of sensors have already been used for lightning
related measurements with considerable success. It is antici-
pated that they will find widespread application in the lightning
community.
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Figure 1.1. Diagram of Basic Electromagnetic Quantities
for Source Region EMP Environment and Interaction
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Figure 1.2. Electrically Small Electric Dipole Sensor in Free
Space. (a) Thevenin Equivalent Circuit. (b) Norton

Equivalent Circuit. (c) Electric Dipole Sensor.
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Figure 1.3. Electrically Small Magnetic Dipole Sensor in Free

Space. (a) Thevenin Equivalent Circuit. (b) Norton

Equivalent Circuit. (c) Magnetic Dipole Sensor (Loop).
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b) INDUCTIVE CURRENT SENSOR (Multiple Loops)

Figure 1.4. Electrically Small Inductive Current Sensor in Free
Space. (a) Norton Equivalent Circuit. (b) Inductive

Current Sensor (Multiple Loops)



Figure 2.1, Photo of HSD-SlA(H)

Figure 2.2. ACD-5A(A) U-dot Sensor

112



Figure 2.3. Flush Plate Dipole D-dot Se-ns,-or

Figure 2.4. Multigap Loop (MGL) B-dot Scnsmrs
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Figure 2.5. OML-1A(A) B-dot Loop Sensor (Expanded Diagram)

Figure 2.6. MTL-l Sensor (Coil with Axial Shorts
and Conducting Shield in Place)

114



L
GsDo NE vi.ean8CTIOdI

Figure 2.7. Typical CPM Sensor Geometry

Figure 3.1. Parallel Mesh Dipole (PMD.-1A) E-Field Sensor



100 OHM GAP LOADING C:ABLE

L E E F T S ID E C A B L E 

E I H T S I E C A B L E CONDUCTING COAXIAL
100 OHM CYIN~DER J

0T1NAXIAL

1 0 OHM

BASE CONNE4CTION TWNEA

UA- CONNECTION.

GAP 60TH

100HOH
GAP LOAOINO CABLE

'--100 OHM IWINA.XIAL

Figure 3.2. Cylindrical Mloebius Loop Sensor CML-2B(R)
(a) Electrical Connections, (b) Typical Loop Configuration
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Figure 3.3. 0MM-lA Sensor Details
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Figure 4.1. Lightning Electromagnetics Nleasureiment Site

Figure 4.2. Instrumentation Hloom and Field Sensors
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EXPANDED INTERLEAVED SOLID-STATE MEMORY FOR A

WIDE BANDWIDTH TRANSIENT WAVEFORM RECORDER

Robert M. Thomas, Jr.
NASA-Langley Research Center

INTRODUCTION

This paper describes an interleaved, solid-state expanded memory for a
100 MHz bandwidth waveform recorder. The memory development resulted in a
significant increase in the storage capacity of a commercially available
recorder. The motivation for the memory expansion of the waveform recorder,
which is used to support in-flight measurement of the electromagnetic charac-
teristics of lightning discharges, was the need for a significantly longer
data window than that provided by the commercially available unit. The expand-
ed recorder provides a data window that is 128 times longer than the commercial
unit, while maintaining the same time resolution, by increasing the storage
capacity from 1024 to 131 072 data samples. The expanded unit operates at
sample periods as small as 10 ns. Sampling once every 10 ns, the commercial
unit records for about 10 ps before the memory is filled, whereas, the expanded
unit records for about 1300 vs. A photo of the expanded waveform recorder is
shown in figure 1.

The selection of the electronic waveform recorder to record snapshots of
the electromagnetic waveforms associated with liohtning discharges was due to
two advantages over storage oscillosopes. The sl)rage oscilloscope limitations
concern its time resolution and the characteristics of its triggering process.
The time resolution limitation is a window width vs. window precision trade
off. In order to get fine time resolution, the display window is short, where-
as, if the window is expanded, the resolution is decreased, and hence the fre-
quency response is decreased. For example, if the oscilloscope provides 500
elements horizontally and each element represents 10 ns, then a window of 5 Ws
results. If the window is expanded to 500 ps, then the resolution reduces to
1 ps per element. The expanded memory electronic waveform recorder, on the
other hand, has the equivalent of 131 072 time elements and, hence, can provide
a time window of 1.3 ms at a 10 ns resolution. The triggering process of the
oscilloscope requires the detection of some part of the waveform before it can
be captured, which prevents the capture of the signal prior to the trigger
detection. The electronic recorder has a provision that permits the portion of
the waveform prior to the trigger event to be recorded.
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RECORDER OPERATION

The waveform recorder is a DC to 100 MHz bandwidth instrument which con-
verts an analog input signal to a digital representation and stores the result
in an interleaved solid-state memory. The instrument utilizes a high-speed
6-bit resolution analog to digital converter (ADC) to transform the analog in-
put signal to a digital representation. The recorder is operated like an oscil-
loscope in that the portion of the input signal that is retained is determined
by the trigger criteria selected on its front panel controls. The recorder has
two record modes, delay trigger and pretrigger, and has provisions for delaying
the effect of the trigger, trigger delay. Once information is stored in the
instrument, it may be read out in one of three ways: to an oscilloscope, to an
x-y recorder, or to an instrument that accepts digital data.

The delayed trigger record mode of operation is similar to that of an os-
cilloscope with the delayed sweep feature. When the trigger criteria, such as
the slope and amplitude, which are preset on the front panel controls are
satisfied, the instrument begins storing the digital representation of the in-
put in the memory. When the memory is filled, the recording stops. In the
pretrigger mode of operation, however, the instrument stores the input signal
representation continuously in an endless-loop fashion until the trigger occurs,
at which time the recording stops. By endless-loop is meant that once the mem-
ory has been filled, new data is stored by overwriting the oldest stored infor-
mation. Figure 2 illustrates the difference between delayed trigger and pre-
trigger for the case of zero trigger delay.

The trigger delay feature allows the user to select the portion of the in-
put signal that is captured relative to the trigger event. Front panel switches
allow selection of the number of sample time delays to occur between the detec-
tion of the trigger event and the resulting action on the information recorded.
For example, if the instrument is sampling at 10 ns per sample and the delay
is set to 1000 units, the trigger action is delayed 10 000 ns. In the delayed
trigger record mode of operation, this feature is similar to the delayed sweep
function of an oscilloscope; namely, the recorded waveform can be delayed in
time relative to the trigger. In the pretrigger record mode of operation, the
recording is not stopped with the detection of the trigger but continues for
the amount of time set in the trigger delay as shown in figure 3. Thus, one
may obtain a snapshot of the input waveform that includes events occurring
prior to the trigger - a feature that standard oscilloscopic techniques do not
provide.

As stated previously, a stored snapshot can be retrieved in one of three
ways: as analog outputs suitable for either an x-y plotter or an oscilloscope,
or as a digital output suitable for digital instrumentation. The plotter and
oscilloscope outputs are produced by sequentially reading the digital data
stored in the memory and presenting it to a digital to analog converter (DAC)
within the unit. The resulting analog signal and an internally generated
analog time base ramp are used to drive the oscilloscope display or plotter.
The data is read out at a I MHz rate for the oscilloscope and at a slower rate
for the pen-type x-y plotter (this latter rate is selectable.) The digital
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output is accomplished by the instrument receiving a data request signal from
an external source and responding by placing the next data word on the output
bus.

The recorder is used in the pretrigger mode for lightning measurements.
The recorded snapshot of each lightning event is recorded on an airborne instru-
mentation magnetic tape recorder so that subsequent events may be captured.
The snapshot is encoded into a serial pulse code modulated (PCM) signal prior
to recording on magnetic tape. Once the data is transferred to the tape, the
digital waveform recorder is placed back in the "endless-loop" record state
awaiting the next trigger event.

SYSTEM DESCRIPTION

A description of the general functions performed by portions of the wave-
form recorder provides background for discussion of the memory expansion. The
electronics can be partitioned into the following functional sections: input
signal conditioner, ADC, memory, output circuitry, and control and timing as
depicted in figure 4. The input signal is received and conditioned based on
the criteria provided by the front panel switch settings, such as input signal
amplitude range, AC/DC coupling, and signal offset. This conditioned signal is
presented to the ADC section which contains a parallel ADC with 6-bit resolution.
The signal is quantized by a set of comparators operating in parallel. The out-
puts of the comparators are converted into a 6-bit Gray code representation of
the input signal and then alternately stored into one of two parallel registers
under control of the sample rate clock. This design achieves the maximum sample
rate of 500 MHz with a 250 MHz sampling clock by using the alternate phases of
the clock to steer the digitized data into the two registers. The outputs of
the two registers are routed to the memory section, where they are stored in
integrated circuit (IC) random access memories (RAM's). The memory section,
which will be described more fully later, also contains memory addressing cir-
cuitry which manages the sequential storage and retrieval of the digitized data.
During the output phase of operation of the waveform recorder, the data is read
out of the RAM's and routed to the output section. The output section includes
two DAC's which are used to generate output signals for either oscilloscope
display or x-y plots of the data. One DAC is used to convert the stored data
back to an analog form while the other is used to generate a ramp signal to use
as a horizontal sweep for the display devices. The output section also has pro-
vision to present the data in digital form. The timing and control section in-
cludes circuitry for generating the timing and control signals required by the
other parts of the waveform recorder such as circuitry for the detection and
delay of the trigger signal; a clock generator from which the sampling clock,
the read clock, the output clock, and the timing signals needed by various parts
of the system are formed; and circuitry to manage the proper sequencing of the
data being output.
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Memory Section

The memory section will now be described in more detail. The memory sec-
tion circuitry may be considered as consisting of four functional areas as
depicted in figure 5. These areas are control, address, storage (RAM's), and
output. The control circuitry includes the read or write enables for the RAM's,
the routing of the read or write clocks, the enabling of the output circuitry
during the read state, and other control functions required by the memory sec-
tion. The address circuitry includes counters that sequentially generate ad-
dresses for the RAM's. The storage circuitry includes the RAM IC's, and the
output circuitry includes a Gray code to two's complement binary converter and
an output buffer.

The memory section is organized as a 32-way interleaved memory in the ex-
panded recorder so that the recorder can sample the input at a faster rate than
the RAM IC's operate. Figure 6 illustrates the interleaving by indicating the
data paths from the ADC. The nodes (small rectangles) in figure 6 represent
6-bit parallel registers and the lines represent 6-bit wide data paths between
registers. The interleaving is accomplished in three stages. The first stage
of interleaving (level 1) is performed in the ADC section by the two registers
that alternately store the 6-bit Gray code produced by the comparators. Thus,
at the 2 ns sample period, each of these registers has a cycle time between new
samples of 4 ns. The outputs of these two registers are each routed to four
registers as shown to perform the second stage of interleaving (level 2).
These registers have a cycle time between new samples of 16 ns. Finally, each
of the second-stage register outputs are routed to four more registers to per-
form the third stage of the interleaving (level 3) providing a 64 ns cycle time
between new samples. Thus, new data is stored every 2 ns, but each of the third-
stage registers and hence the RAM columns that receive their outputs, have a
64 ns period in which to handle the data routed to them. Figure 7 is a timing
diagram which depicts the timing relationship of the data routed to column 0
through the three stages of registers. The bars represent the time period when
the data for column 0 is in the respective register while the triangle represents
the time when the data is written into the RAM's.

The expanded memory uses a 4096 by 1-bit RAM IC. Each column is composed
of six of these IC's providing storage capacity for 4096 data samples. Thus,
the 131 072 word memory is achieved using a total of 192 RAM IC's. Before the
expansion, the recorder utilized eight columns of six IC's per column or a total
of 48 IC's for a total storage of 1024 words. The memory interleaving permits
the utilization of a RAM with a 55 ns write cycle period to be used in a memory
which is being written into every 2 ns, since each column has a 64 ns period in
which to store the data sample routed to it.

The addressing function is accomplished using two separate counters. The
first counter (the column counter) is used to control the routing of the data
to the appropriate RAM column in sequence while the second counter generates a
12-bit binary address which is shared by all columns. The column counter is a
16-stage twisted ring or Johnson counter which produces 32 distinct, 50-percent
duty cycle, evenly space states. This type of counter is used to minimize time
delays of the address signals. The 12-bit counter is a 12-stage binary counter,
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which advances by an increment of one each time the column counter goes through
a complete cycle. For each address value produced by the 12-bit counter, data
is sequentially routed to each of the columns by the column counter. In this
manner, the writing of data into each of the columns is overlapped or inter-
leaved during the write mode of operation. The same two counters are used to
generate the RAM addresses during the read mode of operation. The required out-
put data rate (2 MHz per data point maximum) is significantly slower than the
input data rate and hence the read out of data is not interleaved. The data
appears as a single merged output train.

Timing and Control Section

Two functions within the timing and control section, the delay counter and
the memory tracking counter, will now be described, since they both required
modification to be compatible with the expanded memory. The delay counter is
used during the write mode of operation to provide delay between the time that
a trigger signal is detected and the time when action is taken appropriate to
the selected record mode - either delayed trigger or pretrigger. The expanded
memory waveform recorder is only used in the pretrigger mode, so the counter
delays the time that the write operation ceases. When a trigger signal is de-
tected, the delay counter begins counting the sample clock. The output of the
delay counter is compared to the amount of delay set into the front panel delay
switches. When the two values match, a signal is generated to stop the write
clock and hence to stop the write operation. The capacity of the delay counter
was increased by a factor of 100 (from 9990 to 999 000 maximum).

The read operation begins upon completion of the write operation. The
memory tracking counter is used to keep track of the amount of data that has
been read. Since the waveform recorder does not anticipate cessation of the
write operation, the address counters in the memory section are never preset to
any particular value. When the write operation does cease, the next memory
address is the oldest or first value stored, and the current address is the last
item stored. When the read operation begins, the memory address is advanced by
one, the memory tracking counter is cleared, and the oldest data item is read
out. As each successive data item is read, the memory tracking counter is ad-
vanced by one in synchronism with the address generator and when all the data in
the memory has been read out, the memory tracking counter will roll over. This
roll over is detected and used to signify that the full content of memory has
been read. The count capacity of this counter must be the same as the memory
capacity in order to detect when the memory has been completely read, so the
counter capacity was increased by a factor of 128 to be compatible.

EXPANSION DETAILS

The principal changes to the waveform recorder to achieve the desired ex-
panded capacity were the increase of the memory storage capacity, the conversion
of the power supply to 400 Hz at 115 VAC, and the increase in the number of sam-
ple times that the trigger may be delayed. The changes were accomplished by:
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installing two small printed circuit (PC) cards on two of the existing PC boards
in the commercial unit, replacing the existing memory PC board with an inter-
face PC board and adding four wire-wrap boards mounted in a separate chassis,
replacing the 60 Hz power supply with a 400 Hz one, and by replacing the 60 Hz
fans with 400 Hz ones. The expanded waveform recorder has a mrtmory capacity of

131 072 (217) 6-bit words instead of 1024, trigger delay selection of froi- 0
to 999 000 sample times instead of 9990 and can operate in an aircraft eniviron-
ment with 400 Hz power.

The memory capacity increase was accomplished by extending the architec-
ture of the commercial units memory while employing similar concepts. The
4096 by 1-bit HMOS (a high performance metal oxide semiconductor technology)
RAM IC was selected over the 128 by 1-bit emitter coupled logic (ECL) RAM IC
of the commercial unit because of the combination of storage capacity and write
cycle period. The addressing scheme was extended from eight columns to 32 and
the register and gating logic was adapted or modified as required by the ex-
panded architecture. Where the commercial unit used solely ECL logic on the
memory PC board, the expanded unit utilizes a combination of ECL, transistor-
transistor logic (TTL), and HMOS logic. An interface PC board was built which
is inserted into the slot occupied by the original memory PC board. The inter-
face board serves the function of connecting the unmodified unit to the expand-
ed memory and it contains the column counter and some of the control gating.
In particular, the functions which are the most sensitive to the propagation
delays of their signals were placed on this board in order to minimize these
delays. The interface PC board has two layers of conductors and it utilizes
the stitch-weld technique for interconnecting signals. This construction
allows for large ground planes on both sides of the PC board in spite of the
large number of interconnections required.

The remainder of the memory is distributed among four wire-wrap frames,
which are installed in a separate chassis. Each of these boards contains the
circuitry required for eight of the memory columns. In addition, the 12-bit
address counter and the eight level one data registers are contained on these
boards. Each wire-wrap frame consists of two sections, a TTL section and an
ECL section. The TTL section is a two-layer PC board where each layer contains
one of the voltage planes associated with TTL circuitry (0 volts and +5 volts).
All the HMOS and TTL IC's are inserted on this board. The ECL section is fur-
ther subdivided into two parts. One part is for ECL IC's while the other part
is for ECL to TTL level translator IC's, which make the signal voltages of the
two types of logic compatible. The ECL part has three layers (-5.2, -2.0, and
0 volts) and the translator part has four layers (-5.2, -2.0, 0, and +5 volts).
The purpose of the multilayers is to control the impedance between the voltage
planes and the signal leads minimizing signal propagation delays and reducing
reflections. The wire-wrap boards used have provisions for single inline
package (SIP) resistor networks so that the termination resistors required by
the ECL IC's can be easily accommodated. All the IC's are interconnected using
the wire-wrap technique. The four wire-wrap frames are housed in a chassis
which is mounted on top of the original waveform recorder. Figure 8 is a
photo showing the wire-wrap circuit boards.

124



The two piggyback PC cards were required for the memory storage capacity
increase. One card extends the range of the memory tracking counter from

1024 (210) to 131 072 (217). This was accomplished by removing one of the
IC's of the original counter and inserting the piggyback card in its place.
The other piggyback card was required to extend the range of the delay trigger
counter from 9990 to 999 000. This second modification was accomplished in a
similar manner in which the function on the piggyback card was inserted in
place of an IC.

The power supply changes were required to accommodate the increased load
of the additional circuits and the use of aircraft 400 Hz 115 VAC power. The
expanded waveform recorder requires about 300 watts of power and weighs about
32 kilograms (not including the power supply, which weighs about 46 kilograms).

RESULTS AND CONCLUDING REMARKS

The original goal of an expanded recorder operating at a 2 ns sample
period was not achieved, however, the unit does operate properly at 10 ns.
The unit operates at a 5 ns period, but the stored data has scattered errors.
At the 2 ns period, the sampling clock is loaded down so much when it reaches
the column counter on the interface PC board that the counter does not reliably
advance. Hence, the synchronization required between the data coming from the
ADC and the RAM's is lost. Further refinements in the IC layout, signal paths,
and clock buffering will allow the proper operation of the column counter and
further refinements in signal paths and PC layout will eliminate the scattered
errors observed while operating at the 5 ns period. Although the stitch-weld
PC board system allows the maintenance of ground planes over most of the
surface of both sides of the PC board, a multilayer board should be used. Also,
a multilayer PC board should be used in place of the four wire-wrap frames.
Finally, if ECL 4096 x I-bit RAM IC's with a 30 ns write cycle time are used
instead of the HMOS RAM's, the necessity for translating the signals from ECL
to TTL levels would be reduced, the number of IC's used in the memory section
would decrease from about 500 to 400, the gating functions would be simplified,
the signal path lengths would be reduced, the PC board area would decrease,
and the power requirements would decrease. (ECL RAM's of this type were not
available when this project was begun.) On the positive side, a usable record-
er with a 6-bit amplitude resolution and a 10 ns time resolution that can re-
cord a 1300 ps event has been produced, which is an improvement over previously
available recorders.
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SUMMARY

A set of electromagnetic sensors, or electrically-small antennas, is
described. The sensors are designed for installation on an F-106 research
aircraft for the measurement of electric and magnetic fields and currents
during a lightning strike. The electric and magnetic field sensors mount

on the aircraft skin and respond to the exterior fields a and -

respectively. The current sensor mounts between the nose boom and the fuse-

lage and responds to D , where I is the boom current. The sensors are all

on the order of 10 cm in size and should produce up to about 100 V for the
estimated lightning fields. The basic designs are the same as those developed
for nuclear electromagnetic pulse studies. The most important electrical
parameters of the sensors are the sensitivity, or equivalent area, and the
bandwidth (orrise time). Calibration of sensors with simple geometries is
reliably accomplished by a geometric analysis; all the sensors discussed in
this paper possess geometries for which the sensitivities have been calculated.
For the calibration of sensors with more complex geometries and for general
testing of all sensors, two transmission lines were constructed to transmit
known pulsed fields and currents over the sensors.

INTRODUCTION

With increasing use of composites, digital avionics, and digitally con-
trolled fly-by-wire systems, much emphasis has been placed on protecting air-
craft, equipment, and personnel from the various effects of lightning. Not
only may the digital systems be more susceptible to upset by lightning-induced
transients, but the Faraday shield protection created by the metal skin of
present generation aircraft will disappear with the use of composites. Strong
lightning fields will induce unwanted pulses on wiring that could, at a minimum,
produce erroneous information and, at a maximum, destroy critical, stored data
without actually destroying the physical structure of the system. With an
analog system, interruptions are momentary; but with a digital system,
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interruptions may last as long as it takes to reset, reload, or reprogram
the system. Clearly, because of the lack of external protection, the line
of defense will have to be drawn within the digital system itself by lightning-
hardened designs, and these designs need to be tested. However, since very
little data exist for lightning generated fields on aircraft, a fundamental
prerequisite for solving the problem is the definition of these fields.

The Langley Research Center has undertaken to develop a design process
that can produce ultrareliable digital equipments and it has also undertaken
a research program to better define the electromagnetic effects of lightning
on aircraft which may affect such equipments. To this end, a lightning meas-
urements program has been implemented. An instrumented aircraft will fly into
thunderstorms, and recordings will be made of electromagnetic sensors locateJ
on the aircraft. Another part of the program will then correlate that data
with simultaneously recorded ground-based observations which will give addi-
tional information about the properties of the lightning.

The instrumentation system that is being developed has been described in
detail at a previous workshop (ref. 1), and a major element in the recording
process, the endless-loop digital recorder, is described in detail at the pres-
ent symposium (ref. 2). The endless-loop digital recorder can store 130 000
data samples at a 10 ns sample interval. This information is then re-recorded
at a slower rate in PCM format on a slow analog recorder. A system containing
two digital recorders, a video recorder, and a conventional recorder was flight
tested during late summer of 1979. Future systems will contain up to twelve
channels of such wide-band, digital recording.

As will be seen in their detailed descriptions that follow, the sensors
are directional in design; consequently, by placing several of them at various
locations and orienting them along expected major axes of field directions, a
multidimensional picture of the field of interest can be reconstructed from
the recorded data. Some preferred locations of the measurements that need to
be made on an aircraft are shown in figure 1. Electric fields are measured
near the extremeties of the aircraft, and magnetic fields are measured nearer
the center of the aircraft. This should give maximum signal output in the
presence of electromagnetic resonances. Total current in the nose boom, caused
by a direct strike to the huom, will be measured as it flows from the boom to
the airframe. In the case of a nearby strike, the three-axes magnetic field
measurement in the boom will define the ambient magnetic field with the least
amount of aircraft' distortion.

SENSOR DESIGN

The sensors that were flown last summer, and will be flown this year, are
being designed at Langley Research Center and at the Texas Tech University and
built at Langley Research Center. Their locations are shown on the research
aircraft, an F-106B, in figure 2. Their designs are based on those of the
sensors developed for making nuclear electromagnetic pulse measurements by the
Air Force Weapons Laboratory AFWL), where they are referred to as the multigap
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loop (MGL), the flush-plate dipole (FPD), and the outside Moebius mutual-
inductance (OMM) loop (ref. 3). The fundamental quantities which they measure
are time-rates-of-change of magnetic flux density, electric displacement, and of
current; hence, they are called in this paper B-dot, D-dot, and I-dot sensors,
respectively. All the sensors are electrically small. The maximum expected
values of I-dot, B-dot, and D-dot are as follows: the maximum I-dot is about
10 kA/0.1 :s; with this current flowing over a fuselage of I meter radius,

B-dot is 2 x 10 Tesla/s on the surface; the maximum D-dot is 50 A/in, which

corresponds to a rate-of-change of E of about 105 V/m/O.1 :.s (ref. 4).

D-dot Sens-r

The D-dot sensor is an FPD design. It consists of an insulated plate
which is mounted flush with a ground plane and is enclosed underneath by a
metal cavity. When the sensor is mounted on the aircraft, the aircraft skin
serves as the ground plane. A photograph of the sensor is shown in figure 3
and a sketch in figure 4. The plate is loaded by two cables which are connected
together at a signal summing point to form a single output. The use of two load
points rather than one reduces the relative propagation delay in picking up the
field from different parts of the sensor. The boundary condition eQuating the
charqe density on the plate to the electric displacement field, D, normal to
the plate results in an output current from the plate proportional to the time
derivative of D.

Because the bandwidth of an FPD sensor of given dimensions cannot be cal-
culated, prototype testing was a prerequisite. A sensor having a large enough
plate to achieve the desired sensitivity was built. The sensor capacitance was
measured, and from this the bandwidth determined. In order to optimize the
design, various changes were then made, and the capacitance remeasured. The
results are summarized in Table I, where the measured capacitance, C, and 3-dB
bandwidth, f0, are given for three designs and are compared with the capacitance

and bandwidth calculated for the case of an infinite cavity (open space under
the ground plane). This last case has the maximum possible bandwidth. For the
10.2 cm (4 in.) deep cavity, the bandwidth is close to the maximum: 180 MHz
vs 215 MHz; consequently, 10.2 cm appears to be a reasonable depth to use.
Unfortunately, the slot is sealed in the final version of the sensor to protect
it from the environment, and this addition of dielectric material means a
slightly lower bandwidth. A seal consisting of a layer of structural adhesive
(Scotch-Weld 2216 clear) was used on the prototype.

The final version of the sensor differs slightly from the prototype as
shown in Table I. The cavity is limited in depth to 8.3 cm (3.25 in.) by the
geometry of the F-106, and thus the cavity diameter has been increased to
33.0 cm (13 in.) in order to keep the capacitance low. Also, the adhesive has
been replaced with silicone rubber (RTV 630), which has a lower dielectric
constant (3.2 vs 5.5). The capacitance and the bandwidth of the final version
were measured to be 24 pf and 132 MHz.
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The bandwidth, f0, is calculated from the capacitance by assuming a

simple model of the sensor consisting of a current source and a capacitor in
parallel and loaded by the 50-2 line. See figure 5a (the radiation resistance
of the sensor is small and may be neglected). The output falls by 3 dB when
1/(2rf oC) equals 50 Q, which is the expression for f o Also, the sensor rise
time, tr , required to charge the capacitance, C, can be obtained from the

roformula t rf°o 
= 0.35. The total sensor rise time is t r plus the propagation

time for a field crossing the sensor.

The sensitivity, or equivalent area, AD, of the D-dot sensor can be cal-

culated from the sensor geometry using the formula AD = 7r r2  (ref. 5). The

value of AD from the formula is given in Table I, which gives parameters for

all the sensors. Alternately, AD can be measured by exposing the sensor to

a known field.

In order to measure AD, the sensor may be exposed to a D-field with a

step change in time. Then the sensor output resulting from the step is inte-
grated and AD  is found from the final value reached by this integral. This

process is shown in figure 5. In figure 5b, the D-field is given in terms of
the unit step, u(t), and the sensor current source then contains an impulse
function, 6(t). The resulting sensor output voltage is shown in figure 5c.
The impulse charges the capacitor instantaneously, followed by an exponential
decay. The integral of the output is given in figure 5d. The final value is
RADD o , from which one obtains A0. In the section below entitled SENSOR

TESTING, the value of AD is measured in this way, using the leading edge of a

pulse propagated over the sensor as the D-field step. The step is, of course,
not instantaneous, but is much faster than the response time of the sensor.

B-dot Sensor

An MGL design employing two gaps was chosen for the B-dot sensor. (See
figures 6 and 7.) The reasoning behind the design is as follows: The sensor
is essentially a semicircular loop on a ground plane and gives an output voltage,
from Faraday's law, which is proportional to the rate of change of the magnetic
field cutting through the plane of the loop. To reduce the sensitivity of the
loop to electric fields normal to the plane, a plate is inserted to short the
center of the loop to the plane. This creates two separate loops, each of which
requires a gap and a loadinq cable. In addition, the sensor is made fairly long
to lower its inductance (and thus increase its bandwidth) by spreading out the
current; so that, in fact, two loading cables are needed along each gap. The
two cables have 100-0 impedances and are connected in parallel to a 50-.Q cable,
providing the sensor with two 50-Q output cables, one from each loop. The
cable connections are shown at the lower right in figure 7. The output voltages
are of the opposite sign, so that the total output is obtained by subtracting
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the two. This is done in a differential amplifier at the load end of the out-
put cables. The arrangement has the advantage that any interfering signal
which is picked up equally along both cables will be cancelled out.

The size of the B-dot sensor was chosen large enough for adequate sensi-
tivity and then the inductance and bandwidth corresponding to this size were
calculated. The bandwidth was found to be several times larger than required,
allowing the final version of the sensor to be fabricated. The inductance of
the sensor is given approximately by the following formula (ref. 6, p. 52):

S1r 10- 6H = 0.0456 x 10- 6H,L O /2(r + 101)

where r = 6.4 cm (2.5 in.) and 1 = 11.7 cm (4.6 in.). This is the usual
formula for a circular loop with the factor 1/2 added because the sensor is in
the form of a semicircular loop on a plane. The resistance, R, loading the
loop is 100 Q (100//100 + 100//100), so the rise time is given by

L5 9~ Th5

tr = 2.2 = 1.00 x 10-9 s, and the bandwidth is fo 350 MHz. TheR tr

circuit model is shown in figure 8a.

The sensitivity (equivalent area) of the B-dot sensor, AB, can be cal-

culated from the geometric area of the sensor loops together with a correction
for the effect of the sensor baseplate as is done in reference 6. The result
is given in Table II.

AB can also be measured, using the same technique described above for

AD. The equations are given in figure 8 and are very similar to those in

figure 5. The actual measurement of A B is discussed in the section SENSOR

TESTING.

I-dot Sensor

The I-dot sensor is an OMM type and will be used to detect lightning cur-
rent flowing on the nose boom of the F-106. Figure 9 shows a photograph of
the sensor and figure 10a sketch of a cross-section through the sensor. By
Faraday's law, current flowing over the sensor induces a voltage in the small
rectangular loop, which is machined circumferentially around the sensor. The
gap in the loop is loaded at four points as shown in the cabling diagram in
the upper left portion of the figure. The sensor has a differential output
similar to the B-dot sensor and, therefore, has good immunity from the pickup
of interfering signals on the output cables. Experience with OMM sensors was
gained prior to the construction of the F-106 sensor through the construction
and testing of two prototype versions.
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The bandwidth of the I-dot sensor is determined approximately with the
use of a simple circuit model consisting of a voltage source in series with
an inductance and a resistance load. For the I-dot sensor, the voltage source

di
is given by 2M d where M is the basic mutual inductance of the sensor,

and i is the current flowing over the sensor. Because the two outputs are
connected across the gap in opposite directions, the sensor has effectively
two turns and thus the factor of 2 in the source as shown in reference 7. The
inductance in the model consists of two parts: the sensor inductance, Ls ,

which is somewhat more than 4M, and the inductance, Lw , of the short lengths

cable center-conductor which extend across the sensor gap. The load R is tnie
combined load of the cables, or i00 . lhe value of Ls + Lw  is estimated roLie

-8
1.1 x 10- H. Thus, the 3-dB bandwidth, fo, is fo = --- +=Lw  1.5 GHz.

This is much higher than is required for the instrumentation system. The
corresponding rise time is .23 ns.

The sensitivity or mutual inductance, M, of the I-dot sensor can be cal-

culated from the formula M = 2 x 10- w In H as shown in reference 7. The

result is given in Table II. M can also be measured, and one way this can be
done is by connecting a fairly low-frequency sinusoidal source to the sensor.
The amount of current flow is measured using a Tektronix CT-2 current trans-
former. Using the above procedure for frequencies around 10 MHz gives a value
of M which is within a few per cent of the calculated value.

TRANSMiSSION-LINE SENSOR CALIBRATORS

Two special transmission-line stJ KiUres were built for testing and cali-
brating the sensors. A large flat-plate line based on "Design A" of ACHATES
Memo I (ref. 8) was built for transient and steady-state testing of B-dot and
D-dot sensors; and a smaller, coaxial line was built for the transient testing
of I-dot sensors.

Flat-Plate Transmission Line

The two conductors of the flat-plate line are a ground plane and an upper
plate as shown in figures 11 and 12. Sensors are mounted on the ground plane
beneath the upper plate and are illuminated by a TEM field which propagates
from one end of the upper plate to the other (mainly between the plate and the
ground plane). The ground plane is made of aluminum panels which are taped
together with conducting tape to give an overall length of 10.97 m (3[ ft.) and
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width of 4.88 m (16 ft.). The upper plate is also of aluminum panels, with
bolted and taped joints, and is suspended from the ceiling by adjustable nylon
cords. The upper plate is angled toward the ground plane and tapered to a point
at the input end, where it connects to the coaxial cable (3/8-inch foam
dielectric Heliax) from the signal source. At the output end, the upper plate
is similarly angled and tapered and is connected to a matched load. The char-
acteristic impedance of the line is 100 Q.

One can imagine that the line is derived from a 200-Q line with symmetric
upper and lower plates by passing a ground plane through the plane of symmetry,
thus eliminating the lower plate and obtaining a 100-Q line between the ground
plane and the upper plate.

Sensors to be tested are positioned on the center line of the ground plane
below the first bend in the upper plate. Figure 12 shows the B-dot sensor in
place and also the electronics used for transient testing. A Tektronix 109
pulse generator (tr = 250 ps) drives the line with 50-V pulses. The outputs

from the sensor are sampled with Tektronix S-4 sampling heads (tr = 25 ps);

and the output waveforms, their difference, and the integral of their difference
are displayed. The pulse generator also supplies a trigger signal through a
tee and an attenuator.

Coaxial Transmission Line

Figure 13 shows the I-dot sensor mounted in the coaxial line for testing.
The sensor actually forms an integral part of the line. The center conductor
consists of, from left to right, a cone, the sensor, and four heavy-gauge wires
like those used on the F-106 to conduct the lightning current between the
sensor and the fuselage. In the coaxial line these wires are flared out and
fastened to the outer conductor at the right-hand end of the line, thus essen-
tially shortening the line at this point. Because of the short, the line is
used for transient testing only. The sensor output cables are passed along the
center and out at the right-hand end. The same pulse generator and sampling
equipment used on the flat-plate line are used here. The line is 121.9 cm
(48 in.) long.

The characteristic impedance Zc of the coaxial line is roughly 100 1.
It varies somewhat with position along the line because of the varying radius
of the sensor and wires. Thus, various reflections occur along the line, and
the field over the sensor gap is not known precisely. Because of this, the
line is not used for making accurate checks of the sensitivity of the sensor
but only to verify that the sensor output waveforms are reasonable.
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SENSOR TESTING

Preliminary testing of the sensors described above was done by examining
the time-domain reflectometer (TDR) response of each sensor, using a Hewlett
Packard 1415A TDR. Measured TDR waveforms were compared with the expected
waveforms, which are predominantly inductive for the B-dot and I-dot sensors
and predominantly capacitive for the D-dot sensor. The measured waveforms
were satisfactory and reflections at connectors and summing points were small
(ref. 9). Further testing of the sensors was then carried out using the
transmission-line calibrators.

B-dot Sensor

The B-dot sensor was installed in the flat-plate line as shown in
figure 12. The sensor is oriented for maximum sensitivity. The sampling
scope displayed the two sensor outputs corresponding to the passage of the
leading edge of the pulses over the sensor. The waveforms are shown in
figure 14; they are roughly like the calculated B-dot sensor output in figure 8.
Notice that the pulse from the front (left-hand) section of the sensor is quite
sharp, while that from the rear section is lower in amplitude and broader.
This slower response from the rear section of the sensor is apparently due to
the fact that the rear section is in the shadow of the front section as far as
the high-frequency components of the field are concerned.

Figure 15 shows the total output, that is, the difference of the individual
outputs, and the integral of this. Because the sensor output should, ideally,
be the derivative of the magnetic field step, its integral should closely approx-
imate the field step. The individual outputs remain somewhat positive after
the initial pulses; consequently, the total output contains a weakly positive
region following the pulse, and this gives rise to a region of somewhat gradual
rise in the integrated output following the initial rapid rise. Thus the
10 to90-percent rise time, tr , of the integrated signal is quite long, 3.5 ns.

The 10 to50-percent rise time is only 0.5 ns. The interpretation of these
observations leads one to believe that this gradual rise is a basic character-
istic of multigap sensors of this type.

The sensitivity, or equivalent area AB , of the sensor is determined from

the integrated output. The final value of the output is equated to A BB ,

as in figure 8d, where B is the value reached by the magnetic field over

the sensor. B is related to the pulse generator voltage from a theoretical

analysis of the flat-plate transmission line. The result is AB = 5.70 x 10-3 m2,

which is in excellent agreement with the calculated value of 5.73 x 10- 3m2

The output of the B-dot sensor in figure 15 shows weak oscillations which
persist for a long time after the output pulse. These oscillations occur when
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there should be no output from the sensor and, therefore, constitute a
spurious response which requires further investigation.

If the B-dot sensor is rotated 900 on the ground plane, its output is a
minimum and results primarily from electric-field pickup. The total output in
this orientation was found to be 32 db down from its value for the previous
orientation.

D-dot Sensor

The D-dot sensor was tested in the flat-plate line in the same manner as
the B-dot sensor. The output, as observed on the sampling oscilloscope, is
shown in figure 16; the integrated output is shown in figure 17. From the fina-
value of the integrated output, the equivalent area of the D-dot sensor was

measured to be Ao 
= .0383 m2. This value is 6.4 percent below the value cal-

culated from theory (.0409m 2). The sensor rise time, from figure 17, is 2.4 ns.
This corresponds to a 3 dB-bandwidth, f. , of 147 MHz, using tr f = .35.

Earlier, the bandwidth was determined to be 132 MHz by measurement of sensor
impedance. (See Table I.) The difference in the two values gives some idea
of the accuracy of the bandwidth determination.

I-dot Sensor

The output waveforms of the I-dot sensor when mounted in the coaxial line
were very similar to those of the OMM sensors shown in reference 7, figures 4-5.

CONCLUSIONS

Electromagnetic sensors were designed and constructed for use on a research
aircraft. The output waveforms of the I-dot and D-dot sensors were as expected
when tested in the transmission-line calibrator. However, a need for some
refinements in the design of the B-dot sensor was indicated in order to reduce
the weak oscillations that follow the output pulse. Future work on this sensor
might also include the use of a more detailed circuit model which includes the
mutual inductance between the two sections and the capacitance of the gaps.

Another validation of the sensor and calibrator performance is the reason-
able agreement achieved between the two methods used for obtaining the equiv-
alent area (sensitivity) of each sensor. Calculations from sensor geometry,
and measurements in the calibrator agree to within several percent. Because
the accuracies in the calculations for both methods are approximately equal,
using the calibrator in this way does not constitute a conventional laboratory
calibration, in which the standard should be an order of magnitude more accurate
than the device under test. Although neither method can serve as an accurate
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reference for the other, they do serve to validate each other and provide
good values of sensor equivalent area.

For the sensors that have so far been developed at Langley Research Center,
the geometric approach is the preferred technique. The transmission line
technique should be used as the prime calibration technique if sensors of Pore
complex geometries are required.
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TABLE I.-D-DOT SENSORS

Prototype Designs

Cavity Depth Type of C f Fixed
cm (inches) Dielectric (pf) ( ) Dimensions(MHz) cm (inches)

7.6 (3) air 19 168
Plate Diameter:
21.6 (8.5)

10.2 (4) air 18 180
Cavity Diameter:
30.5 (12.0)

10.2 (4) Scotch-Weld 2216 25 129
(clear) Slot width:1.3 (0.5)

Infinite cavity air 15 215

AIRBORNE (F-106) DESIGN

Plate Diameter:
21.6 (8.5)

8.3 (3.25) RTV 630 24 132 Cavity Diameter:
33.0 (13)

Slot width:
1.3 (0.5)
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H - MAGNETIC FIELD MEASUREMENT

I - CURRENT MEASUREMENT
E - ELECTRIC FIELD MEASUREMENT

Figure 1. - Preferred measurement locations.

H EHi

Figure 2. - Measurement locations for 190.
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Figure 3. -D-dot sensor mounted to the inside of F-106 fuselac-e Fanel.
Cavity cover removed.

Figure 4. -D-dot sensor
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a. CIRCUIT c. OUTPUT VOLTAGE
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Figure 5. -Summary of D-dot sensor response to a step electric field.

POINTS

Figure 6. -B-dot sensor mounted on F-106 fuselage panel.
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Figure 7. -B-dot sensor.

a. CIRCUIT c. OUTPUT VOLTAGE
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Figure 8. -Summary of B-dot sensor response to a step miagnetic field.
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L 0A
Figure 9. -I-dot sensor designed to be fitted

to back of F-106 pitot-static boom.

1009

1000 a =4.42 cm (1.74 in.)
b = 3. 30 cm (1.30 in.)
w = 1. 83 cm (0. 72 in.)

100

50Q -Ibq500CON DUCTOR
v OUT TO A I RFRAME

CON DUCTOR
TO A IRFRAME

Figure 10. - I-dot sensor m,,ounted inside F-106 radorile.
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Figure 11. - Flat-plate transmission line calibrator.
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Figure 12. - Flat-plate transmission line with electronics for transient
testing of sensors.
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Figure 14. - Outputs of B-dot sensor. Vertical 200 mV/div.; horizontal
500 ps/div. Lower trace from front section of sensor (inverted).
Upper trace from rear section of sensor.

Figure 15. Total output of B-dot sensor and integrated total ouput.

Horizontal 2 ns/div.
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AIRBORNE LIGHTNING CHARACTERIZATION

Capt. Robert K. Baum

Air Force Wright Aeronautical Laboratories

SUMIMARY

A WC-130 aircraft was instrumented with wideband electromagnetic field
sensors and flown near active thunderstorms to obtain data on the characteris-
tics of nearby and direct strike lightning. An electric field ground station
and time-of-arrival network provided time correlated data to identify the

three dimensional locations of the discharge and the different events in the
lightning flash. A description of the sensors, calibration procedures, and
recording equipment is presented. Data are presented on return stroke char-
acteristics in the 5 to 50 km range. At the time of this writing, data on the

three dimensional source locations are not available for publication.

INTRODUCTION

The present interest in high frequency lightning characterization stems
in part from a concern over an increasing susceptibility of modern aircraft to
the electromagnetically coupled effects produced by lightning. Aircraft sus-
ceptibility is expected to increase with the use of composite materials and
more susceptible microelectronics. To compound the susceptibility problem,

the high frequency nature of the lightning event is not as yet well defined.
For example, transients arising from the pre-attachment stepped leader process
or nearby interstroke and intracloud processes may well be as important from a
coupling standpoint as the return stroke pbase itself. It is of increasing
importance, therefore, to obtain a more refined empirical model of the overall

lightning event taken from an appropriate base of wideband measurements.

In 1979, the Air Force Wright Aeronautical Laboratories began a joint
flight research program with the National Oceanic and Atmospheric Administra-
tion to obtain data on the high frequency characteristics of lightning. Objec-
tives of the 1979 phase of the program were: 1) develop a sensor/instrumenta-
tion package with linear response and recording capabilities in the 0.1-20 MHz
range, 2) develop a ground station recording system capable of providing three
dimensional locations of very high frequency (VHF) lightning activity with an
accuracy of ± 250 m on a 20 km radius, 3) obtain wideband airborne data on

electric and magnetic field characteristics associated with lightnitng within a
20 km range, 4) obtain and compare corresponding wideband aircraft skin current
transients, and 5) correlate ground measurements (VHF source location and elec-
tric field) with the airborne data to permit field scaling, channel reconstruc-
tion, and isolation of important coupling events.

At this writing, the source location data were being analyzed and

correlated with the airborne data. A short description of the ground station

apparatus and the approach to be used to analyze the data is presented.
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Construction and calibration of the airborne sensors is described since they
have not been used in any previous program of this type.

GROUND STATION DESCRIPTION

The ground station was situated at Devil's Garden, Florida. It consisted
of two separate systems, one to identify the discharge phase, the other to
determine the three dimensional VHF lightning source locations.

Phase Identification

The discharge phase was identified using a low frequency electric field
measuring system similar to that described by Fisher and Uman (ref. 1). Two
plate antennas and three separate recording channels were used to allow linear
sensing over the 80 dh dynamic range in electric field levels expected within
a 20 km radius of the site.

VHF Source Locaticn

The VHF source location system was similar in concept to the Lightning
Detection and Ranging (LDAR) system (ref. 2) with modifications as described
by Rustan(ref. 3). The system used provides continuous source location data
based on differences in times of arrival (DTOA) of the lightning pulses at
widely separated stations. The system consisted of three recording stations
and a central site positioned in a Y configuration on a 20 km radius. Two
backup recording stations were placed on the same radius to provide redundant
data. Antennas at each site consisted of four foided dipoles oriented to
provide circularly polarized omnidirectional response. The antenna outputs
were passed through a 6 MHz bandpass filter centered at 63 MHz. An envelope
detector and a logarithmic amplifier were used to effectively compress fre-
quency and dynamic range of the signal to within limits of the recorder. A
complete description of the time domain relationship between the antenna out-
put and the recorded signal has been published by Rustan (ref. 3).

The processed VHF signals received at each site were recorded on separate
modified video recorders (in contrast to the LDAR system which re-transmits the
signals to a central site). The recorders were tuned to a commercial broadcast
station (Channel 11) and a normal video recording was made except that the
luminance portion of the composite video signal was replaced with the VHF signal
and the audio portion of the signal was replaced with a demodulated IRIG B time
code transmitted from the test aircraft (see fig. 1). The recording system was
designed to operate automatically when the transmitted IRIG B carrier was
detected for a period of 10 seconds.

The Timing System

To provide the required source location accuracy of ± 250 m, the data from
each video recorder must be time correlated with a relative error no greater
than ± 0.1 ps. This was achieved using the transmitted IRIG B aE a coarse
absolute time reference (common to all airborne and ground-based data) in com-
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bination with the vertical and horizontal sync pulses detected and recorded
from the composite video signal. The vertical sync pulse (VSP) occurs every
16.66 ms and was used to identify the beginning of one 'frame' of data from
one of the two rotating video record heads. The fine time resolution within
a given frame was derived from the chroma reference signal (CRS). The CRS is
a 3.58 MHz signal recorded from the composite video signal by separating and

heterodyning to 629 kHz. The phase of the CRS is advanced 90 degrees by the
occurrence of the broadcast horizontal sync pulse every 65.1 us. By passing
the CRS through a band-reject filter centered at 629 kHz, the periodic phase
shift is seen on playback as a sharp spike occurring nominally every 65.1 Ps.
This signal was also used to correct the VHF signal for minor fluctuations in
headwheel and capstan speed inherent in the recorders. Figure 2 illustrates
the various timing pulses reproduced or derived from the data. Data from the
VHF stations were digitized and time correlated using the signals described.
VHF source locations were then calculated for selected short intervals corres-
ponding to the airborne recordings using the waveform correlation techniques
developed by Rustan (ref. 3).

AIRCRAFT DESCRIPTION

Sensors

The test aircraft was fitted with two single axis sensors to detect free
field radiation and a sensor on each wing to detect induced skin currents.
The sensors were placed as shown in figure 3. The free field sensors were
placed on the symmetry axis of the aircraft (forward upper fuselage) to reduce
coupling from symmetric resonances on the aircraft skin. All sensors were
designed to have a usable bandwidth of at least 20 MHz.

The vertical component of the incident electric field E(t) was sensed by
a parallel plate dipole (PPD) patterned after a design by C. Baum (ref. 4).
The sensor consisted of a pair of 0.2 m diameter concentric plates mounted on
opposite sides of a common ground plane. Each plate was loaded with an 80 ohm
resistive rod in series with a 50 ohm cable matching resistance which served
as the signal pickoff point. This configuration resulted in a balanced 100
ohm differential output. The sensor assembly was elevated 0.25 m from the
fuselage surface and enclosed in a protective fiberglass fairing. Equivalent
height of the sensor (h ) was calculated to be 0.101 m. Sensor capacitance
(C) as derived from refe ence 4 was 7.1 pF. The equivalent circuit of the
sensor is shown in figure 4.

The C parameter in figure 4 represents the total stray and distributed
capacitance which was found from measurement to be 1.5 pF. From figure 4,
the output voltage of the sensor can be written as:

v o (s) = -RLCheqSE(s) (1)

where s is the Laplace transform variable, is the load resistance, C is the

sensor capacitance, and heq is the equivalen height of the sensor. Equation
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I.

1 is valid provided that:

<< 1fand f < 1 (2)

2Cs max max 2TrC(R+RL9

where fmax is the upper frequency of interest. With the values given, these
conditions are satisfied for f < 20 MHz. Within this frequency range, the
sensor responds to the time rate of change of the electric field with a sensi-
tivity constant KE given by:

K = RCh 7.17 x 10-1 v-s-m
E eq v (3)

Since the effects of the sensor mounts and enclosure were not easily cal-
culated, the entire apparatus was tested in a 50 ohm parallel plate trans-
mission line to derive KE. A continuous wave (CW) test was performed using a
sinusoidal signal ranging in frequency from 0.1 to 15 MHz as input to the
transmission line. KE was then calculated from the following time domain
equivalent of equation 1:

dE _ dE
v(t) = -RCh -K E  

(4)
0 L eq dt E dt(4

For sinusoidal excitation in the derivative band of the sensor, equation 4 can
be written as:

Vot -KE w A sin (WO (5)

where A is the peak amplitude of the input sinusoid and w is the radian fre-
quency. When peak readings are taken, equation 5 can be rewritten as:

IKEl = vo(t) (6)(6)_

KE was found to be 4.32 x 10-11 V-s-m/V from the CW test, and this was the
value used in the data analysis.

The incident magnetic field sensor consisted of a one conductor multi-turn
loop patterned after a design by C. Baum (ref. 5). The sensor was a split
copper cylinder, 0.635 m in diameter, wrapped with triaxial cable to yield an
effective 4 turn loop with an equivalent area Aeq of 0.051 m2 . Sensor induc-
tance of 0.71 pH was found from tables developed by C. Baum (ref. 5). From the
equivalent circuit shown in figure 5, the sensor output voltage in the complex
frequency domain is given by:

Vo(s) =Aeq s B(s) (7)
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provided that:

RL >> Rs  and fmax < R L  (8)
2TrL

For the values give- the self-integrating frequency of the sensor (RL/27rL) is
marginally greater titdn the 20 MHz limit of interest. The sensitivity con-
stant for the sensor is simply:

KB = Aeq c 0.051 V-s/T (9)

This constant was verified to within ± 5% in the parallel plate transmission
line, using the CW test technique described earlier.

The two skin current sensors each consisted of a shielded, two turn
rectangular half loop (0.027 m high, 0.305 m long) mounted directly on a remov-
able aircraft skin panel. Sensor output was taken from the underside of the
panel into a short 100 ohm twinaxial cable. From the loop dimensions, the
sensor's equivalent area was calculated to be 0.0165 m2 . The approxiamte loop
inductance was calculated to be 2.7 PH from (ref. 7):

L =n 2 P(b+d) [og1 bd 1 + 0.0 1 aIb+d)j . (10)

where n is the number of loop turns, b and d are the rectangle dimensions, a
is the shield radius and po is the free space permeability.

From Ampere's law and Faraday's law of induction, the induced loop volt-
age at the sensor output vi(t) is related to the time derivative of the surface
current density Js on the panel by:

vi(t) = -poAeqJs (11)

where the assumption is made that negligible flux penetrates the underside of
the panel.

The sensor equivalent circuit is identical to the magnetic field circuit
in figure 5 with the voltage vi(t) given by equation 11. The Laplace transfer
function for the sensor (assuming rs << RL) is given by:

iv(s) = -KjJis) + _R/ L (12)
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where:

Kj p A RLKj = Ao Aeq - 0.723 A/m-V
L '1?)

The condition (fmax << RL/27L) from equation 8 is not met as was the .
with the magnetic field sensor, hence the 's + RL/L' term must be retained in
equation 12. The resulting time domain relation between the sensor output and
the surface current density is therefore:

Js = [V(t) + RL V (t)dt (14)

Using this relation, the Kj parameter was verified within ± 5% from a CW test
similar to the one already described for the electric field sensor.

The transient response characteristics of the sensors were verified in the
50 ohm parallel plate transmission line using a 13.5 V, 12 ns rise step as the
input. Figure 6 shows the step input and the corresponding response of each of
the sensors. The frequency response plots shown in figure 6 were derived by
computing the log magnitude of the Fourier transform of the derivative of each
sensor output (a valid technique as long as the excitation function is a good
step approximation; i.e. tr < 15 ns for 20 MHz).

Recording Equipment

Each sensor output was routed via a short twinaxial cable to a shielded,
battery-operated fiber optic link which in turn was connected to parallel digi-
tal and analog recording systems. The digital recording system consisted of
four Biomation 8100 digital transient recorders which provided threshold trigger-
ed records (2048 samples, 10 ns sample interval) of each sensor output. The
digital records, together with the acquisition time and aircraft position, were
stored on flexible disk. The analog recording system was a multi-channel analog
recorder with a bandwidth of 400 Hz to 150 kHz. The continuous analog record
was required to identify the particular event in the discharge process which
triggered the digital system.

The instrumentation was protected from internal transients and power supply
surges through the use of metal enclosures, solid-state transient suppressors
and power supply isolation filters. A block diagram of the instrumentation is
shown in figure 7.

Timing

The time reference for the entire recording system was taken from the TRIG

B time code generated on-board the aircraft. The time code was also transmitted
to the various ground sites to permit time correlation between the air and
ground data. Resolution of the TRIG B time code, typically limited to ± 0.5 ms
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will be improved to 1 0 ps using correlation techniques on the code waveform
after correction for propagation delays.

PROCEDURE

Prior to each flight, functional tests were performed with small loop and
dipole antennas driven by a signal generator to insure integrity of the sensor,
optic system, and recorders. Sensor outputs were stored and compared daily for
any significant variation in signal amplitude or response characteristics.
Every two weeks, sensor cabling was disconnected and a signal injected directly
into the fiber optic transmitter to insure that the cable insertion losses re-
mained approximately constant. Analog tapes were stripped and degaussed before
each flight.

Flights were typically two hours in duration and were taken in the early
afternoon when storm activity was verified over the ground site. The aircraft
was flown in a 40 km clockwise rectangular pattern around the central site at
a nominal altitude of 4 km. The aircraft was restricted from penetrations into
developed storm cells although many flights were taken into heavy precipitation
areas surrounding the cell area.

Data from the digital system were stored only when a return stroke was
visually verified by one of the aircraft observers or when a direct strike
appeared to have occurred. When a nearby strike was observed, the approximate
range and azimuth were noted for later verification of position data.

RESULTS

Data were obtained from 7 flights in the immediate vicinity of the ground
station during the period from 17 August to 28 September 1979. Data from 43
visually verified cloud-ground return strokes were recorded on the airborne
analog/digital system and on the VHF source location system. Data from the low
frequency electric field antenna site were not usable this year due to operation
difficulties. It is anticipated that phase identification can still be accomp-
lished from the low frequency airborne data. Data were also recorded on two
separate events believed to have occurred immediately prior to direct aircraft
strikes. The direct strike assumption was verified by pilot report and attach-
ment evidence on the aircraft radome. At this time however, the actual phase
of the discharge which was recorded is not known. To date, the only data
analyzed in detail are the high frequency airborne recordings. The following
results are therefore presented without benefit of phase identification or
accurate source location.

The high frequency recordings were grouped into three general categories:
first return stroke, subsequent return strokes, and unidentified. The last
category arises from the substantial number of waveform which were of the same
approximate peak amplitude as the return stroke data but were isolated and
impulse-like with total duration times on the order of 100-200 ns and were

devoid of any of the classic return stroke waveshape characteristics.
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First And Subsequent Stroke Characteristics

The return stroke waveforms were classified as first or subsequent based
on the characteristics discussed by Weidman and Krider (ref. 8). Figure 8
shows typical first and subsequent return stroke electric field waveforms
taken from the data. The first stroke is characterized by a slowly rising
(I to 3 ,s) concave front (F in fig. 8a) sometimes followed by an abrupt fast
transition to peak portion (R in fig. 8a) lasting on the ord,:r of 100-700 ns.
Subsequent strokes are further characterized by the absence of a slow front
portion and the relatively smooth and structureless subsidiary peaks (a,b,c in
fig. 8b) compared to those of the first strokes.

Front And Fast Transition Times

The 10-907 rise time was calculated for the fast transition portion (R)
of the first stroke waveforms. Average R for 22 waveforms was 390 ns. For

comparison, the average front plus fast transition time (F+R) was found to be
2.2 gs. Relative distributions of the two rise times are shown in figure 9.
Based on the criteria described earlier, four electric field waveforms were

classified as subsequent strokes. Average 10-90Z fast transition time for
these strokes was 550 ns. The peak electric and magnetic field levels record-
ed ranged from 13 to 146 V/m and 0.017 to 0.145 A/m respectively, indicating

an approximate distance from the aircraft of 5 to 50 km (ref 9).

The average fast transition time quoted for both first and subsequent

return strokes are approximately two times slower than those reported by
Weidman and Krider (ref. 8). The discrepancy is probably due to several
factors. First, the 50 ns resolution claimed for direct interpretation of
oscilloscope photographs may be in error since this translates to a horizontal
axis distance of only 0.25 mm assuming a 10 cm scope face and 20 s sweep.

The rise times in tais report were computer calculated from the digitized re-
cord and have a maximum resolution of two times the sample interval, or approx-
imately 20 ns on a 20 ps record. Second, the rise times in this report were
not corrected for the HF propagation losses over land which was not a factor
in Weidman and Krider's data since the propagation was over salt water. Third,

and probably most importantly, no standard method exists for defining the
beginning of the F and R waveform transition points.

Rise Time Calculation Procedure

In this paper, a consistent method was adopted in which the F and R points
were defined by the intersection point of two straight lines whose slopes were
given by the best fit straight line through two waveform segments chosen well
away from the waveform transition areas. Figure 10 illustrates the method
using a first stroke waveform where the F and R points'are marked by triangles
and the corresponding best fit lines are shown dashed. In the data presented,

the best fit lines were computer calculated using the method of least squares
but a graphic approximation would be adequate in most cases.
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Rise Times and Aperture Coupling

From a standpoint of developing a good model of the aircraft/lightning
interaction, at least during the direct attachment return stroke phase, the
importance of accurate radiation field rise times cannot be overemphasized.
As evidence of this, consider the above ground field equations developed by
Uman et al. (ref 10), which describes the time derivative of the magnetic
field dB(t)/dt at an altitude z, slant range R, and horizontal range r from
the idealized return stroke:

dB(t) = Pv(t) L r r i(Z,t-R/c) + Image Terms (15)
dt 47R ( i(Z,t-R/c) + cR tg

where v(t) is the vertical stroke velocity (assumed constant), c is the speed
of light and Z is the dipole height above the ground plane. The image term is
given by substituting the image slant range R, and image height -ZI for R and
Z respectively into the first term in equation 16. If r > 3(ZI + z), the
image term contribution is approximately equal to the source term, and the
Laplace transform of equation 15 (omitting the phase delay term due to the
retarded time) is: 2 rc [ r

I(s) is-- ) + ) (16)
Pov s + c/r

From equation 16, it is apparent that the return stroke current is approxi-
mately proportional to the radiation component of the magnetic field provided:

R > 3(Z1 + z) and fm. >> c/2rrrmin (17)

where fmin is the minimum frequency of interest.

Now consider further the aircraft involved in the return stroke phase of
a lightning. After entry and exit points have been established, the channel
discontinuities caused by the aircraft are small and the return stroke current
passes through the aircraft essentially unperterbed. The return stroke current
i(t) results in an average magnetic field tangential to a small aperture and an
electric field normal to the aperture given by:

h T(t) = i(t)/27'r and e (t) = (t)/ 0Tave n 0 (18)

where rave is the average equivalent radius of the principal conducting element
(i.e. wing, fuselage), p(t) is the time varying charge density, and Co is the
permittivity of air. As discussed by Cabayan (ref. 11), the fields interior to
the aperture are proportional to the exterior fields as follows:

N [R3 eN(t) '2 R N(t)]

e TMt 'XR2 h T(t) 1 hTt] (19)

h (t) h ' ]
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where the primed quantities refer to the interior fields and R is the distance
away from the aperture as shown in figure 11. Thus, the aperture coupled
fields on the aircraft are dependent not only on the stroke current but also
on its first and second deriva lyes, and the importance of accurate return
stroke rise time definition becomes evident. Of course, the rise time can only
be used to calculate an average derivative. To the extent that the return
stroke average derivative varies from its true instantaneous derivative, the
expected aperture coupled fields will be in error. Thus from a coupling stand-
point, the best rise time calculation is that which provides derivatives agree-
ing most closely with the instantaneous derivative.

Peak and Average Derivatives

A comparison was made between the peak instantaneous derivative (Dp)
taken from the unintegrated record and the average derivatives calculated from
the F+R intervals (DF+R) and the R interval only (DR) taken from the integrated
initial stroke record. From a 15 waveform sample, the following average
results were obtained:

D = 7.9 DF+R and 2.3 DR (20)

These averages agree well with the work of Weidman and Krider (ref. 8) who
estimated peak derivative values 3 to 10 times faster than those inferred by
straight line approximation. The distribution of Dp taken from 23 unintegrated
electric field records is shown in figure 12 where the values have been normal-
ized to 100 km. (ref. 12). Again, the average Dp of 20.3 V/m-pjs at 100 km are
in very close agreement with the estimates by Weidman and Krider (ref. 8). The
fast transition derivative DR is evidently a reasonable approximation to the
peak derivative while the DF+R derivative is definitely not suitable for accu-
rate estimation of the peak return stroke derivative.

Peak Retur, qtroke Derivatives

Given the average observation distance of 20 km and the short record
length of 20 jis, the conditions given in equation 17 were satisfied for the
data obtained, and the Dp values were used to infer peak return stroke current
derivatives from the time domain equivalent of equation 16:

di(t) _ 2rc [dE(t)1 (21)
dt vZ°  dt 1

0
where Zo is the free space impedance (377 ohms), and the quantity (i/ io x B(s))
has been replaced in equation 16 with the radiation field equivalent term
(I/Zo x E(s)). If the return stroke velocity v(t) is assumed constant at 1x10 8

m/s (Uman, ref. 10), the peak return stroke derivative inferred from equation
21 ranged from 30 to 150 kA/ps with an average value of 100 kA/pIs.

Unidentified Waveforms

As mentioned earlier, a substantial number of waveforms were recorded
which could not be identified as return stroke fields. Since the procedure was
adopted to save only those data resulting from visually verified discharges, it
must be assumed that these waveforms were associated with the return stroke
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process. From the isolated pulse-like nature of the data, one could further
assume the data are associated with the preliminary leader formation although
this assumption cannot presently be verified.

The pulse amplitudes were in the same range as those found in the return
stroke data (10-100 V/m) but were characterized by high frequency content and
pulse rise times ranging from 300 ns to 50 ns (or less). Figure 13 illustrates
a complete set of typical pulse waveforms taken from the free field and skin
current sensors. A more complete analysis of the skin currents and pulse data
will be made when phase and source location data are available.

CONCLUSIONS

The average front plus fast transition 10-90% rise time for 22 initial
strokes was found to be 2.2 ps. The average 10-90% rise time for the fast
transition portion only was 390 ns. The fast transition times were approx-
imately two times slower than those reported by Weidman and Krider. Peak re-
turn stroke current derivatives are important in simulating aperture coupled
fields on the aircraft. The peak electric field derivatives calculated from
the initial stroke fast transition time averaged 2.3 times lower than the peak
derivatives taken directly from the unintegrated sensor output. The electric
field peak derivatives averaged 20.3 V/m-ps when normalized to 100 km; a value
in good agreement with estimates of Weidman and Krider. The peak return stroke
derivatives inferred from the electric field derivatives, assuming an average
30 kA strike, ranged from 30 to 150 kA/ps with an average value of 100 kA/ps.

Unidentified pulses were recorded which had peak magnitudes of 10-100 V/m
and rise times ranging from 300 ns to 50 ns or less. The pulses are thought
to be associated with the return stroke leader process. The high frequency
characteristics of the pulses may present a significant coupling source to t.e

aircraft and should be investigated further.
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MAGNETIC TAPE LIGHTNING CURRENT DETECTORS

Keith E. Crouch
Lightning Technologies, Inc.

W. Jafferis
National Aeronautics & Space Administration

SUMMARY

Development and application tests of a low cost, passive,
peak lightning current detector (LCD) found it to provide
measurements with accuracies of ±5% to ±10% depending on the
readout method employed. The LCD, which was invented at the
National Aeronautics and Space Administration, John F. Kennedy
Space Center (NASA-KSC), uses magnetic audio recording tape to
sense the magnitude of the peak magnetic field around a conduc-
tor carrying lightning currents. The test results showed that
the length of audio tape erased was linearly related to the
peak simulated lightning currents in a round conductor.

Accuracies of ±10% were shown for measurements made using
a stopwatch readout technique to determine the amount of tape
erased by the lightning current. The stopwatch technique is a
simple, low cost means of obtaining LCD readouts and can be used
in the field to obtain immediate results. Where more accurate
data are desired, the tape is played and the outPut recorded on
a strip chart, oscilloscope, or some other means so that measure-
ments can be made on that recording. Conductor dimensions, tape
holder dimensions, and tape formulation must also be considered
to obtain a more accurate result. If the shape of the conductor
is other than circular (i.e. angle, channel, H-beam) an analysis
of the magnetic field is required to use an LCD, especially at
low current levels.

BACKGROUND

To design systems that can survive lightning strokes, a
knowledge of the magnitude of those lightning strokes must be
known. To quote from Lord Kelvin (1824-1907), "I often say that
when you can measure wiat you are speaking about, and express
it in numbers, you know sormething about it; . . ." (ref. 1) But
since lightning strikes occur at statistically governed times
and places, direct measurements by ordinary means are not capable
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of providing enough data to suitably describe the statistical
nature of lightning. This has long been recognized along with
the need for inexpensive recording devices with which to measure
lightning parameters such as the peak current amplitude (ref. 2).

The first such devices used were magnetic links which were
introduced in the early 1930's. -These devices are small packages
of magnetic steel positioned next to a conductor that carried
lightning currents (ref. 3). The magnetic field around the con-
ductor will magnetize the steel to an extent dependent on the
magnitude of the current. Comparing the magnetized link to labo-
ratory exposed links provides a method of determining the peak
current.

The data collected using these magnetic links provided a
large portion of the statistical base for present estimates of
the lightning peak current distributions.

Other, more sophisticated systems have and are presently
being installed to gather more data on lightning (ref. 4).

This paper summarizes work done to calibrate and develop
application techniques for a new, passive, peak lightning current
detector (LCD). The LCD developed by NASA-KSC was reported in
1976 (ref. 5) and patented in 1978 (ref. 6). The LCD consists of
a length of magnetic audio recording tape upon which a reference
continuous wave voltage signal has been recorded. When this tape
is placed in the magnetic field near a current carrying conductor,
that field will change the magnetic domains on the tape.

The magnetic intensity (H) of the field around a conductor
is proportional to radial distance (r) and current (i);

i
H- (1)

If the tape is positioned along the radial distance, then the
length of tape affected will indicate the current carried by the
conductor. The early work has shown that, not only does the
principle work, but provides reasonably accurate data at rela-
tively low initial costs.

An LCD is not field (current) direction sensitive, whereas a
magnetic link remains magnetized in the direction of the impressed
field. Two successive strokes of opposite polarity will leave a
magnetization level on the magnetic link which bears no relation-
ship to either peak. Since there is no way a current can recon-
struct the reference signal on the magnetic tape, it will always
indicate the highest peak current.

174



APPLICATION OF LCD'S

There are a variety of possible applications where the LCD
coul.d provide useful information concerning peak lightning cur-
rents in conductors. Data on lightning current magnitudes in
telephone cables, radio broadcast towers, power transmission
systems, oil well towers, etc., would be very useful in evalua-
ting the lightning protection designs for these systems.

Figure 1 shows a typical mounting for an LCD on a conductor.
Figure 2 is a photo of an LCD using a cassette tape installed for
calibration tests at Lightning Technologies, Inc. The magnetic
tapes are stored in the cassette holder with a portion pulled
down inside the tube on the tape carrier. The carrier is posi-
tioned so that the flat (width) of the tape is perpendicular to
the plane of the conductor. The LCD is shown secured to a con-
ductor by means of a plastic mount and plastic wire ties. Any
convenient method of mounting may be used, provided it holds the
tube in the desired lozation and orientation and contains no iron
parts that would affect the magnetic fields in the region of the
tape.

W hen an LCD is installed where more than one conductor is
present, magnetic fields from the other conductors will affect
the results. The effects can be minimized by mounting the LCD
so that other conductors are 25 feet or more away and orienting
the LCD so that is points out of or away from the other conduc-
tors. Measurements using LCDs with spacings less than 25 feet
between conductors will require sophisticated means of interpret-
ing the data since analysis of the magnetic fields will be neces-
sary in order to interpret the tape recordings.

Magnetic Tape Types

The magnetic tape utilized in an LCD depends somewhat on the
use and required accuracy. The calibration factors for different
manufacturers' tapes vary by up to ±10%. For many applications,
other factors (such as the readout method) will limit the overall
accuracy of the LCD and any convenient ferric oxide* tape can be
used. When a calibration factor averaged from all tapes tested
is used, the results should not be in error by more than ±10%.

* Chrome tapes, which are more resistant to change, would exhibit
smaller signal erasures for a given current level and, therefore,
were not evaluated for these applications.
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A more important consideration is the selection of reel-to-
reel tapes or cassette tapes. Both give the same technical re-
sult, but the difference lies in the readout method. The reel mag-
netic tape is cut, positioned down one side of the tape carrier
and back up the other side, and attached at the top. After ex-
posure, it must be removed and spliced to pieces of reference
tape of sufficient length to allow it to be played.

A cassette tape will have the cassette mounted in the top of
the tape holder with a portion of the tape pulled down into the
tube by the tape carrier. After exposure, the tape is wound back
into the cassette, and if desired, notes concerning the exposure
could be recorded on the tape (date, time, etc.). The cassette
can then be advanced and exposures made so that the entire history
of the site can be kept on one cassette. Also, since splices are
not needed, the cassette can be played on a battery operated
player in the field and the peak current estimates made without
going to a laboratory.

Since the reel tapes must be respliced on leader tapes for
playback, an external means is needed to insure that a strike has
occurred before going through the effort of reading the tape.
Checking a cassette tape by playing it in the field eliminates
the need for the external indicator.

If a cassette is selected, a quality cassette, such as those
manufactured by Maxell (ref. 7) is suggested, since the cassette
shell is an integral part of the tape transport system. The tape
to head contact pressure is controlled by the pressure pad which
is also part of the cassette shell. Also, a shell fastened to-
gether with screws rather than glued is preferred since, in case
of damage, the tape can be salvaged or repairs made. Tape length
should be 60 minutes total or less to avoid working with the very
thin tapes used for long playing cassettes (ref. 8).

Reference Signal Recording

The LCD technique depends on being able to detect the length
of tape upon which a reference signal has been erased. A typical
erasure is shown in figure 3. This sketch illustrates the output
of a tape player as it would appear when displayed by an oscillo-
scope or high frequency strip chart recorder (Visicorder).

From figure 3, it can be seen that the erased portion goes
radually from full reference signal to no signal. The reference
signal level must, therefore, be very uniform or consistent to
.-rct where an erasure begins. If for example, the reference
4r. to randomly vary by 20%, then the detection of where an
iirc began would be almost impossible. For consistent LCD

the reference signal level, when played back, should not
-,,rt than +5%.



Theoretically, any reference signal level and frequency can
be used. However, as a practical matter, if the level is too low,
noise will be a problem, and if it is too high, the recorder/
player will saturate and/or limit the output. Therefore, the
level should be set at a mid-range value, usually specified in the
recorder manufacturer's instructions. Most tape recorder/players
have the best frequency response in the 100 Hz to 4000 Hz range
and so the reference signal frequency selected should fall in this
range. For the cassette tests conducted here, 400 Hz, which is
close to the musical note Middle C (440 Hz), was selected.

Tape Readback Method

Once a magnetic tape has been exposed to a lightning current
magnetic field, a portion of the tape will have been erased.
Actually, exposure to the magnetic field magnetizes all the do-
mains on the tape into saturation in the same direction - a DC
condition - and the tape player needs a varying magnetic domain I,
pattern - an AC condition - for it to respond. At greater dis-
tances and/or lower magnetic intensities, the number of disturbed
domains decreases and the original reference signal becomes
dominant again.

Measuring the length of tape on which the reference signal
is erased requires playing the tape on a player. The speed at
which the player operates is quite important and should be known
to an accuracy at least greater than the desired measurement
error. A length of prerecorded tape can be marked at intervals
of 1.5 m and the time between marks measured while the player is
operated. A simple marking system consists of placing small
length (0.3 cm) of splicing tape over the oxide on the magnetic
tape. Care must be taken to insure that the splicing tape ad-
hesive does not cause the magnetic tapes to stick in the cassette.
Timed tapes are also commercially available. Battery operated
players especially must be checked for speed quite often as they
tend to slow down as the batteries wear out.

A relatively simple method for determining the length of
erased tape is to measure the time that the reference signal is
absent with a stopwatch. Since the human ear responds to loga-
rithmic changes in sound, a VU meter in parallel with a speaker
makes the change visually detectable as well as audible. Such a
system is shown pictorially and schematically in figure 4.

The volume on the player is adjusted so that the VU meter
reads 100% (0 dB) during the reference signal. When the exposed
portion of the tape passes, the meter will dip and the time be-
tween the 80% points can be measured with a stopwatch. Calibra-
tion tests using this method indicate that an accuracy of ±10% is
possible when measurements are made using this method.
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Low peak currents (less than 7 kA) are hard to measure with
this technique because the erasure times (0.1 to 0.5 seconds)
approach a person's reaction time, making large errors (100%)
quite possible.

More accurate measurements of the erasure time can be made
if the output of the tape player is displayed and recorded on an
oscilloscope or a strip chart recorder. However, the writing
speed of the strip recorder or oscilloscope must be known as
accurately as the player speed. The time, or length of tape
erased, can then be determined by measurements on the strip chart
or oscillogram. Assuming that the player and recorder speeds are
known to sufficient accuracy, measurements made with such systems
are accurate to within ±5%.

Magnetic Tape Holder Effects

In the discussions thus far, the total length of magnetic
tape erased has been measured. This represents the distance from
where the erasure starts to the bottom of the LCD and back to
where the erasure ends on the back side of the tape carrier. So
the tape on the backside of the tape carrier is really in parallel
with that on the front side and both are erased simultaneously
during exposure. The tape erasure distance is 1/2 of the distance
from where the erasure starts to where it stops. Positioning the
tape in this manner eliminates the need for determining where the
tape reaches the bottom of the LCD. If the tape was only placed
on one side of the tape holder, it would have to be spliced at the
bottom end and data could be lost during the process.

From equation 1 (11 = i/2rr), it can be seen that for a given
current, H is inversely proportional to radial distance, r; but r
is measured from the center of the conductor. So the thickness
of the holder bottom plate and 1/2 of the diameter of the conduc-
tor must be added to 1/2 the length of tape erased in order to
compare tapes exposed in different holders and/or on different
diameter conductors.

The length of erased tape measured also includes the thick-
ness of the tape carrier. If the tape carrier was infinitely
thin, the magnetic tape would fold directly back on itself and no
extra tape would be involved, but since it is not, extra tape is
required. Even though these dimensions will be small in a well
designed holder, they can cause errors at low current levels be-
cause the length of the erased tape is short. The effects of the
tape holder can be designed out if the tape carrier thickness is
made twice the end cap thickness.
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Other, less obvious errors can be introduced at low levels
if the magnetic tape is not centered over the conductor. These
errors will generally be small but questions can be eliminated if
guides are provided on the tape carrier and the LCD to insure
that the tape is centered over the conductor.

Magnetic Tape Calibration Factors

For many years, peak current accuracies of 5% to 10% will be
sufficient and they should use ferric oxide cassette tapes and
stopwatch readouts due to the simple procedures involved. It
would still be advisable to measure the tape player speed since
many inexpensive players, and especially battery operated players
will vary more than ±10% from the standard 4.76 centimeters per
second (1 7/8 in/s). Also, currents of less than 4 kA cannot be
measured accurately by this method and the conductor should not
exceed 1.3 cm (1/2 in) diameter.

When the stopwatch times are measured between 80% of refer-
ence signal points and the above conditions are met, the magnetic
tape calibration is:

4.3 kA/s

If the player is operated at speeds other than standard, the fac-
tor must be adjusted accordingly.

For those investigators desiring a more precise measurement,
the erasure should be measured by recording the output of the
player on an oscilloscope or a strip chart recorder. Again,
player and recorder speeds must be known to accuracies better than
the desired results. Also, attention must be given to holder and
conductor dimensions. The tape formulation also begins to play a
part in the readout.

Since the holder and conductor dimensions as well as player
and recorder speeds will have to be considered in the measure-
ments, the calibration factors are listed as a function of erased
tape length for various measurement points (50%, 80%, and 90%)
and manufacturers. The calibration factors are:

50% 80% 90%

Reel Tapes - Group 1* 2.51 kA/cm 1.95 kA/cm 1.75 kA/cm

Reel Tapes - Group 2* 1.40 kA/cm

Cassette - Group 1* 2.53 kA/cm 1.88 kA/cm

Cassette - Group 2* 2.53 kA/cm 1.78 kA/cm

* Group 1 tapes manufactured by Ampex & Maxell; Group 2 tapes
manufactured by Scotch and BASF.
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The total length of tape erased is determined by multiplying
the measurement (strip chart or oscillogram) by the appropriate
player and recorder speeds. This length must then be divided by
two to account for the tape being folded. Then the distance from
the bottom of the tape to the center of the conductor (holder
bottom cap thickness + 1/2 conductor diameter) minus 1/2 of the
tape carrier thickness, must be added to the length. When multi-
plied by the appropriate above calibration factor, the peak cur-
rent measured is then determined.
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Figure 1.- Typical LCD mounted on a conductor.

Figure 2.- LCD installed for test at Lightning Technologies, Inc.
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A STUDY OF THE COMPARATIVE PERFORMANCE OF

SIX LIGHTNING WARNING SYSTEMS*

Richard L. Johnson and Donald E. Janota
Southwest Research Institute

J. Edmund Hay
Pittsburgh Research Center of USBM

SUMMARY

An analysis of mining explosive accident reports indicate a need for
clear and ample warning of approaching electrical storms to reduce
injuries/fatalities due to lightning induced premature detonation. During the
Spring and Summer of 1979, six lightning warning devices were comparatively
evaluated at three test sites. The devices tested were: (1) Flash counter,
(2) Corona point, (3) Radioactive probe, (4) Field mill, (5) azimuth/range
locator, and (6) Triangulation locator. The test sites were chosen to provide
system evaluation under varied thunderstorm conditions. The devices were
tested at San Antonio, Texas, Kennedy Space Center, Florida and Langmuir
Laboratory, New Mexico. Comparative performance is reviewed in terms of alarm
reliability, false alarm and failure to alarm probabilities. Improved
lightning warning system requirements and methods of relating warning criteria
to explosive hazard are discussed.

INTRODUCTION

The objective of this study is to evaluate the adequacy of electrical

storm warning systems and to recommend improvements if necessary. Mine safety
standards specify that "when electric detonators are used, charging (of
blastholes) shall be suspended...and men withdrawn to a safe location upon the
approach of an electrical storm." These federal health and safety standards
apply to metal and nonmetal open pit and underground mines, sand, gravel, and
crushed-stone operations, surface coal mines, and surface work areas of
underground coal mines.

The intent of the safety regulation is clear. Evacuation reduces
injuries associated with lightning-induced premature explosions, providing
that there is clear and ample warning of approaching lightning storms. Mine
accident records indicate a distinct need for improvements in early detection
of approaching electrical storms in order to allow sufficient time for workers
to withdraw to a safe location. For example, in 1977 there were three
fatalities within a month due to two separate accidents: one at a strip mine
in Tioga County, Pennsylvania, and two near Van Lear, Kentucky.

*The work described in this paper was supported by the U.S. Bureau of Mines

under Contract J0387207.
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The Bureau of Mines has sponsored the acquisition and dissemination of
information on the characteristics and adequacy of devices and systems
designed to give warning of atmospheric electrical activity. It is also
within the scope of Bureau of Mines concerns to develop improvements in such
devices and systems if necessary. Under the purview of this study, Southwest
Research Institute (SwRI) has evaluated six conceptually distinct lightning
warning devices in side-by-side tests at three sites. These tests provide
directly comparable results under thunderstorm conditions initiated by the
three major sources of thunderstorm activity, viz, movement of frontal air
masses, convection due to localized surface heating, and unstable air masses
due to mountainous terrain (orographic) effects.

A review of previous work in the comparative evaluation of lightning
warning systems reveals that a side-by-side study was conducted by the USAF

Air Weather Service at Cape Canaveral AFS during the period April-September

1970. Five devices were evaluated in this effort. A prototype device
developed by the Air Force Geophysical Laboratory was determined to best
satisfy USAF requirements (ref. 1). No copy of the test plan nor details of
the results has been located. Of the devices tested, two are currently being
manufactured commercially.

A comprehensive theoretical review was done by Cianos and Pierce (ref. 2,
ref. 3), using an existing statistical data base of thunderstorm and lightning
parameters available in the literature. This effort addressed the general
problem of lightning warning. Conclusions and recommendations were made based
on the theoretical or projected performance of the systems analyzed.

In other studies, the performance of single sensor types has been
evaluated. These include an evaluation of a radioactive probe by Buset and
Price (ref. 4), a field mill by the USAF Air Weather Service (ref. 5), an
azimuth/range locator by Schneider and Mangold (ref. 6), and a triangulation
location system by Vance (ref. 7).

This paper summarizes the results of all known types of lightning warning
systems which are commercially available. The results of this effort are
directed toward providing a cost effective solution for timely warning of
atmospheric electrical activity appropriate to the general mining industry
requirement.

EXPERIMENTAL DESIGN

Blasting area vulnerability to lightning is based on two primary
conditions. (1) Thunderstorms move into the blasting area, e.g. due to
weather front or convective cell movement, (2) a thunderstorm builds up in
place over the site. In the first case electromagnetic emanations from the
cloud and the lightning discharge can be used be detect storm approach. In
the second case, the first sign of danger may be a lightning strike occurring
without warning. On relatively clear days thunderstorm activity can be
directly observed. However, under overcast conditions, thunderstorms may
occur within the area without being detected until cloud-to-ground lightning
events are i.nitiated.

188



Thus, effective lightning warning requires (1) capability to detect
storms at a distance resulting in alarm, for example, 30 minutes prior to
dangerous approach and (2) capability to detect static buildup in the
immediate vicinity of the site. The comparative evaluation of lightning
warning systems requires that both capabilities be evaluated in terms of (1)
false alarm and failure to alarm rates, and (2) alarm reliability in terms of
dangerous electrical energy dissipation in explosive detonators.

To achieve these test goals, the comparative evaluation test was
implemented as follows: (1) a survey of all known methods of lightning warning
was performed and representative devices were acquired for test, (2) an

optical lightning location system was developed to provide proximity data on
cloud-to-ground strikes, (3) a detonator simulation circuit was developed
which simulates both bridgewire and bridgewire-to-case arcover detonation, and
(4) selection of three test sites representative of the prevalent thunderstorm
generating conditions. At each site a perimeter of 18 km about the array of
sensors was established within which warning indications as thunderstorms
approached was monitored. Assuming a mean storm movement of nominally 36
km/hr, this provided a 30 minute warning capability.

Data from the study is analyzed based upon (1) alarm indications from the
candidate electrical warning systems, (2) meteorological data from weather
radar facsimile, the NWS (16 mm film archive at Asheville, North Carolina),
eyewitness observations by the site operating personnel, and lightning flash
locations from the photographic sensors. Criteria used for comparative
analysis of system performance include alarm reliability, failure-to-alarm
rate, and false-alarm rate of the warning systems determined from observed
electrical activity and the two detonator simulation records.

LIGHTNINTG WARNING SYSTEMS

Flash Counter

A lightning flash counter senses the atmospheric radio emission from a
lightning discharge (sferic) and indicates the received sferic (flash) rate.
The higher the rate, the more intense and/or nearer the proximity of the
storm.

A review of the development of lightning flash counters and their utility
as warning devices is given by Chalmers (ref. 8). Comparative performance
data of the Pierce-Golde, modified Prentice, and a Czechoslovakian flash
counter is given by Anderson (ref. 10). The use of a flash counter as a
lightning warning detice has been advocated frequently, but its primary
utility has been in the acquisition of thunderstorm electrical statistics such
as ratio of cloud-to-ground versus intracloud discharges, or number of strikes
as a function of storm duration, etc.
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Corona Point

A summary discussion of the corona point principle is given by Latham and
Stromberg (ref. 11). The corona point device is perhaps conceptually the
simplest of the lightning warning systems. In paraphrase of Cianos and Pierce
(ref. 2), if a sharp point is raised to a height h above a ground plane, the

corona current i in the presence of an electrostatic field E and wind speed w

is given by:

i = ah(E-Eo ) (w
2 + c2 E2h 2 )i/2 . (1)

where a and c are constants and

E0 = threshold field to initiate corona \ I kv/m.

If the wind velocity is zero, equation (1) becomes

i = ah(E-Eo ) (cEh).

For small field values, E<E0, the corona current is essentially constant.
Under the conditions of thunderstorm activity, the wind velocity term is such

that w>cEh and equation (1) reduces to

i = ah(E-Eo)w

Warning levels of corona current should allow for enhanced current due to high

wind speeds.

Radioactive Probe

A description of the radioactive probe device is given by McCready (ref.
12). Also summaries can be found in Cianos and Pierce (ref. 2) and Chalmers
(ref. 8). In principle, the radioactive probe measures the electrostatic
field in the presence of ionizing particle emission. The probe is connected

to a conductor. The emitted particles ionize a small volume of air about the
probe which brings the potential of the conductor to that of the atmospheric
gradient. Potential is estimated by measuring the current through the
conductor and using a knowledge of the coupling resistance of the probe to the
surrounding air. Commonly used radioactive sources are polonium and tritium.

Field Mill

Field mill devices are described by Uman (ref. 13), Israel (ref. 14), and
Chalmers (ref. 8). In paraphrase of Chalmers summary, the field mill device

consists of a fixed test plate with a circularly disposed array of conducting
surfaces on the fixed plate. By rotating the upper plate, the conducting
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elements are alternately exposed to and shielded from the electric field lines
between the earth and atmosphere. The upper rotating plate is generally

grounded to earth and the conducting elements, which become charged during the

exposure cycle and are discharged during the shielding cycle through a

resistor-capacitor network. The resulting sinusoidal signal is rectified and

measured. The amplitude of the sinusoidal signal is proportional to the
charge deposited upon the conducting surfaces and thus proportional to the
electric field strength.

Azimuth/Range Locator

Description of an azimuth/range location system are given by Harth and
Pelz (ref. 15), Sao and Jindoh (ref. 16) and Ryan and Spitzer (ref. 17). The
technique described here is a paraphrase of that proposed by Ryan and Spitzer
(ref. 17). The sensor is a conventional crossed loop direction finder with a
monopole sense antenna as developed by Watson-Watt and Herd (ref. 13). The
receiver is broad band tuned with a center frequency of 50 kHz.

The crossed loops are also quaarature summed to form a composite signal
which is compared to a threshold level. Provided the signal exceeds the

threshold value, the analog signals from each crossed loop are integrated for
a period of 500 microseconds. The integrated signals are then effectively
divided by the square of the composite signal, in what is termed a "foldback
method," so that the "folded back" signal is smaller in magnitude for a larger
received signal and larger in magnitude for a smaller received signal. This
signal, then, results in a range estimate which coupled with the directional
data, produces a dot on a CRT screen. The points of electrical activity
resemble the polar trace of a weather radar CRT.

Triangulation Locator

A review of lightning triangulation location techniques is given by
horner (ref. 19). Recent techniques are reported by Oetzel and Pierce (ref.
20), Cianos, et. al. (ref. 21), Krider and Noggle (ref. 22), Krider, et. al.
(ref. 23) and Herman, et. al. (ref. 24). Other techniques reported which have
been used are by Lennon (ref. 25), Taylor (ref. 26) and Warwick (ref. 27).
The system described herein is a paraphrase of Krider, et. al. (ref. 28).

The direction finding technique described in the previous section, using
a crossed loop sensor, exhibits significant directional errors when the
magnetic field has an appreciable horizontal component. To overcome this

problem, a system has been developed to: (1) discriminate between intercloud

and cloud-to-ground discharges, and (2) to gate the direction finder on the

initial portion of the cloud-to-ground strike which emits a predominately
vertically polarized magnetic field, typically occurring during the first 100

meters of the return stroke channel.
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The system consists of two remote DF stations which transmit data to a
centralized facility. The function of the central sitv is to determine a
point of intersection of the directional data reported by each remote site.

Two sensors are located at each remote site, a crossed loop antenna and a flat
plate antenna. The flat plate antenna is used as a sense element to resolve

the 180 degree ambiguity of the crossed loop. The system is designed to
operate only upon negative cloud-to-ground discharge. If this criterion is

met, an angle of arrival is computed. Essentially the cloud-to-ground test is
based on two criteria: (1) time to initial peak, typically less than 5 to 10
microseconds, and (2) decay time, approximately 40 microseconds. If these
conditions are satisfied, the initial peak value is used to determine the
angle of arrival. The 180 degree ambiguity is resolved by the E field flat
plate sensor which indicates a positive field change for negative ground

discharges and vice versa for positive ground discharges.

Also located at the remote site is a digital processor which computes the

angle of arrival of each stroke in the flash, tests the results for agreement,
and averages the computations. The digital processor then transmits the
result to the central site over a 200-baud land line pair of wires.

At the central facility, the location of the lightning strike is computed
from the intersection of the two respective bearings reported by the remote
sites. The positional data are output to teletype giving time, northing,

easting, number of strokes in the flash and relative signal strength at each
of the two sites. Also the position is presented graphically on an X-Y
plotter.

SwRI TEST SITE

SwRI is located on the western city limits of San Antonio, Texas. The

city is situated in the south-central portion of Texas. Precipitation from
April through September usually occurs with thunderstorms, fairly large
rainfall amounts occurring in short periods of time. Hail of damaging
intensity seldom occurs but light hail is frequent in connection with
springtime thunderstorms. During the evaluation period, 1 April - 15 May
1979, 10 thunderstorm events were monitored over a cumulative period of 36
hours. All storms were frontal type thunderstorms, initiated by the movement
of large air masses.

The field deployment of the lightning warning sensors at SwRI is shown in
Figures 1 and 2. The mobile laboratory is a 25-ft trailer. Mounted atop the

trailer are wind speed and wind direction sensors. An interior view of the
mobile laboratory is shown in Figure 3.

KENNEDY SPACE CENTER TEST SITE

The Kennedy Space Center (KSC) complex is located on the Atlantic Ocean,

with the Banana and Indian Rivers running through the complex. Terrain in the
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area is flat, soil is mostly sandy, and elevations in the area range from 5 to

30 m above sea level. The "rainy season" from June through mid-October
produces 60 percent of the annual rainfall. The major portion of the summer
rainfall occurs in the form of local convective thundershowers. These showers
are occasionally heavy and produce as much as 5 to 8 cm of rain. During the
test period at KSC, 1 June - 15 July 1979, 22 thunderstoorm events were
monitored over a cumulative period of 43 hours. The triggering mechanisms for
these storms were: (1) movement of frontal air masses, (2) localized
convection due to surface heating, and (3) nearby passage of a tropical
depression.

A map of KSC is shown in Figure 4 showing the deployment of the mobile
laboratory, the three optical locator sites and two direction finding sites
used for the triangulation location system.

LANGMUIR LABORATORY TEST SITE

The Irving Langmuir Laboratory for Atmospheric Research provides a base
for the study of cloud processes that produce lightning, hail, and rain. The
laboratory is located 3.2 km feet above sea level near South Baldy Peak in the
Magdalena Mountains of the Cibola National Forest. It is approximately 31 km
southwest of Socorro, New Mexico. Solar heating on the mountains of this area

causes localized updrafts each day so that convective clouds form over these
elevated regions. When the winds are gentle, these clouds often go through
their entire life cycle--from the first condensation to full development--and
then dissipate over the mountains where they first formed.

During the test period at Socorro, 21 July - 20 August 1979, 16
thunderstorm events were monitored. The cumulative time of observation was 37
hours. While a thunderstorm was itL progress on 7 August 1979, lightning
struck the corona point device and severely damaged the electronics.
Concurrent with the strike, a transient on the AC power line resulted in a
failure of the power supply in the field mill electronics.

A map of New Mexico is shown in Figure 5 showing the deployment of the
mobile laboratory near South Baldy Peak. The triangulation location system
remote electronics were installed at Socorro and Magdalena, New Mexico, with
the central facility at the New Mexico Tech campus.

SYSTEM COMPARATIVE PERFORMANCE

To determine the radial coverage of interest which ensures timely mine
evacuation, a study was made of simulated premature detonations versus
distance to the lightning strike as recorded by the triangulation locator.
These data are shown in Figure 6. There were 90 incidences of the all-fire
condition, 150 instances greater than the no fire threshold. As shown on the
graph, when a premature detonation occurs, the probability is 80 percent that
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the lightning strike was at 18 km range or less. This curve cannot be used to
infer the probability of premature detonation as a function of distance.

Rather, the curve indicates the probability that the strike was within .a given

distance or less from the sensors given a premature detonation has occurred.

The performance parameters of the LWS's from which comparative
performance is derived are the following:

(1) Mean Warning Time: The time elapsed between first warning and
storm arrival at 18 km radius. Positive time implies
time before reaching 18 km. Negative time implies time after
the storm reaches 18 km radius. Zero mean warning time means

alarm first occurred when the storm was at 18 km radius.

(2) Percent Incidence of False Alarm: The percentage of total alarms
for which an alarm was given when no storm event was observable.

(3) Percent Incidence of Failure to Alarm: The percentage of

total storm events within 18 km range for which no alarm was
given.

(4) Percent Valid Alarms: Percent of alarm events for which storm
activity was within 18 km range.

(5) Mean Time to Clear: Time after storm events passed beyond 18 km
range to clear the alarm condition of the LWS.

The average warning time of each system is determined as follows: Based
upon 18 km radius about the site, a hazard exists when (1) a radar echo of
"heavy" (VIP level 3) or more has entered the periphery, (2) thunder is
reported by the operator, (3) lightning has been observed, or (4) premature
simulated detonation has occurred and 30 minutes is subtracted.

The time to clear was determined by recording the time at which (1) radar
echoes of "heavy" (VIP level 3) or more had left the 18 km circle, (2) 30

minutes had transpired since the last premature detonation or (3) the operator
was able to visually ascertain that no hazardous condition existed within the
area of interest.

RESULTS

Table I is the summary data for the performance of the six systems under
frontal storm conditions. The table shows that the corona point device and
azimuth/range locator were generally unsuitable for warning. The corona point
device indicated warning on the average of 20 minutes after the hazardous

conditions were in effect. The device also indicated a clear condition 19
minutes prior to the return of a "safe" condition. Had the alarm threshold
been decreased to, say, 10 microamperes, the already high false alarm rate of
27 percent would have significantly increased.
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In the case of the azimuth/range locator, the ranging algorithm produced
73 percent false alarms which reduces its effectiveness for use as a warning
device in terms of the criteria for this program.

The performance of the remaining four devices is relatively similar with
the field mill system exhibiting a somewhat higher false alarm rate than the
other four.

Thunderstorms observed during the period 1 June 1979 to 15 July 1979 at
KSC, Florida were frontal passages during the early part of the experiment and
predominately convective (due to local surface heating) throughout the
remainder of the period. The convective cells generally formed south of KSC
and moved toward the northeast during their lifetime. The average duration of
electrical storm hazard was one hour and forty-two minutes.

The summary data for the six systems are shown in Table II. These data
reflect alarm conditions during the period when the test operator was present
at the site. The operator received storm information from the Air Weather
Service at Cape Canaveral on 45 km alert radius. Data acquisition was
initiated when the operator arrived on site. Continual observations as in the
San Antonio test were not feasible. Bias (if any) in these data tends to
underestimate the false alarm rate and mean alarm times.

Throughout this test, the corona point device exhibited erratic behavior,
particularly regarding the lengthy time to reach cleared status. (For
example, due to causes unknown this device constantly false alarmed between
approximately 7 and 11 p.m. throughout the test). This is primarily
attributed to the poor ground provided by the sandy soil at the site. The
performance of the flash counter was less favorable than in the San Antonio
test. This device required continual adjustments in sensitivity due to its
high susceptibility to radio frequency interference. During the experiments
at KSC, flash counter false alarm rate measurements were vitiated by the high
incidence of coupled extraneous noise and interference.

The three systems exhibiting conventional warning performance during this

test were the (1) radioactive probe, (2) field mill device, and (3)
triangulation locator.

Thunderstorms observed during the period 21 July 1979 to 20 August 1979
at Langmuir Laboratory, New Mexico, were convective type cells initiated by
mountainous terrain. The cumulus buildup generally started over the mountain
ridges and was swept eastward or remained stationary over the mountain tops.
The average storm hazard duration was one hour and thirty minutes.

Shown in Table III is the summary of system performance for mountainous
terrain. The site was operated on a twenty-four-hour basis. The measured
data for the azimuth/range locator is more representative of system
performance regarding false alarms than reported in Table II. In this case the
systems which revealed best overall performance were the radioactive probe,
the field mill device and the triangulation locator.

195



- .

The observations revealed two significant phenomena not observed at the
lower altitude test sites; (1) atop the mountain, E fields of 15-20 KV/meter
were common; maximum electrostatic fields measured at low altitude were of the
order of 1-5 KV/meter; (2) eighty percent of all simulated detonations
occurred at the New Mexico site as compared with the two previous sites. This
occurred in spite of the fact that numerous cloud-to-ground strikes were
observed in close proximity (less than 4 km) at both of the other sites.

CONCLUSIONS

1. The evaluation study has revealed that a truly automated, single site
lightning warning system must have the capability of measuring
at least three parameters to be effective to 18 km range. The
parameters are: (1) electrostatic field, (2) electrical discharge rate
(sferics), and (3) atmospheric noise background level. System design
must take into account physical and radio frequency environmental
factors.

2. The single most important lightning warning statistic requiring
improvement is the failure to alarm rate. Improved performance is
possible by incorporating an adaptive threshold capability in
the warning system.

3. Performance failures of the corona point sensor tested outweigh its
potential usefulness as a lightning warning system.

4. The azimuth/range locator tested is not considered to be a useful
lightning warning system due to the high false alarm rate.

5. The triangulation locator provided best performance statistics of
all units tested. However, this unit lacks capability to sense overhead
buildup.

6. Using present technology single point lightning warning can be provided
by combining a radioactive probe or field mill, flash counter, and
background sensing device capable of adaptive warning threshold
adjustment.
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TABLE 1. -FRONTAL TYPE STORM SUMMARY

AVERAGE FALSE FAILURE ALARM TIME TO
WARNING ALARM TO ALARM RELI- CLEAR

DEVICE (MINUTES) RATE RATE ABILITY (MINUTES)

Radioactive 33 9% 9% 91% 15

Field Mill 40 18% 9% 82% 22

Corona -20 27% .55% 73% -19
Point

Flash 35 0% 9% 100% 44
Counter

Triangula- 21 0% 9% 100% 5
tion
Locator

Azimuth/ 121 73% 0% 27% 109
Range
Locator
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TABLE 11. -KSC STORM SUMMARY

AVERAGE FALSE FAILURE ALARM TIME TO

WARNING ALARM TO ALARM RELI- CLEAR
DEVICE S (MINTrrES) RATE RATE ABILITY (MINUTES)

Radioactive 28 0% 10% 100% -8

Field Mill 27 0% 15% 100% 9

Corona -15 0% 80% 100% 22
Point

Flash 32 0% 55% 100% -18
Counter

Triangula- 21 0% 6% 100% -4

tion
Locator

Azimuth/ 39 0% 5% 100% 17
Range
Locator

TABLE 111. - MOUNTAINOUS TYPE STORM SUMMARY

AVERAGE FALSE FAILURE ALARM TIME TO

WARMING ALARM TO ALARM RELI- CLEAR
DEVICE (MINUTES) RATE RATE ABILITY (MINUTES)

Radioactive 21 0% 27% 100% 33

Field Mill 50 0% 20% 100% 67

Corona -20 0% 80% 100% 40
Point

Flash -4 0% 64% 100% 23
Counter

Triangula- 20 0% 9% 100% 0
tion
Locator

Azimuth/ 101 82% 0% 18% 117Range !
Locator
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Figure 3.- Interior view of mobile laboratory.
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AN AUTOMATIC LOCATING SYSTEM FOR CLOUD-TO-GROUND LIGHTNING

E. Philip Krider, Alburt E. Pifer, and Martin A. Uman
Lightning Location and Protection, Inc.

SUMMARY

Extensive networks of magnetic direction-finding (DF) stations are
currently oorrating throughout the western United States, Alaska, and Canada
to facilita .! the detection of lightning-caused forest fires. Similar systems
are being used in the Tampa Bay area and Scandinavia to evaluate the effects
of lightning on electric power distribution lines, and in South Florida to
determine the basic lightning statistics and their relationship to the storm
dynamics. Each detection station contains a new, wideband direction-finder
that responds primarily to cloud-to-ground lightning and that discriminates
against cloud discharges and background noise. Good angle accuracy is ob-
tained by measuring the lightning direction at just the time that the return
stroke magnetic field reaches its initial peak. Lightning locations are com-
puted automatically from the intersections of simultaneous direction vectors
and/or from the ratio of the signal strengths measured at 2, 3, or 4 direction-
finding sites. The development of these systems has proved to be a signifi-
cant aid in fire management and in lightning research.

INTRODUCTION

Each year lightning starts approximately 10,000 wildland fires in the
United States. The lightning fire hazard is particularly serious in remote,
unpopulated areas because of the greater difficulty of early detection and
suppression. Meteorological satellites and weather radars can identify con-
vective cloud systems and precipitation, but not lightning. Since some clouds
produce much precipitation but little lightning, and since others produce
lightning but relatively little precipitation, a system which automatically
detects and locates the lightning itself.is highly desirable. Here we briefly
describe a new lightning locating system that has been developed to facilitate
the detection of lightning-caused fires,

A typical lightning discharge to ground or flash contains several large
current surges or strokes (see Uman, 1969 [ref. 1-Jfor a review of basic
lightning phenomena). A flash begins with a faint leader, which proceeds
rather slowly from cloud to ground in a series of short luminous steps. When
this stepped leader contacts the ground, a very energetic and bright return
stroke propagates rapidly back up the ionized path established by the leader.
After a pause of 30-50 milliseconds, a dart leader often forms and is followed
by another bright return stroke propagating upward. A typical flash to ground
contains three or four leader-return stroke combinations, which almost always
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transfer negative charge to ground. The currents in return strokes typically
rise to peak values of 10-40 kA in 1-10 isec or less.

LOCATING SYSTEM

Fig. 1 shows a block schematic diagram of the lightning locating system.
Each of 2, 3, or 4 remote direction-finding stations transmits lightning
direction and signal strength data to a central position analyzing station.
The position analyzer receives data from the remote direction finders, calcu-
lates the lightning positions, and outputs the results in real-time to a
digital x-y plotter, a magnetic tape recorder, and/or a local data terminal.
The system provides the time and location of each discharge, the number of
return strokes in each flash, and the peak amplitude of the first return
stroke magnetic field.

Direction Finder

Each direction finder (DF) senses the electromagnetic fields radiated by
lightning on two orthogonal magnetic-loop antennas and on a flat-plate elec-
tric antenna. The bandwidths of the antenna system are wide (approximately
1 kHz - 1 MHz) so that the shapes and polarities of the lightning field wave-
forms are preserved. The voltage produced by the electronics associated with
each magnetic loop is proportional to the lightning magnetic field multiplied
by the cosine of the angle between the plane of the loop and the direction of
the incoming field. Therefore, the direction of a lightning flash can be
determined from the ratio of the signals on the two orthogonal loops, a stand-
ard technique in radio direction finding.

In order to optimize accuracy and to eliminate background noise, the DF
electronics are designed to respond to only those field waveshapes that are
characteristic of return strokes in cloud-to-ground flashes. The OF electron-
ics require the incident lightning field to have a risetime, width, and sub-
sidiary peak structure characteristic of a return stroke. The electric field
must have a positive initial polarity (the polarity produced when negative
charge is lowered toward ground), and the field overshoot following the ini-
tial peak must not be too large relative to the first peak. The risetime and
bipolar shape requirements also serve to eliminate very distant (> 400 km)
lightning signals because the effects of propagation increase the field rise-
times (ref. 2), and distant ionospheric reflections are often large and in-
verted with respect to the initial ground wave (ref. 3).

In order to provide an optimum detection efficiency over a wide dynamic
range, the DF contains both high- and low-gain analog circuits that operate in
parallel. The field shape criteria can be different in the high- and low-gain
sections because the shapes of near and distant lightning signals are usually
different (refs. 2, 4). Since the shapes of firsX and subsequent stroke
fields are also different, the shape criteria are automatically switched to
values appropriate for subsequent strokes after the first stroke in a flash is
detected.

206



When a return-stroke field is detected, the magnetic direction is deter-
mined at just the time that the radiation field reaches its initial peak. At
this time, the stroke current is still within about 100 m of the ground, so
that any errors in magnetic direction due to horizontal channel sections and
branch currents are minimized (refs. 5, 6), and errors due to ionospheric re-
flections (ref. 7) are eliminated. Also, by sampling at this time, the mag-
netic direction indicates the location of the ground contact point rather than
some elevated portion of the channel. The angular accuracy of a OF system is
typically 1-2 degrees or better (ref. 5), a value which is usually more than
adequate to resolve individual cells of electrical activity within larger
cloud systems.

A photograph of the OF electronics is shown in figure 2. The system is
designed to operate either in a stand-alone mode, often in conjunction with a
weather radar, or as part of a larger network with an automatic position
analyzer. In the former case, the lightning directions are plotted on an
analog x-y recorder on a compass grid with the length of each vector being
proportional to the peak amplitude of the first stroke field. Clusters of
vectors show the directions and angular extent of individual storm cells, and
if weather radar data are available, then the lightning clusters can be used
to identify which echos are producing lightning and which echos are not. With
some experience, the operator of a single OF system can often estimate an
approximate range to a storm using just the average lightning signal strength
within a given cell.

A microcomputer subsystem built into each OF digitizes and stores the
signals for up to 8 return strokes in each flash to ground, computes the
angles to each stroke, and stores the results in a buffer memory for subse-
quent output. The time, angle, signal amplitude, and the number of return
strokes for the most recent flash are shown on a front panel LEO display and
can be typed on a local data terminal, if desired. Under most conditions, the
amplitude of the field at a given range and the multiplicity of return strokes
are good indicators of the severity of the discharge. The total number of
flashes that are detected each hour, or for an operator-determined time inter-
val, are available for display on the front panel or for typing on command.
The OF microcomputer can also transmit the angle and signal strength data for
each discharge to the remote position-analyzing station where individual
lightning locations are computed automatically in real-time.

Position Analyzer

The position analyzer is a preprogrammed microcomputer system which auto-
matically computes, maps, and records lightning locations in real-time using
as inputs the data generated by 2, 3, or 4 OF stations. The date and time are
provided by an internal crystal-controlled calendar clock with a battery back-
up power supply. In normal operation, the time, azimuth angle, range, and the
number of return strokes for the most recent discharge are displayed continu-
ously on a front panel LED display (see figure 3). The time, the lightning
location, the number of strokes, and the peak signal strengths (if desired)
can be typed on a local data terminal and/or transmitted back to the remote
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direction-finding sites. The format of the typed locations can be (i) angle-
range with respect to any desired origin with the distance units in kilofeet,
kilometers, statute miles, or nautical miles; (ii) North-South and East-West
coordinates; or (iii) a latitude-longitude format. The position analyzer can
plot lightning locations in real-time on a digital x-y plotter or CRT terminal
and can record all lightning data on magnetic tape. The tape-recorded data
can be replotted on any of 100 preset map scales or retransmitted back to the
remote DF sites. The date, the time, the total number of lightning discharges
which have been detected, and a variety of other statistics are stored in the
position analyzer memory and are available for output at periodic intervals or
on command.

The locations of the DF sites and all other program data are stored in a
write-protected magnetic memory that is immune to power outages. The lightning
locations are computed by triangulation using simultaneous DF angles or, if
necessary (such as when a discharge is near the baseline of a 2-DF system),
using the DF angles and the ratio of first-stroke field amplitudes. The loca-
tions of all discharges which occur within a preset rectangular region unique
to each DF site can be transmitted back to each DF in any desired format rela-
tive to a coordinate origin located at the remote site.

The direction finder and position analyzer computers each contain a com-
plete set of test programs which can be used to check all components of the
system. The position analyzer continuously monitors the status of all the DF
stations and the data links, and automatically types a diagnostic message if
the status of any DF unit or a data link changes.

DETECTION NETWORKS

The USDI Bureau of Land Management (BLM) has been operating lightning
detection networks in the western U.S. and Alaska since 1976 to facilitate
early detection of lightning-caused fires. Currently, the BLM stations are
located at the sites shown in figures 4 and 5. Similar networks are also
operating in the Northwest Territories, Ontario, Saskatchewan, British Columbia,
Quebec, and Alberta for forest-fire detection. In figures 4 and 5, the nominal
range of each DF is shown as a circle with a radius of about 400 km (220 nm),
although large lightning signals can often be detected at much greater dis-
tances. It is estimated that each DF station detects 80-90 percent of all
cloud-to-ground flashes within the nominal range. Flashes are not detected if
there are unusual fluctuations in the return-stroke field shapes, if the sig-
nal amplitudes are below the system threshold, or if the flashes lower positive
charge to ground. The solid lines in figures 5 and 6 show the communications
lines which are used to connect individual DF stations to position analyzers.
Two examples of lightning position maps obtained during 1979 are shown in
figures 6 and 7.
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CONCLUDING REMARKS

To the best of our knowledge, the stations shown in figures 4 and 5 repre-
sent the largest and the most accurate lightning detection networks that have
been installed anywhere in the world. These systems have already proved to be
a significant aid in wildfire management and in fire weather forecasting.
Detection patrols and sometimes even fire suppression crews are now sent
directly to those areas where the position analyzers show lightning is occur-
ring. The early warning and improved detection provided by these systems have
reduced both the size of fires when first detected and the suppression costs.

Weather forecasters have found the networks to be beneficial because
lightning and areas of disturbed weather are identified instantly even in
remote areas that are out of radar range. The location, motion, and time-
development of storms can often be used to forecast hazards and to improve
interpretations of the weather radar displays.

Lightning detection systems similar to those described above are being
used in several research projects designed to measure many of the basic charac-
teristics of lightning, the effects of cloud seeding on lightning, and the
effects of lightning on electric power distribution systems (refs. 8, 9, 10,
11). In the future, we hope further applications of such systems will help to
improve lightning warnings and reduce lightning damage throughout the world.
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A NETWORK OF AUTOMATIC ATMOSPHERICS ANALYSATORS
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SUIMARY

In a new version of the atmospherics analysator of the Heinrich-Hertz-

Institute, Berlin, a desktop computer is connected to the analysator. The

computer collects all data, makes Gaussian fits to the group time delay data,
the spectral amplitude ratio data and the spectral amplitude data of each

thunderstorm center, determines its azimuth and stores the appropriate para-
meters on the internal magnetic tape cartridge. The capacity of the tape car-

tridge is sufficient to store all parameters which are collected within a time
interval of at least one month. Applying a propagation model, the distance of

each thunderstorm center is determined in real time, so that the activity
centers can be plotted immediately onto a map by means of desktop plotter.
Additionally, the data are printed out on the internal paperstrip printer, and

also the display of the parameters on an oscilloscope screen is possible. The

operation of the system is completely automatic apart from a regular exchange
of the tape every month. After copying toa normal computer tape, the digitized
parameters can be handled by any large computer. At present, three equipments

of this kind are (or are being) installed at Berlin, Pretoria (South Africa)

and Tel Aviv (Israel).

METHOD OF MEASUREMENTS

The vertical component of the electric field E of a single atmospherics

at distance P from a receiver can be expressed byZa Fourier integral

I f -iwt
Ez(F't) = r W(r t (i) e dw(
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where

Ez(p w) = Ez e = Ez(p,t) e iwt dt (2)

is the Fourier transform of the sferic above a perfectly conducting earth, and

W(p,w) = W e (3)

is the transmission function of the wave guide between earth and ionosphere
normalized to the value of free propagation over a perfectly conducting earth.

The atmospherics analyser (ref.I and 2) of the Heinrich-Hertz-Institute,
Berlin measures the magnitude of the Fourier transform in (I) (spectral ampli-
tude: SA)

IW(p,w) E (P,w)! (4)

of each sferic arriving at a small band receiver (resonance frequency 5 kHz)
at an angle of incidence (azimuth) 4.

It furthermore measures the ratio of the SA at two frequencies (9 and 5
kHz) for each sferic (spectral amplitude ratio: SAR)

W(P u 1 ) Ez(P,'W )
(5)

W(Plw 2 ) E z(P, 2 )

and finally the instrument determines the second derivative of the phase of the
Fourier transform in (I) (group time delay: GDD)
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A2 , + 2: .
At - - (6

gr W 
(6)

where ( ,j) = (, ,) + ( ,,) (7)

is the sum of the phases of V and E in (1), and

+z1 2
m 2 (8)

is the mid frequency (fl = 5 kHz, f, = 9 kHz, f= 7 kHz).
' m

The group time delay t in (6) is the time difference in the pulse arrival

times at the two freque cies 6 kHz and 8 kHz. It is a measure of the disper-
sion characteristics of the wave guide.

While in the far field, above a perfectly conducting earth, the electric

field is directed vertically, the vector of the magnetic field is parallel to
the ground and perpendicular to the direction of incidence. Therefore, by
using a crossed loop antenna plus a whip antenna, the angle of incidence of
each sferic can be determined by conventional direction finding techniques,

and the parameters SA, SAR and GDD are obtained by the analyser from the output
of the whip antenna.

DATA ANALYSIS AND RECORDING

The probability distribution of the spectral amplitudes SA follows rather

closely a logarithmic normal distribution

N . 174 N I expj- (log y - log y)- dy (9)o oj S21 2 y
S

where N is the number of sferics exceeding the theshold S, N---. the total
number within the time interval considered, ) is the root mean square value

and
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- -2.65 o 2
2 e A 1W( , ( ) E (;,,..) (10)

0

A is an amplification factor depending on the receiver characteristics, and

is the statistical mean of!E z ' Kn9wledge of ;. allows therefore to deter-

mine the transmission funktion rW1 if E is known, or E can be determined if

W1 is known. 0 0

From the theory o- VLF propagation, it follows that in the case of the first

mode:

At ( |
gr f3 h '

m

where h is the virtual height of the lower ionosphere (ref.!). More detailed
calculations show that t also depends on the azimuth of the incoming signal,
on the geographic locatioflos of source and receiver, and on the times of day

and season (ref.3 and 10). The GDD measurements allow therefore to determine
directly the distance between source and receiver if the propagation conditions
are known. In the near field (up to some 100km) of the transmitter, the inter-
ference of seval modes in the propagation of VLF waves gives rise to some

ambiguities in ti.2 interpretation of the data. This nonuniqueness can be re-
duced considerably if the SAR data are used in addition.

In the first mode approximation, SAR like GDD is a linear function of
distance:

SAR= + + (12)

where the constants A, and a? can be taken from model calculations (ref. 10, I1

and 12). However, the deviations of the GDD and SAR from linearity due to
higOher order modes in the near field are to a certain degree opposite to each
other "r f. II) so that the ambiguitv can be reduced and the accuracy of the
determin;ation of distance can be increased by taking into account the mean
value of both parameters.

In an earlier version of the equipment (ref.1 Ind 2), the values for the SA,
SAR and GDD of each sferic exceeding the threshold of the receiver were dis-

played against the azimuth as points on an oscillograph screen. Every 5 minutes
, a photographic picture of the screen was taken. From the point clusters in
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these pictures, the mean direction of incidence and the mean values of the
parameters SA, SAR and GDD could be estimated for each center of activity.
Some results of the data analysis applying this method are given in ref.1 to

1O. The disadvantage of this version was the necessity to determine the para-
meters by inspection of each picture and to punch the data in order to make
them accessible to a computer. The new version of the atmospherics analyser
allows completely automatic receiving, analysing and recording of the data.
Except from changing the data tape cartridge of a desktop computer once every
month and occasional checking of the correct operation, no maintenance is re-
quired. The mean azimuth, group delay time difference, spectral amplitude ratio
and spectral amplitude of each thunderstorm center are calculated immediately
during each period of measurement (in general 20 minutes) and they are printed
out and stored on magnetic tape. The use of an external plotter for drawing

the thunderstorm centers onto a map is also possible.

Within a time period of 18 minutes (changeable), the calculator collects the
data of all incoming pulses. During the next two minutes, four histograms are
calculated from the received parameters and Gaussian fits to the peaks are
made, so that for each thunderstorm center the azimuth, GDD, SAR and SA are
determined. After a possible power interrupt, the calculator reads automatical-
ly the whole operation program which is stored on the tape and runs it anew.
In case of the occurence of another error, the program does not stop but -

with the aid of a special error recovery routine - tries to eliminate the
error and goes on.

RESULTS

Since some years, a somewhat older version of the equipment (using paper

tape) is operating at the Berlin station. As an example, Fig.] shows a compa-
rison of the synoptic data, reported within the time period 3.00 GMT to 6.00

GMT on Aug. 22. 1975 (below) with the calculated atmospherics data for the
same time period (above). The distances are calculated a posteriori (not in
real time) with a large computer by using the propagation model given by Harth
and Pelz (ref.10), only for the GDD, however. That model gives the GDD (and
SAR) per 1000 km, depending on the azimuth (more exactly on the horizontal
component of the geomagnetic field, perpendicular to the propagation plane)
and, in order to distinguish between day and night conditions of the ionosphere
,on the elevation of the sun, i.e. on geographic coordinates, time of day and
season.

One notices that generally all synoptic reports correspond to sources detec-
ted by the atmospherics analyser, whereas, because of the absence or non-
function of a weather station (e.g. on the Atlantic Ocean), not all atmospheric

sources have their synoptic counterparts. It is obvious, e.g. from the activity

centers on the Atlantic Ocean and in the 1350 direction, that the direction

finding system and the source-finding computer program are quite reliable. The

differences in distance for one source arise mainly from the still nerfect
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propagation model which takes only the GDD into account. Especially during sun-
set and sunrise and during disturbed ionospheric conditions, considerable de-
flexions from model conditions can occur.

These effects can be eliminated, when at least two stations are available
for direction finding. Since December 1979, a new stati-in is operating at
Pretoria, South Africa, and simultaneously a further new equipment is built up
for testing purposes at Bonn, West Germany, which will be installed shortly at
Tel Aviv, Israel. The Pretoria station is equiped with a plotter, which (if
desired) marks all (or only the largest) atmospherics sources by signs on a
map as shown in Fig.2. In the new version, the model values for the GDD and
SAR, depending on the parameters mentioned above, are included in the operation
program of the desktop computer, so that a real time determination of the dis-
tance of activity centers is possible. At this stage of development, the model
of Harth and Pelz (ref.10) is used; it can still be optimized, however, during
the course of measurements, when a sufficient number of simultaneous recordings
from different stations are available.

As an example, Fig.2 (right) shows the printout of the Pretoria and Bonn

stations at Jan. 12. 1980, near 4.00 GMT, and, on the left, two of the associ-
ated activity centers, one ia South America near 100 S, 750W, at ca. 2580 from
Bonn and 2560 from Pretoria, the other in Middle Africa, near 8°N, 350 E, at ca.
2420 from Bonn and 11° from Pretoria. For a better survey, a map containing
only the orthodromes and distance circles for the Pretoria station is chosen.
While the propagation from South America to both stations is during pure night
conditions, the day-night terminator passes the African source near 4.00 GMT.
One notices that the bearings are again quite constant, and that the fluctu-
ations in dstance for the South American source which is more than 10000 km
away are already considerably s -pressed. With the exception of one case which
is too close, this is generally rue also for the African source, although the
modelling of the propagation conditions during the day-night transition is
rather difficult. This is true in particular in that case, where the Propaga-
tion path forms a small angle with the terminator.

In order to give a further impression of the operation of the system, an-
other preliminary result is shown in Figs.3a and 3b, where the overall activity
recorded by the Pretoria station is plotted within longer time intervals. Each
cross symbol marks the location of an activity center. However, the distances
are only rough estimates, because, for testing purposes, thee were determined
by using always a constant model value (33 ujsec per 1000 km) for the GDD only
(which is too small during day and too large during'night for most directions),
so that the sources are partly spread out along the propagation paths (e.g. in
South America). Some isolated points are migrated too far away, e.g. north of
50°N in Fig.3b. These effects are eliminated, or at least considerably reduced,
when the optimal model is applied. In Fig. 3a, the activity during the time
interval from Jan. 24. 1980, 5.45 GMT to Jan. 25. 1980, 5.45 GMT is shown,
Fig. 3b shows the accumulated activity for one week, Jan. 25. 1980 to Jan. 31.
1980. 1

The fact that there are (nearly) no sources observed in the Mediterranean
area is due to the blocking out of these sferics (which are not so frequent
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during the winter season) by the more active sources in the nearer environment
of the station. Generally, the marked South American Sources are detected du-
ring night time propagation conditions, which will be emphasized later by the
use of different plot symbols for different times of day. On the whole, the
range of the method is much larger during night time because of the upward
shifting of the lower ionosphere.

Of course, even after optimizing the propagation model, there will be some
deflexions from model conditions caused by ionospheric perturbations which
cannot be forecasted. However, as already mentioned, they will be at least
partly suppressed by the opposite course of the GDD and SAR parameters. On the
whole, an accuracy of direction finding of about 0.50 and of distance deter-
mination of about 5% is expected. The reason that not all sources lead to
simultaneous bearings from two or more stations (cf.Fig.2) is firstly due to
the possible blocking out of more distant sources by closer and more active
sources in the same direction, and secondly to the selection of the few stron-
gest activity centers by the operating program. However, the selection thres-
hold can be modified, and it will also be adjusted to optimal conditions du-
ring the course of measurements. Finally, the detection of atmospherics sour-
ces is limited by the range of the whole system, depending on azimuth, local
time and season (cf. Fig.3). The minimum distance, where an unambiguous deter-
mination of the parameters becomes impossible due to the interference of the
higher order modes is ca. 300 km. The maximum distance reaches from a few
thousand kilometers for activity centers in the east direction to more than
10000 km for signals from the west direction during night time propagation
conditions.
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Figure 1.- Comparison of atmospherics sources (above) with synoptic data (below)
on Aug. 22, 1975 between 3.00 GMT and 6.00 G4T. Sources within each single
period are marked by different signs: T-0: 6.00 GMT, TSIH: 5.00 GMT to
6.00 GMT and T53: 3.00 GMT to 5.00 GMT. "DN" indicates that the propagation
path intersects the day-night boundary which is drawn (above) for both
ground and ionospheric level at 6.00 GT.
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Figure 2.- Printer output of the Pretoria and Bonn stations (right) on Jan. 12,
1980, 3.38 GMT to 4.58 GMT, and locations of two simultaneously recorded
sources on a map (left). The orthodromes, dashed with 100 km intervals,
are intersected every 1000 km by the distance circles which are dashed with
10 intervals. "0" indicates sources located by the Bonn station, "X" is
for the Pretoria station. On the paper strip printout, date and time (GMT)
and the total number of received impulses are printed first at the end of
each measuring interval. Then azimuth 4b:O(deg), GDD:A(lsec), SAR:r(dB) and
Distance (km) follow for each center of activity, numbered in descending
order (SA is optional). The three numbers for each parameter are: mean
value (peak location), width of Gaussian fit and number of pulses from that
source per minute.
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Figure 3a.- Accumulated activity for the time period from Jan. 24, 1980,
5.45 GMT to Jan. 25, 1980, 5.45 GMT. Each sign marks an atmospherics
source within one 20 minute measuring interval. The South American
Sources, as well as the sources between 100E, 100S and 200E, 10°N in
Central West Africa were observed during night time.

,'Pf !O I"

Figure 3b.- Accumulated activity for the time period from Jan. 25, 1980,
to Jan. 31, 1980 (one week) recorded by the Pretoria station.
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SHIELD TOPOLOGY IN LIGHTNING TRANSIENT CONTROL

E. F. Vance

SRI International

F. M. Tesche

LuTech, Inc.

ABSTRACT

A formalism in which the interaction of a system with an electromagnetic

source is described by sets of scattering, penetrations, and propagation func-

tions will be reviewed and interpreted in the context of the lightning interac-

tion problem. In this formalism, the system is decomposed into simple volumes

separated by closed shield surfaces. These surfaces may be nested and intercon-

nected to produce higher levels of shielding and subvolumes within a given

level. The interaction analysis uses scattering theory to define current and

charge densities on the shield surfaces, in conjunction with the diffusion,

apertures and transmission line analysis, to define penetration through shield

imperfections and propagation within the protected volume.

Because the protection of electronic circuits from the lightning source is

viewed as the use of shields to provide electromagnetic separation of the volume

containing the circuit from the lightning source, a rational approach to the

treatment of apertures and penetrating signal power or other conductors is to

minimize these compromises to the shield. This view also makes questions

regarding the grounding of filters and surge arresters irrelevent since the

proper use of filters and surge arresters is to close the shield about the

conductor (outof-bond or above some threshold voltage).

These and other interpretations of the use of shield topology to implement

interference control and decide issues of grounding and shielding are

described.

INTRODUCTION

Small-signal electronic circuits, whether they use discrete components or

integrated circuits, are susceptible to malfunction or damage caused by tran-

sient interference of a few volts or a few tens of milliamperes. On the other

hand, transients associated with lightning and switching on power lines and

buried communication cables commonly have peak currents of tens of kiloamperes

and peak voltages of megavolts. Thus, if small-signal electronic circuits are

to be operated by commercial ac power or used in systems that are interconnected

by long cables, it is apparent that the structure between the outside cables or
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F
power conductors and the small-signal electronic circuits must be capable ofreducing the transient peaks by over 100 dB. J

The perfectly-conducting closed shield completely isolates the volume

enclosed by the shield from electromagnetic sources outside the shield, as
illustrated in Figure 1. Therefore, if we could enclose our electronic system
in such a shield, it would be completely immune to lightning, EMP, and other
external sources of interference

However, because such a closed system does not allow electromagnetic

signals to enter or leave the system, we must compromise the shield to allow
information to flow into and out of the system. Further compromises are usually
necessary to supply power to the system and to dispose of waste heat. Doors and
access hatches are necessary to allow the equipment to be installed and
serviced. If the system requires human operators, many more accommodations must
be made. Finally, perfect conductors for large-scale shielding are not yet

practical.

PERFECT SHIELD

T0

EMPT>
NOEM

/ EVIDENCE OF

LIGHTNIt4G
ETC

Figure I.- Electromagnetic isolation with a perfect shield.

Because of these deviations from the closed, perfect shield two or more
levels of shielding may be required to protect small-signal circuits from strong
sources of interference such as lightning and the EMP. Although one can
approach the shielding effectiveness of the ideal shield with arbitrary close-
ness by using thick metal shields with sophisticated treatments of all conduc-
tors and apertures penetrating the shield, in practice such an approach is very
costly to implement and maintain. Furthermore, achieving nearly perfect

shielding in practical systems is inappropriate because electromagnetic inter-
ference of significant amplitude is generated by the system itself.

Thus, we may find that it is indeed more practical to use two or more levels
of imperfect shielding. For example, the first shield might be the building or
room metal structure, the metal skin of an aircraft, or the hull, decks, and
bulkheads of a ship. The second shield is usually the metal equipment cabinets.
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Such multilayer shields occur naturally as a part of the structural design in

many systems; with a modest interference-control design based on topological

concepts, an effective shield system can be developed.

SYSTEM TOPOLOGY AND INTERACTION

Virtually every system is comprised of a number of conducting surfaces which

can be used to form an electromagnetic shield. ' ' Consider, for example, the

aircraft. A topological model for an aircraft and its associated electronic

equipment might be that shown in Figure 2. The aircraft skin, denoted as

surface S0 1, is seen to have aperture and diffusive penetrations, as well as

points wheie energy can be injected directly into the interior of the system,

(i.e., via deliberate antennas on the aircraft). Additional shielding

surfaces, such as S b2 and S2 3 , which might correspond to shielded equipment

racks, black box sh'ielding, coaxial cables, etc., are located in a nested

fashion within the first shield. The unprotected region exterior to the air-

craft is denoted by VO. With our notation, the surface S . separates volumes
V. and V..
L J

( EINCIDENT EMP

DIFFUSIVE APERTURE
PENETRATIOW NETRATION

EXTERIOR REGION SV DIRECT ENERGYV0 't I ' - I J E T O N

Figure 2.- Simplified shield topology of aircraft.
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The interference energy, which is incident on the system from volume V and

eventually excites some interior circuits, can be viewed as undergoing a number

of interactions with the various surfaces of the system. Energy that penetrates

the surface S 0 will then produce fields in the volume V1 and induce charges
and currents oi the surface S1 2 These currents and charges will cause energy

to penetrate into volume V This process continues sequentially until the

energy reaches the circuit ievel.

An actual aircraft will have additional compartments located inside the

S surface but which do not lie within S These cells, such as the bomb

bays, wheel wells, and equipment bays, can act much like a shielded enclosure

and are often referred to as elementary volumes. The formalism applied to the

S. surfaces can also be used for these enclosures. Because all of these
e16Aentary volumes occupy part of the same principal volume V., it is necessary

to employ another subscript, k, to distinguish between thea various regions.

Thus, the kth subvolume within the jth region will be denoted by V. k' with the
k subscript dropped if no subvolumes exist. Figure 3 shows a fypothetical

example of a more complete version of a shielded system. Within the VI region,

note that there are four subvolumes denoted by k = 1, 2, 3 and 4. These volumes
can be identified as V1  etc. Since a particular volume within a system

can be labeled by wo indic'es, j and k, it is convenient to refer to these

indices as the longitudinal and transverse shielding numbers, respectively.

In this case, it is necessary to expand slightly the index on the terms S
to permit a precise definition of the various surfaces. The surface dividing
volumes V , and Vk Z is thus described as S,k;k P,. Some of these surfaces

are indic ed in Figure 4.

The interaction sequence diagram is a diagram of all possible interaction

paths from one volume to another in the system topological model. A portion of
the interaction sequence diagram for the geometry of Figure 3 is illustrated in
Figure 4. The dotted lines represent the configuration of the system and the
solid lines are the interaction paths from the outside, V0, to various volumes
inside. The transfer function
for a particular path connecting the V. k region to the V, region is denoted
by T .. .'If more than one path exksts from one volum& to another, super-
scri ;0l (2), etc., will distinguish between the different transfer func-
tions

In the analysis of a system, it is necessary to identify the complete inter-

action sequence diagram. However, because the entire interaction sequence dia-
gram can be quite complicated, only the most important coupling paths are
considered. The decision regarding which of the transfer functions may be
neglected is reached by examining results of canonical problems which treat a
particular aspect of the overall problem (aperture penetration is but one
example), or by examining experimental results.

A rigorous formalism has been developed by Baum in which the overall inter-
action is described in terms of wave scattering functions that define the charge
and current density on the shield surfaces. Within a volume where interference
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largely propagates along cables and other conductors, multiconductor transmis-
sion line theory can be used to describe energy " ubes." Junctions of these
"tubes" can be described with scattering matrices.

PRESERVING SHIELD TOPOLOGY

The essence of interference control is to identify the compromises
--particularly the insulated conductors and apertures in the shield topology
--and to apply corrective measures. To this end it is useful to keep in mind
that complete isolation is obtained with the topologically closed shield. All
deviations from the topologically closed surface are then immediately identi-
fied as compromises that may require corrective action.

Effective corrective measures preserving the shield in the vicinity of the
compromises will be those that tend to close the shield or eliminate the inter-
action path so that externally-induced currents and charges are confined to the
outside surface of the shield.

In the following sections we discuss the corrective techniques for the three
principal types of compromises. The categories are, in order of importance, (1)
insulated conductors traversing the shield surface, (2) apertures in the shield
surface, and (3) imperfectly conducting shield materials.

Propagation Along Conductors

The worst violations of the shield topology are usually insulated conduc-
tors that penetrate the shield, since these conductors allow large currents
induced outside the shield to propagate into the protected region inside the
shield. Figure 5 illustrates the proper method of handling these conductors at
the first shield. Note that in each example the proper design causes the large
interference currents induced outside the shield to be diverted uo the outside
surface of the shield, thus preserving the shield topology. In particular, note
that grounding conductors should not penetrate shields otherwise they, as well
as any other conductor, may allow interference to propagate through the shield.

Power and signal conductors cannot be connected to the shield continuously
as can plumbing, waveguides, and grounding conductors, but they can be connected
momentarily when a threshold is exceeded (i.e., through a surge limiter) or at
all out-of-band frequencies (through a filter). Even in this case, however, it
is appropriate to think of the surge limiter or filter as a device for closing
the shield about the conductor so that the current remains on the outside
surface of the shield.

Only "short-circuit" devices, those that divert the conductor current to
the shield, have been illustrated here because at the first level of shielding
the interference levels caused by lightning are very large. "Open-circuit"
devices, such as chokes and dielectric gaps, must be capable of withstanding
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Figure 5.- Shielding integrity near interference-carrying external conductors.
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voltages approaching I MV at the first shield. Devices designed for these
voltages are expensive and require considerable maintenance, whereas the short-

circuit devices are cheap and require much less maintenance. For water and

sewage plumbing, however, plastic piping can be substituted for metal piping to

eliminate the conductor.

At secondary and tertiary shields where the open-circuit voltages are less

severe (i.e., hundreds of volts instead of MV), current-interruption techniques
can be applied quite satisfactorily. Several passive current-interruption

techniques are illustrated in Figure 6, wher, the open-circuit voltage impres-
sed across the current-interrupting device is also indicated. Such techniques

are usually applied only to insulated conductors such as power and signal

conductors; "groundable" conductors such as cable shields, plumbing. and wave-
guides are economically and reliably treated with the current-diversion

approach of Figure 5(b). Because of their higher reliability, lower mainten-

ance, and the ease of failure detection, passive devices are usually preferred.

Active devices such as gas tube or solid-state surge limiters must be tested

periodically to ascertain that they function, since their failure is often not
apparent during the normal functioning of the system. Furthermore, these non-

linear devices tend to regenerate the high-frequency spectrum that the shield

excludes.

Aperture Control

The penetration of external fields through apertures that are small com-
pared to a wavelength is illustrated in Figure 7. As shown in Figure 7(a), part

of the electric field that would otherwise terminate on the outside surface of

the shield penetrates the aperture where it may induce charge on internal

cables. Similarly, some of the magnetic field that would otherwise be bounded
by the surface current in the shield is permitted to penetrate through the

aperture, link an internal cable, and thereby induce a voltage in the cable t see

Figure 7(b)I.

If a given area of wall opening is subdivided into, say, ten small openings
having the same total area, the penetrating fields at an interior point will be
about I/ \O as large for the ten small openings as for the single opening.

Thu6, one common treatment for such openings is to cover them with a conducting

screen or mesh so that the large opening is converted into a multitude of small

openings.

More reduction can be obtained with sacrifices in optical transparency and

increased resistance to air flow by adding thickness to the screen. Each small
aperture then becomes a tube through the wall and behaves as a waveguide beyond

cutoff. Fields transmitted through a waveguide beyond cutoff are attenuated

approximately exponentially with distance along the guide, so that very large

attenuation may be achieved by using many small tubes welded or brazed together

in a honeycomb structure. Sketches of the magnetic field in the vicinity of a

single aperture, an array of small apertures, and an array of waveguides beyond

cutoff are shown in Figure 8.
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Diffusion Through Shield Walls

Continuous, closed sheet-metal shields are by far the most effective elec-
tromagnetic shields because fhey severely limit the penetration of energy in the
spectrum above f6 = (7iod ) and they are good reflectors of propagating waves
throughout the spectrum. Because the duration of the lightning stroke current
is frequently longer than the shield time constant, T = pud , for most shield-
ing materials diffusion of lightning fields through the shield is significant.
Nevertheless, it is estimated that a 20-kA direct stroke to a lO-m-dia., 0.5-mm-
thick spherical aluminum shell would induce only about 15 V in an internal wire
parallel to the current path, providing it did not melt a hole in the shield.
The rise time of the induced voltage would be slowed to more than 3 ps, even if
the stroke current had zero rise time, because of the diffusion time of the
shield.

SHIELD DESIGN CRITERIA

Since we cannot provide ideal shields in practice, we must develop some
rational basis for determining how much shielding is necessary. We can readily
specify a minimum shielding criterion: the minimum shielding required is that
necessary to prevent damage to equipment enclosed (protected) by the shield
That is, the first level of shielding should be good enough so that lightning,
EMP, and other external sources cannot cause insulation breakdown or other
unacceptable damage to equipment in the protected volume. There is little
benefit in using a poorer shield because with it the equipment would be damaged
anyway.

The minimum shield thus prevents damage to the protected system but it does
not prevent degraded performance caused by the residual interference penetrat-
ing the shield. Hence, digital circuits may be upset and analog circuits may
suffer poor signal-to-noise ratio (SNR). To eliminate these effects, more
shielding than the minimum specified above will be required.

In analog circuits the SNR is determined by signal strength and the resul-
tant strength of the noise (I) generated in the circuit, (2) generated by other
equipment in the protected space, and (3) generated outside the protected space,
penetrating the shield, and coupling to the circuit. The best we can achieve
with improvement in the shield is to reduce the noise from external sources to a
level at which it is negligible compared to the circuit and internal noise. The
cost of making the shield any better than that required to make the externally-
generated noise negligible is not justified by a possible improvement in per-
formance, because circuit performance is now determined by internal and cir-
cuit-generated noise, not by externally-generated noise.

A similar rationale can be used to specify shielding for digital circuits.
Because the signal is a pulse, however, we are concerned with impulsive inter-
ference rather than the noise spectrum. For the digital circuit, therefore, we
may argue that the shield is sufficient if the peak voltage (or current) induced

240



on a protected signal conductor by external sources is small compared to that

induced on the conductor by internal sources. That is, if the shielding is such

that the peak interference is determined by internal, rather than external,
sources adding more shielding does not produce the desired benefit of improved

circuit performance.

At the second shield this implies that both the internally-generated and the

attenuated, externally-generated interference must have peak values smaller

than the logic level of the digital circuit. Thus, it is assumed that tran-

sients with peak values equal to or greater than the logic level can produce a

logic error. In evaluating the internally-generated interference level, how-
ever, we may overlook internal interference synchronized with the lo'i

such coherent interference can often be rejected by digital circuits ev

is larger than the circuit logic level.

Also inherent in the criterion for reducing externally-generated interfer-

ence to a level below the internally-generated interference is the assumption

that the system will perform satisfactorily in the normal internal environment.

If, in fact, the system will not tolerate the normal internal environment, as is

sometimes the case, one must first (1) improve the internal environment, or (2)

improve the system tolerance. Regardless of which of these courses is pursued,

however, the shielding criterion for controlling externally-generated interfer-

ence is the same --only the levels change.

ALLOCATION OF SHIELDING

The advantage of these shielding criteria is that they place rational bounds

on the amount of shielding required at any level. At the first level of shield-

ing, which may be of primary interest to facility designers, these criteria have

particular importance. If the first shield is designed to make externally-

generated interference smaller than internally-generated interference, then any

equipment that can tolerate the internally-generated interference will also

tolerate the external transients. For ground-based systems operated from com-

mercial electric power, peak transient voltages of 500 to 1.000 V are common

Such transients may be generated by lightning and by switching in the power

distribution system. Similar transients may be produced inside a facility bv

high-current devices (rectifiers, water heaters), solenoid-actuated equipment

(time clocks, vending machines), and by starting and stopping large motors.

Therefore, the requirements that the first shield limit interference from

external sources to levels comparable to those generated internally is not

usually overly restrictive.

At the second level of shielding, usually the electronic equipment case. the

interference must be further reduced until it is smaller than the logic levels

used in the electronic circuits. Since these levels are typically between a

fraction of a volt and a few volts, the second shield mu3 t be capable of

reducing the interference induced on small-signal conductors by sources outside

the shield to a fraction of a volt. This requirement is again not overly
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restrictive because the severity of the environment outside the second shield
has already been limited by the first shield. In fact, the second shield will
ordinarily be specified by the electronic equipment manufacturer, and the
shielding requirement is merely a specification that the equipment should oper-
ate reliably in the ambient environment to which it will normally be subjected.

Exceptionally noisy intermediate environments may be produced by high-power
transmitters, large rectifiers, diathermy equipment, etc., inside the facility.
It is often desirable to reduce the interference produced by these machines to
avoid procuring special high-tolerance equipment for a facility. Two topo-
logically different approaches to controlling such sources are depicted in
Figure 9. In the first approach, the first shield is distorted to exclude the
offending source, thus preserving the moderate intermediate environment with

one shield. In the second approach [Figure 9(b)] a separate shield is provided
to confine the offending source. The same principles are used to design the
confining shield (shield 1B) as are used to design the facility shield (shield
LA) except the source is inside shield 1B, while it is outside shield LA.

CONCLUSIONS

Interference control is primarily a matter of providing adequate shielding
barriers between the interference sources and potential victim circuits, since
interfering signals of a given amplitude and spectral content will produce simi-
lar undesirable effects regardless of the source. The goal of both interference
control and electromagnetic compatibility work is to limit the amount of unde-
sirable signal that reaches a victim circuit to levels that the circuit can
tolerate without impaired performance. In the EMP and lightning environment the
source is outside the space to be protected, while in the general EMC case the
source may be either outside or inside this space. The shield in either case is
used to separate the source from the protected space.

A systematic approach in interference control has as its foundation identi-
fication of the topology of the shielding surfaces. The integrity of these
shield surfaces is to be preserved in spite of requirements for insulated power
and signal conductors to pass through the shield, or of requirements for doors,
access hatches, etc., to be cut in the shield wall. Much of interference
control technology is, therefore, devoted to

accommodating these compromises of the shield without unnecessarily degrading
the shield's ability to separate the internal environment from the external

environment.

Finally, a rationale has been developed for determining how much shielding
is necessary for a given interference source based on the insulation strength
inside the shield and the expected tolerance of the victim equipment. Thus the
shield must at least reduce the interference level to that which the insulation
can withstand, but it need not reduce the interference to much below the ambient
interference level generated in the protected region by internal equipment.
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SUt ARY

The Singularity Expansion Method (SEM) was proposed by Baum in 1971 as a

means for determining and representing the transient surface current density

induced on a scatterer 'y a transient electromagnetic wave. The resulting

mathematical description of the transient surface current on the object is a

particularly robust one because of its simplicity and because of its straight-

forward physical interpretation. The data required to represent the electro-

magnetic scattering properties of a given object constitutes a relatively

small set. Experimental methods have recently been developed for the determi-

nation of the SEM description, so that it is realistic to characterize in an

approximate fashion even objects so complex in shape as aircraft. It appears
feasible to characterize the surface current induced on aircraft flying in

proximity to a lightning stroke by way of SEM. To determine the means --

indeed the feasibility -- of using SEM to characterize currents induced due to

a direct strike by lightning is in need of further study.

INTRODUCTION

The development of the Singularity Expansion Method (SEM) occurred in

1970-71 in the context of nuclear EMP coupling prediction. The method was

proposed by Baum in 1971 [1] and has been extensively e+aborated upon by him

and by other workers in the years since. A relatively complete bibliography

is available in [21 and [3] taken collectively. Although the development of

SEM was motivated by a transient application, it can be applied to frequency-

domain scattering problems, as well. Frequency-domain applications for SEM

have emerged only recently -- particularly in the context of phenomenalogical

interpretation of shielding penetration [4].

The principal distinguishing feature of the SEM approach is the character-

ization of electromagnetic scattering for a given object in terms of complex

natural resonances -- poles -- in the Laplace transform plan'. Each conjugate

pole-pair constituent of the SEM description contributes an exponentiallv
decaying sinusoidal constituent in the time-domain expansion of the current
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induced on the object. Thus, the transient response is given in terms of a
summation of damped sinusoidal functions of time. The weighting associated
with each sinusoid depends on the field exciting the object and on the observa-
tion point at which the surface current is observed.

Mathematically, the SEM representation comprises an infinite number of
complex pole-pairs. In practice, however, the band limitation of the waveform
of the excitation field renders all but a finite number of pole constituents
negligible. Indeed, the method is most efficient when applied with excitation
spectra which embrace no more than the first few resonances of the structure.

In this presentation, we discuss the SEM representation and its interpre-
tation. This discussion is supported by simple examples pertaining to thin
cyliiidrical structures. The alternative methods available for obtaining the
description f.r a specific structure are presented, and limitations of their
applicability are discussed. Finally, the use of SEM in predicting lightning
interaction with aircraft is discussed both in the nearby and direct-strike
cases. The issues deserving study in order to provide the tools for the

direct-strike case are delineated.

THE SEM DESCRIPTION

Mathematical Statement of the Description

We are concerned with the surface current induced on a conducting object

-inc -immersed in a lossless medium and excited by an incident wave E (r,t), which
may be either transient or time-harmonic in character. The generic configura-
tion is shown in Figure 1. The singularity expansion for the surface current
is written in the Laplace transform (complex-frequency) domain as a pole
series:

(r,s) = Z _< (r) E (rs) > J (r), (1)n 1 s  - s ni nni
ni ni n

where

i(r) represents the "natural modes" for the object,

C.() represents the coupling vectors,

{s ni is the set of poles associated with the object, and

fB .} are normalization constants whose value is associated

with the normalization chosen for Jni and Cni.
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The Laplace transform frequency variable is s and tildes () denote Laplace

transformed quantities. The summation indicated in (1) is doubly indexed.
th

The notation is used to indicate that associated with the n surface eigenmode
for a given object is a collection of poles {s .}. That is, the index i dis-

ni

tinguishes among the poles associated with a given eigenfunction of the object.
The origin of these associations by eigcnsets is described by Baum [5].

The bracket notation used in (1) indicates a symmetric product integrated
over the surface of the object in question as follows:

6() ; E (r) >= C ( (r ) dS. (2)

object

If either of the entries in the symmetric product depends on more than one

independent variable, then the integration in (2) is implicitly understood
to be over the spatial variable common to both entries.

If the representation (1) is derived from a symmetric operator, then the

coupling vectors are identical to the natural modes, i.e.

C (r) = J .(r)
ni ni

Since all conducting scatterers may be characterized by an electric field inte-
gral equation -- i.e. in terms of a symmetric operator -- the modes may

always be used as coupling vectors, provided the . normalization constants
are chosen to be consistent with this usage.

It is convenient, for interpretive purposes, to consider incident fields

which are "factorable". Namely, fields which can be written in the form

inc-()
E (rs) = f(s) Eo(r,s), (3)

where f(s) is a factor having to do with the time history/spectrum of the

incident waveform, while the only frequency dependence of E0 (r,s) occuis in

the context of propagation. For example, if the incident field is a linearly

polarized transient plane wave propagating in a direction given by the unit

vector p and with a time-history f(t),

inc r,s) = (s) [E , (4)

and the term in brackets is identifiable as E0 (r,s).

The factorable incident field form and the presumption of a symmetric

operator formulation render (1) to be
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We introduce two alternative planewave incidence forms here to indicate
the nature of these alternatives. A Class 1 form may be written

-s p.(r - 0o)/c

< J (r) E(r) e 0 (8)qni ni 0

and a Class 2 form as

,_ -SniP.(E - r0 /

(2) (t) = < J (r) E I0(r) e ) > •(9)
ni ni '0

The time dependence of the Class 2 form stems from the limiting of the domain
of integration to an "illuminated region" which expands across the object
behind the incident wavefront as indicated in Figure 3. It is evident that
the Class 2 form becomes constant and equal to the Class I form as the wavefront
clears the object.

The reference vector r0 denotes the space-time origin for the incident

wave representation, i.e., a point in space which lies on the wavefront at
t = 0. A useful restriction on (8) and (9) is to choose r0 to be the first

point of contact of the incident wavefront with the object as shown in Figure 1.
Mathematically, this r0 is such that

p . r0 = min p . r

r

This results in a current response on the object beginning at t = 0.

The time invariance of the Class 1 coupling coefficient is a convenient
feature. Its use can lead to active equivalent circuit forms representing the
energy-collecting properties of a loaded scatterer or antenna [7,8,9]. How-
ever, it has been shown that the Class 1 coupling coefficient places arduous
requirements on the accuracy and completeness of the SEM data (10,41.

Example of SEM Data - Straight Wire Scatterer

The SEM quantities for a straight-wire scatterer may be derived from a

numerical model for the structure based on the method of moments [11]. Tescle
first carried out this analysis, and his results are reported in [12,131.

The poles which have been computed for a straight wire whose length to
diameter ratio is 100 are given in Figure 4. The second quadrant poles are
shown: third quadrant conjugate companions exist, as well. The arcs connec-
ting poles indicate their association with a given eigenvalue for the integral
equation from which they were derived. These groupings, conjectured by Wilton
for the wire, were reported in [14]. This is the commonality associated with
the index n. It is seen that increasingly high-ordered eigenvalues have more
poles associated with them.

249



~F

The well-known resonance behavior of the wire is seen to be associated

with a "layer" of poles lying quite near the jw axis. A subsequent frequency-
domain expansion example illustrates this clearly.

Modes associated with selected poles are displayed in Figures 5,6, and 7.
Figures 5 and 6 show modes associated with first layer poles for several differ-

ent eigensets. Notice, in particular, that they are quite nearly sinusoidal
in character; although one cannot ignore the appreciable imaginary parts of
these modes, particularly for the higher-ordered eigenvalues. Figure 7 shows
the modes associated with the fourth eigenset poles. (Only the modes corres-
ponding to second quadrant poles are given: The complete eigenset comprises
conjugate modes associated with the conjugate poles, too.) It is particularly
noteworthy that all of the modes associated with this fourth eigenvalue have
four "half-cycles" associated with them, though the relative prominence of
them shifts from mode to mode.

The final constituents of the SEM description for the structure are the
normalization constants n" Since they provide no physical insight into the

behavior of the structure they are not reproduced here. The interested reader
is referred to references [13] or [4] for their tabulation.

Specimen Results
from SEM Computations

We present two examples of SEM computation for the straight wire structure

whose SEM characterization is described above. This structure is chosen
because of its relative simplicity and because the results derived are rela-
tively familiar and are readily interpreted.

We first consider the computation of the input admittance frequency

response for a thin symmetric dipole antenna. This is modeled with SEM by
using the frequency-domain expansion (6) and particularizing the incident field
to a localized electric field at the center of the structure across the feed
gap. Since a center-fed structure is considered, the symmetric products
between this field and the current natural modes which are odd functions of z
(even-indexed eigensets) are zero.

The result of an input admittance computed from the Singularity Expansion

(6) for the current on this structure is given in Figure 8. The familiar
admittance behavior characteristic to a dipole antenna is evident. Each of
the odd-indexed first layer poles contributes a resonance to the response.
The even-indexed poles do not, because the zero coupling products indicated
above delete them from the series. Nine first layer poles were used in the
computation of the results in Figure 8. A tailing off of the reactive compon-
ent of admittance is seen above the fourth resonance (seventh pole). This
occurs because the truncation of the series has delete constituents of the
admittance which begin to be significant for normalized frequency values much
larger than even on the scale in the Figure.

Figure 9 shows a transient current waveform computed at the center of a
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wire scatterer with (7) and using the Class 2 coupling coefficient (9).

A plane wave with Gaussian time-history excites the wire at 30 degrees off
broadside. The solid line exhibits the current response which is character-
istic of the structure and indeed has been validated by other computational
methods. The dashed line, on the other hand, departs appreciably from the
correct value in the early time, though it is indistinguishable from the solid
curve in the late time. The solid line is computed using a Class 2 coupling
coefficient while the dashed line uses the Class 1. The departure of the lat-
ter is due to acute sensitivity of the Class 1 form to errors in pole location
in the early time as we indicated previously.

METHODS FOR OBTAINING

SEM DESCRIPTIONS

Analytical Determination

Perhaps the most satisfying mathematical derivation of the Singularity
Expansion proceeds by way of an eigenfunction analysis of an integral equation
description of the scatterer. Baum carries out this development in [51, and
it may be found in [6]. However, the formal procedure can be carried out for
only a few structures, in practice. The structure must conform or approxi-
mately conform to a separable coordinate system.

The separability requirement appears to limit analytical determination of
SEM quantities to two geometries: the perfectly conducting sphere and the thin
wire loop. The latter structure is, in fact, tractable only through approxima-
tion. The sphere was first in the light of SEM in [1] while the loop was
treated by Umashankar and Wilton [15].

These analytical results have proven useful in only a few practical appli-
cations; and, consequently, we do not present details here. On the other hand,
these two example structures, being amenable to analytical SP! treatment,
have proven immensely useful to theorists in discerning and verifying the math-
ematical concepts of SEM.

Numerical determination of the SEM characterization can be determined
through the use of numerical methods applied to Laplace transform domain inte-
gral equations describing the structure's electrical response. In particular
the method of moments described by Harrington [11] has proven particularly use-
ful. For example, the straight wire results in the previous section were
determined by moment method modeling. A variety of other structures have been
SEM-characterized using this approach. In the present context, perhaps the
most germane work is that of Crow, et. al. [16]. Their work on SEM characteriza-
tion of multiple wire structures can be extended to the determination of SEM
quantities for wire models of aircraft. A study is presently under way by
Pearson and his coworkers in developing SEM descriptions for cylinders which
are sufficiently thick to approximate missiles.

The approach used in numerical determination of SEM quantities is to
search for the poles of the structure in question and then to determine the
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rest of the quantities. The method of moments reduces an integral equation
formulation for current on the object to an approximately equivalent matrix
equation

[M(s)] [l(s)] = [E(s)], (10)

where the [l(s)] vector is the new current-related unknown, [E(s)] is a vector
characterizing the excitation field; and tM(s)] is a matrix approximation to
the integral operator. The current vector thus is

[1(s)[ = [M(s)]-1 [E(sS]. (11)

We observe that a pole of [i(s)] results whenever [M(s)] -  is singular, or,
equivalently for

det [M(s)] = 0 . (12)

Therefore, poles may be obtained by computing det [M] as a function of s
and systematically searching for the pole values s ni such that

det [M(s ni)] 0 . (13)

The natural modes follow as homogeneous solutions to the matrix equation at a
pole:

[M(sni)] [fni ] 
= 0 (14)

A homogeneous solution, of course, exists because of the zero determinant (13).

Baum describes these concepts thoroughly in [2] and Singaraju, et.al.
describe extremely effective means of locating the poles [17].

Some aspects of the numerical approach which ultimately dictate its range
of applicability should be pointed out. First, the frequency range over which
poles may be determined is limited. The method of moments requires roughly 72
unknowns per square wavelength of surface area of the scattering object under
consideration. This practically limits the method to determining the first few
resonances of the object. It is evident, for example, that wire structures
may be more thoroughly characterized than structures with surfaces. On the
other hand, for many excitation spectra, a few resonances will suffice. The
second principal limiting aspect of the numerical approach is interrelated with
the first. Namely, the numerical determination of the SEM quantities is compu-
tationally expensive. It is quite evident from the generality in which the
SEM characterization applies, that one possesses a tremendous amount of infor-
mation -- albeit compactly represented -- once the characterizing quantities
are in hand. One must expect to pay a computational cost commensurate with the
information value obtained. For example, the pole location procedures of [17]
are particularly efficient relative to other alternatives available. Even so,
to determine, say the first ten resonances of a structure, might involve from
a few to several thousand evaluations of the moment matrix and its determinant.
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Experimental Determination

Concomitant with the size limitation of the numerical approach is a limi-
tation on the geometric complexity of objects which can be characterized. On
the other hand, the utility of the SEM description in many contexts hinges on
the characterization of complex-shaped objects, for example, aircraft.

Van Blaricum and Mittra were the first to recognize the utility to SEM of
the determination of pole content is a transient waveform [18). A great deal
of related work by many workers has proceeded in this area since they intro-
duced the concepts. Recently, Pearson and Roberson [19] portrayed an approach
where an approximate SEM description of a reasonably complex object may be
obtained experimentally using pole identification concepts. Figure 10 portrays,
generically, a suitable experimental configuration. The small arrows repre-
sent, schematically, small probes which sample the local transient surface
current components excited on an object when the object is illuminated by a
known transient field. A systematic reduction of the data obtained from a
multiplicity of these probes scattered over the object leads to a rough approx-
imation to the SEM description.

An experimental implementation of this scheme using ground-plane symmetry
was reported by Pearson and Lee only recently [20]. Figure 11 displays the
first four even function current modes experimentally determined for a thin
cylinder taken from [201. Tesche's results described previously herein are
displayed for comparison. The highest-ordered mode displayed (mode 7) is only
crudely determined. This is due to the fact that the excitation spectrum was

quite weak at the frequency associated with this mode, thereby leading to poor
signal-to-noise ratio for this mode. The techniques of [201 are presently
limited to ground-plane measurements. This restricts their applicability to
twofold-symmetric objects and precludes the recovery of one of the two symmetry
classes of modes [19]. Work has recently begun to develop miniaturized tran-
sient telemetry methods so that the measurements may be made in a free-field
environment, thereby lifting these restrictions.

APPLICATION OF SEM TO
LIGHTNING INTERACTION PROBLEMS

Lightning Stroke in Proximity
to an Aircraft

The application of SEM concepts to the prediction of currents induced on
an aircraft by radiation from a stroke of lightning is straightforward. So

long as the lightning channel is a few aircraft dimensions removed from the
aircraft, the energy transfer will be almost solely due to radiation, and a
direct application of (7) is proper. In principle, one simply chooses the
(presumably known) electric field radiated by the lightning stroke and incor-
porates it into the incident field dependent entries in the expansion. Tf one
attempts to apply the SEM description in this context, the dominant issue is
likely to be the development of the SEM quantities which describe the aircraft
in question. If bulk current information suffices in the user's application,
then the wire equivalent structure models elaborating upon those in [16]
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conceivably can be computed. Requirements for more detailed data would likely

force one to apply experimental techniques such as those in [19] and [20]. In-
deed, one might conduct more carefully detailed measurements in regions of
highest interest on the aircraft surface.

If the lightning stroke is quite near to the aircraft, the resulting arc
channel will exhibit tight electromagnetic coupling with the aircraft, and the
resonance behavior will be that of the aggregate structure. This phenomenology
is substantially more complex, of course. For example, the aggregate structure
resonances are a function of the relative orientation of the two constituent
structures. Wilton and his associates are exploring techniques for deducing
the SEM description of electromagnetically-coupled aggregate structures from
the SEM descriptions of the constituent geometries. The degree of success
achievable through this approach is noc known at this writing. It is conceiv-
able, for example, that its viability will hinge on highly-accurate SEM data
for the constituent structures. For complex-shaped structures, high accuracy
is likely to be unachievable. The approach, on the other hand, can potentially
provide an economical means of treating multiple orientations of aggregate
structures.

Direct Strike Lightning

Modeling

To use SEM to model the surface current response of an object subject to

a direct lightning -tLcke is somewhat problematical. The reason is that the
lightning arc channel atid the object must be viewed as a single structural
unit and the resonances imd modes of this unit determined. It is quite evident
that the multiplicity of urientations and attachment points of the arc channel
lead to requirements for the computation and/or measurement of potentially
prohibitive quantities of data. At best, one could hope to treat only a few
generic configurations. it is unlikely that the substructure aggregate
approach referred to in the previous subsection can be applied to this case
because of the conductive coupling of the two structures.

CONCLUSIONS

The Singularity Expansion approach to the prediction of the electromag-
netic transient surface current response excital on aircraft and missiles in

the presence of a lightning strike is a potentially powerful tool. Because
of its complex resonance approach to the representation, SEM provides both a
compact description and one which is readily interpreted, physically.

Practical SEM descriptions may be derived either through numerical compu-
tation or through measurement and data reduction methods. The numerical
approach is costly to apply for complex-shaped objects, while the experimental
approach involves some compromise in data accuracy and detail.

The further development of a substructure aggregate approach to determin-

ing the SEM description of tightly-coupled bodies is likely to provide a tool
helpful in predictions of responses where a lightning stroke occurs near an
aircraft. Some further consideration is in order relative to a simple SEM
approach to the problem of direct lightning strike.
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Figure I.- Generic configuration of a scattering object illiminated by an inci-

dent field. A localized "incident" field as shown by the surface patch can

model the feeding field of an antenna.
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Figure 2.- (a) Complex difference vector interpretation of the relationship
between frequency-domain resonance and pole locations in the complex fre-
quency plane. (b) Resonant peaks corresponding to (a).
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Figure 3.- The "illuminated region" behind an incident wave defines the domain

of the symmetric product integration in the Class 2 coupling coefficient
form.
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Figure 4.- Second quadrant members of eigensets of poles for a 100:1 cylinder.
The poles along a given arc, along with their (third quadrant) conjugate
mates comprise an eigenset.
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Figure 5.- First layer modes associated with eigensets 1, 2 and 3 for the

100:1 cylinder. The modes associated with corresponding third quadrant
poles are conjugate to these.
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100:1 cylinder. The modes associated with corresponding third quad-
rant poles are conjugate to these.
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Figure 7.- Modes associated with each of the second quadrant poles in the

fourth eigenset for the 100:1 cylinder.I
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Figure 8.- Input admittance for a 100:1 center-fed dipole antenna as computed
by the frequency-domain singularity expansion.
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Figure 9.- Current induced on a 100:1 cylindrical scatterer as observed at the

center. The incident wave is a plane wave with Gaussian time history.
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Figure 10.- (a) Schematic representation of measurement configuration through
which approximate SE4 description may be derived. The arrows represent
local surface current probes. (b) Image plane realization of (a).
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Figure 11.- First four even function first layer natural modes determined for
the straight wire through measurement from [203. The excitation spectrum
for the fourth of these was quite small, leading in the noisy result.
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TRANSIE1: CORONA EFFECTS ON A WIRE OVER THE GROUND

Kenneth C. Chen

Air Force Weapons Laboratory

Kirtland AFB, New Mexico 87117

ABSTRACT

Investigations pertaining to nuclear EMP effect on VLF/Trailing Wire
antennas have revealed new features of corona effects. Previous experimental

results on transmission lines with corona under E < 80 kV/cm recorded inn max
the nanosecond time-frame are analyzed. A nonlinear macroscopic model des-
cribing the experimental results is obtained.

INTRODUCTION

VLF/Trailing Wire Antennas (TWA) are employed by certain types of mili-
tary aircraft for command, control, and communication during a nuclear war.

Examples of these aircraft are the E-4 (Airborne Command Post), EC-135, and
TACAMO (ref. 1). As a result, the VLF/TWA on these aircraft are designed to
survive exposure to a severe nuclear electromagnetic pulse (EMP) environment.

These VLF/TWA are also exposed to lightning strikes during normal missions.
There are various types of TWA. The E-4 and TACAMO employ a dual-wire antenna.
The upper and lower wire ai-e 1.2 km and 7.2 km respectively in length, and both
wires have a radius of 2 mm. The angle between the upper and lower wire is
approximately 60. The EC-135 has a single wire antenna with wire radius 2 mm
and wire length 8.5 km.

In order to gain a preliminary understanding of the induced voltage and

current on the TWA, the Air Force Weapons Laboratory (AFWL) conducted an air-

borne test (ref. 2) over the Vertically Polarized Dipole I Simulator Facility
(VPDI). The upper wire of the TACAMO TWA was extended to 1,000 ft and exposed
to a peak electric field two orders of magnitude less than the peak field of a
nuclear EMP. The induced electric field around the wire was found to be ap-
proximately equal to the breakdown electric field of the surrounding air.
Therefore, corona pehnomenon is an important factor in determining the voltage

and current irauced on the antenna.

This work discusses a model to account for corona effects on transmission

line modes. Experimental data obtained at Kaman Science Test Facility under

an AFWL contract (refs. 3 and 4) are used to verify the model. Although the

basic microscopic processes taking place during a corona have been a subject
of much study (refs. 5 and 6) and are well understood, the recording of re-
sponses in a nanosecond time-frame reveals new features of corona effect.
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Since AFWL/KSC's corona work has not been previously reported in the lit-

erature (ref. 4), this work includes a brief but self-contained discussion of
the experimental setup and the basic findings of that work. The problem of a

wire driven by a high voltage input is discussed. This problem can be studied

in three transient stages: (1) wire without corona, (2) corona onset, (3)

macroscopic nonlinear modes. Finally, the main findings and limitations of

this work are given, and future research subjects are listed.

SYMBOLS

C(Q), Co , C line capacitance

c the speed of light

-19
e electronic charge, 1.6 x 10 coul

E(t) time domain electric field

I, I line current

[I] discontinuity in line current

L line inductance

Zn logarithm to base e

log logarithm to base 10

n, no electronic density, number per centimeter cubed

p pressure in mm-Hg

Q', Qo line charge, 1 coul/m

[Q] discontinuity in line charge

QI charge deposition due to corona, coul/m

polar coordinate with origin at the center of the wire

advanced time, t + x
v

r retarded time, t - x
v

(I(x,t) hypersurface of discontinuity

Yo wire radius

'c equivalent corona radius
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t t ime

T or T

V line voltage, 'i t/m

VB VD sensor output in Volts

[VIl, [VD] discontinuity in sensor output

v(Q), v0, v propagation velocity

vd electron mobility

x net ionization frequency

X coordinate along the wire

AFWL/KSC CORONA EXPERIMENT

The AFWL perceived the importance of the corona effect on wires, designed
a corona test configuration, and funded Kaman Science Corporation to set up the
test facility and obtain test data pertaining to wire with corona. The major
contributor to the design of the test setup and measurement techniques was
Carl Baum. Phil Book was responsible for physically performing the experiment
and obtaining the test data. This section includes discussions of (1) the test
facility, and (2) typical data.

Test Facility

The schematic diagram of the overall layout of the test facility is given
in figure 1. The ground plane was comprised of plain weave copper wire cloth
(No. 16 mesh size) spot-soldered at 10 to 15 cm intervals to form an overall
surface area about 9.6 m wide by 70 m long. Five measuring stations, where
electric and magnetic field sensors were located to record the corona effect,
are shown in the diagram. Cable conduits containing a pair of Rg-8/U size
cables were routed from the measuring stations to the instrumentation trailer.
Each of the test conductors was suspended 1 meter above the ground plane with
nylon cord fastened to the wood support structures. Test conductors were ter-
minated in their characteristics impedances so as to minimize the reflection
from the end of the line. High-power, low-inductance metal film resistance
manufactured by Carborundum Company was used. Table 1 shows physical and geo-
metrical properties of the test conductors and the measured termination resis-
tance used during the test. A charged line high voltage pulser was used to
drive the test conductor with respect to the ground. The charge was stored in
a 190 ft coaxial cable (RG-220/U), and a pneumatic switch was used to trigger
the spark gap. The pulser used could deliver up to a 90 kV 20 ns rise-time
pulse to a 500 ohm load. The signal recording instrumentation consisted of a

267



Textronix type R454 oscilloscope equipped with type C-40 cameras. Pulse meas-
urements were made with test cables to characterize the recording instrumenta-
tion. The recorded camera trace was formed to have a rise time of less than
5 ns. Model MGL-S5A(A) t and model HSD-S3A(R) D sensor of Baum (ref. 7) were
used to measure the field at the ground plane. They were located symmetrically
on both sides of the conductor centerline and separated by 0.86 m.

Test Data

Time-domain responses of the electric and magnetic field sensors were
recorded for different voltage levels, polarities, and test conductor materials.
The scope of the test data is listed in table 2. Examination of the time-
response sensor data, for various test conditions showed that all of the tests
produced results with essentially similar characteristics. Therefore, bare
copper wire at only one nominal input voltage level 80 kV will be discussed.
Figures 2 and 3 show time-domain sensor outputs at all five stations for a
nominal input test voltage of 80 kV. To convert from sensor outputs to line
charge and line current, one uses the following formulas:

Q = Trh 1i + (x/h) 2 x 10 V (1)

[ 1 103VB-6

I = hl + (x/h)2] 2.5 x 103VB (2)

Notice that the time-domain responses show basically three distinct time
regions. Region 1 is the early-time part, which has identical waveforms at
all stations. In this time region, corona has not yet occurred. Region 2 is
characterized by a dip (except at Station 1) in the signal strength, which in-
dicates the onset of corona. Region 3 starts when the signal strength reaches
a mini'um value.

CORONA MODEL

Models which can describe the three time regions of the time-domain
responses noted previously are derived in this section. Simple models which
interpret the basic features of each region have been constructed. Region I
does not require further modeling, since a lossless transmission line will
suffice to explain the phenomenon. Region 2 requires microscopic considera-
tions. The basic mechanism is Townsend's electron avalanche, which is followed
by the saturation brought about by the reduction of the electric field due to
the presence of the positive ions around the wire. Finally, in Region 3 the
remaining positive ions and electrons around the wire modify the line capaci-
tance in a nonlinear way such that a nonlinear transmission line is formed.
Alternatively, a time-dependent line capacitance, determined from the electron
avalanche, can be adopted. In this work, nonlinear transmission line theory
and the corona onset will be discussed.

268



SA _

NONLINEAR TRANSMISSION LINE THEORY

A Formal Solution

Let us consider a transient voltage pulse to be applied at one end of the

wire. As the electric field near the wire surface exceeds that required for

electron avalanche, positive ions and electrons start to accumulate around the

wire. The corona setup mechanism in the test configuration as discussed before

is a microscopic process, which will be discussed in the next subsection. For

the analysis in this subsection we shall assume that the corona onset happens

very quickly, and that the general input waveform varies much more slowly in
time. There may be cases where these assumptions do not hold. In those cir-

cumstances a microscopic calculation cannot be avoided.

Assume that a cloud of positive ions or electrons has been set up around

the wire. We then write the transmission line equations as

3Q DI I v (3)
3t Lt x 

3)

The nonlinearity enters through the assumption that the line capacitance is a

nonlinear function of the line charge of the form C(Q) = Q/V. The presence of
positive ions and electrons leads to the nonlinear capacitance. The purpose

of this subsection is to show that this pair of equations has a simple non-

linear solution form, which enables us to understand and explain the test data.

The solution to equation (3) is

Q =Q(T) , I = I(T) (4)

w~th

T= t + x/v(Q) , v(Q) =f(Q) , f(Q) d (Q/C) (5)

Nonlinear Line Capacitance

As an example of how the line capacitance can be a function of line

charge, let us assume that the corona onset occurs instantaneously, and the

electrons and positive ions are generated instantaneously. Furthermore, we

assume an instantaneous transport of charges. As a result, the region around

the wire will have an electric field greater than some breakdown electric

field Ebd. This region is bounded by the surface p =Yc Here

V V (6)
c Ebd

The Gauss theorem requires that the electric field is zero within p < y, and

all line charges are situated on the surface p = yc. A simple electrostatic
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consideration gives

21Te

- h (7)

The larger the yc, the greater the deviation of Q away from the value
assumed by the wire without corona. As a result, yc = Yc(Q).

A Linear Approximation to v(Q)

Let us assume a linear approximation to the velocity v(Q), one obtains

from equation (5)

Q Qo -2
Q - = Q L v (8)

with 2 2
v +vv+v-2 09)

3

The derived formula will now be applied to an example using the test data
results. The value of line charge for bare copper wire at a nominal driving
voltage of 80 kV is shown in figure 2 from b sensor output at all five stations.
A simple formula for v(Q) applicable to the data is

v(Q) = 1 (10)

where

Ax = the distance between two stations

AT = the difference in arrival time of the same signal strength
as measured from the wavefront, or the retarded time

c = the speed of light

Formulas (1) and (10) are used to obtain figure 4. From equations (7)

and (9) it can be shown that

Yo = initial corona radius = 1.15 mm (11)

Yc = equivalent corona radius T 4.36 mm (12)
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Here we have calculated the corona radius corresponding to Q=112 xlO 8 coul/m.
As shown in figure 2 this value of Q corresponds to the time of about 200 ns

from onset of the corona. We can perform a simple microsccpic calculation on
the approximate maximum distance that electrons can travel uring this time
interval as follows

200 ns

dmax - J vd dt = 0.1 mm/ns x 200 ns = 20 mm (13)

If one attempts to calculate the equivalent corona radius based on a
linear transmission line theory (ref. 4), the numerical value for this radius
turns out to be a factor of 10 greater than that given by equation (12). This
shows the advantage of a nonlinear model in giving a more reasonable result,
which is consistent with a microscopic calculation.

Propagation of Discontinuities

As discussed earlier, one can consider the corona setup as a process which
occurs very rapidly. The effect on the response waveform can be looked upon as

a discontinuity. It is well known that a nonlinear wave with amplitude-
dependent wave velocity can create this type of discontinuity. Let the surface
of discontinuity in the hyperspace be a(x,t) = constant. The velocity of the

dx.
discontinuity v = is given by

+ =o 0 (14)
t ax dt

Let Q = Q(o), I = I(G). Then with the first equation of (3) we obtain

dQ dqx dl 15= xd 0  (15)
do dt do

Integrating across the surface of discontinuity yields

v(Q] - [1] = 0 (16)

Applying the same technique to the second equation of (3) one obtains

vL[I] - [Q] = 0 (17)
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Therefore,

v=. ,C (18)
IQ] ' v2L

An examination of figures 2 and 3 for time domain responses at Station 2
shows that [VB] - 6 mV and [VD] ~ 9 mV correspond to the reduction of signals

associated with corona onset. These values can be used in equations (1), (2),
and (18) to calculate the velocity associated with these discontinuities as
follows

UQ] - 3.98 × 10' EVD] z 2.65 m/sec (19)[V
IQ] [VD]

Note that the calculated value of the velocity is very sensitive to the meas-
urement errors. The calculation shown here is only to illustrate the non-
linear theory.

THE CORONA ONSET

It is difficult if not impossible to use a macroscopic theory to calcu-
late accurate time-domain waveforms right after corona onset. To achieve this
requires accurate time-dependent electron and positive ion distributions
around the wire. Since a detailed microscopic calculation is not the objective
of this work, discussions will be limited to the determination of the corona
onset time.

In order to understand the time domain waveform as shown in figure 2, it
is important to examine the microscopic processes leading to the corona onset.
The ambient electrons, ever present because of cosmic rays, etc., which are
accelerated by the electric field, start the avalanche processes. As an
example, we calculate the corona onset for Station 2 from data obtained in
Station 1. The electric field measured at Station 1 can be used to calculate
the electric field near the wire to give

5ytkV/cm , 0 < t <16

E(t) (20)

- (64 + t) kV/cm , 16 -- t < 30

Equi-electric field lines for E = 50 kV/cm and 60 kV/cm are shown in figure 5
to indicate what field level the wire is exposed to. From the electron mobil-
ity formula -2

y e = (3.92 + 0.263 E/p) x 10 mm/ns (21)
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where the electric field is in Volt/cm. The electron trajectory is described
by

- =0.0392 + 0.0173 - t  , 0 < t < 16 (22)
dt p

where y is the wire radius in mm, p is the location of the electron in polar

coordinate in mm, and t is in nanoseconds.

Electron trajectories provide a vivid picture of how electrons are drawn
to a positive wire. In figure 5 these trajectories up to 16 ns from the wave-
front are shown. It is more important to determine how the electron density
increases along the trajectory. Note that the Townsend avalanche formula (8)
can be approximated by

t E(t)
Zn 760 x 100.9 + 3.25 log p dt , t < 16 (23)

76 0 ino

0

In evaluating the above integral, one can conveniently use a linear approxima-
tion for the trajectory. Let us pay special attention to electrons that arrive
at the wire surface at f = 14 ns. The differential equation for the trajectory
can be used to give

Yot
0 ( - 1- 0.24 t) (24)

f l 14

Substituting equations (20) and (24) into equation (23) gives

N z N x 106 _ 109 No/cm 3  (25)
0m

Let us calculate the charge deposition per meter based upon the electron

density obtained. The charge deposition per meter due to corona is designated
by Q 1 ), which is

QI(N) = en2Try e d dp

Yo

= en21ry vd
o V

1.2 1 10-11 coul/m (26)

-19 9 3 16
here we have used e = 1.6 x10 coul, Yo = 1.15 tam, n 10 No/cm 10

No/m
3 , V/v = 10

5 m
- 1
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One can show from a perturbation calculation that the change in current wave-
form is given by

AI(q) 2 1 (27)

with n = the retarded time. As an estimate, let us assume

QI ( n )  
V

DT 2 Q1 ( rj ) = 0.12 A (28)

Here one-half of the avalanche frequency has been used. Therefore, equation
(27) gives

AI(n) = - 0.72 A (29)

This should coincide with the start of a dip in the waveform, which is the
corona onset.

CONCLUDING REMARKS

A macroscopic nonlinear model is proposed for a transmission line with
corona. The model not only accounts for overall waveform, but also describes
the sharp changes in the waveform associated with the corona onset. Since the
detailed structure of the waveform right after the corona onset depends on the
electric field in a complicated manner, a universal solution is hard to obtain,
and is not attempted. The experimental data and the resulting model are lim-
ited by the low voltage level at which the experiment was performed. At a
higher voltage level, which has not yet been determined, the streamers can
emanate from the wire; the effect on the line voltage (or line change), and
line current can be considerably different from the case considered here.
Furthermore, the higher the electric field intensity, the faster are the elec-
tron avalanche process; the sharp changes in the waveform associated with the
corona onset will be sharper and will appear as discontinuities. A continua-
tion of both experimental and theoretical work is required. Experimental in-
vestigations in the following three areas will be the most useful to the over-
all understanding of wires with corona: (1) further experimentations at higher
voltages to determine the effect of streamers, (2) determination of the optical
spectrum of corona and streamers, (3) investigations of acoustic effect, which
may be the byproducts of the avalanche electrons. Theoretical work in deter-
mining how to apply the present results and the results from the suggested
investigations to the trailing wire antenna (TWA) problem is most challenging.
These results and other related work (refs. 9 and 10), can then lead to a suc-
cessful simulation of TWA under the most severe EMP or lightning environments.

As of now, basic features of current and charge waveform on wires with
corona at E < 80 kV/cm can be described by a model using simple equivalentmax

corona radius. This corona radius can be estimated to be about 15% of the
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maximum distance electrons can travel. Alternatively, if accurate experimental
data are available, one can deduce the equivalent corona radius from the data
with simple procedures described in this work. However, more studies are
required before one can conclude that a quantitative understanding has been
achieved for wires with corona.
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TABLE 1.-THEORETICAL AND NOMINAL TRANSMTSSION LINE TERMINATIONS

Terminal resistance
Test conductor Diameter (mm) Measured (ohms)

Copper tube 9.525 393

Cu antenna wire 4.064 393

Al antenna wire 4.064 393

Bare Al wire 4.115 393

BeCu wire 2.305 447
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TABLE 2.-SCOPE OF TEST DATA

Test conductor Test voltages

Type diameter (mm) for raw data (kV)

Copper tube 9.525 -30, -80, 30,

40, 50, 60, 70,

80, 90

Cu antenna wire 4.064 -60, -70, -80,

-90, 60, 70, 80,

90

Al antenna wire 4.064 -60, -80, 60, 80

Bare Al wire 4.115 -60, -70, -80,

-90, 60, 70, 80,

90

BeCu wire 2.305 -40, -50, -60,

-70, -80, -90,

40, 50, 60, 70,

80, 90
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SIMULATION OF ELECTROMAGNETIC ASPECTS OF LIGHTNING

Carl E. Baum

Air Force Weapons Laboratory

ABSTRACT

In testing complex electronic systems for their vulnerability to lightning
interference and electrical damage, it is necessary that the test include a simu-
lation. For a simulation one requires that the experimental conditions be
sufficiently close to the true physical environment that valid conclusions can
be drawn concerning the response in such a criterion environment. Present
commonly used test procedures, particularly for the direct-strike case, are in
general not simulations. For the case of distant lightning, commonly used EMP
simulation techniques are applicable with some modification in the sources
(pulsers).

Electromagnetic processes peculiar to the direct-strike case are reviewed
with respect to their implications for lightning electromagnetic simulation.
At low frequencies (quasistatic) there are important surface-charge-density and
corona effects in addition to the surface-current-density effects. At resonant
frequencies the frequency-spectral content of the excitation and properties of
the arc (attachment, detachment, time history, spatial distribution, resistance,
etc.) are significant. Of great complexity in all this are the nonlinear
aspects of the arc and corona around the system of interest. The complexity of
these various processes requires rigor in the simulator design. Potential simu-
lation concepts are presented and their relative merits are discussed.

I. INTRODUCTION

In an engineering discipline concerned with the reliable performance of
some complex electronic system in an intense electromagnetic environment, there
comes the question of the demonstration of the performance in such an environ-
ment. Such a system is in general so complex that one cannot have a complete
understanding of its response to such an environment from first-principle cal-
culations. While one may be able to calculate whether or not the signals at
some electronic elements are sufficient to cause failure, some is not good
enough (even though the information can still be useful). Given some defini-
tion of the mission of the system (in the electromagnetic environment) one must
be able to determine whether or not the mission will be accomplished in the
presence of the environment. This requires that there be no failures (in the
mission accomplishment sense) in any of a certain subset of the electronic ele-
ments; such electronic elements (black boxes, subsystems, etc.) are usually
referred to as mission critical. More importantly it is required that one know
that there be no such failures with high confidence. There are possible

283

-MMI. D PAQ| KAWM=, OT .... U



exceptions to this stringent a requirement if sufficient redundancy is built
into the system, but this is a more complicated question. In general the sys-
tem complexity and the possibility (or even probability) that there are impor-

tant signal paths which are not even identified (even implicitly) in the
formal statement of the system design (blueprints, etc.), makes a reliance on
first-principle analysis usually untenable for system vulnerability assessment.

Since system-level testing (experimentation) is required for high confi-
dence assessment, the question arises as to what is an adequate test. One
might think of an arbitrary electromagnetic stimulus as a test, but what assur-
ance would one have that the system response would bear any significant rela-
tionship (for assessment) to its response in the real environment of interest.
For the test to be useful it should be reasonably closely related to the real
environment of interest and this relationship should be quantitative. Ideally
this real environment is summarized in the form of a valid criterion. Para-
phrasing an earlier definition (ref. 6),

A lightning electromagnetic criterion is:

a quantitative statement of the physical parameters of the
lightning environment relevant to the electromagnetic
response of a system of interest in a volume of space and
a region of time and/or frequency extended to contain all
physical parameters having a non-negligible influence on

any of the electromagnetic response parameters.

Normally one will have to state some range or bounds of the parameters, and the
time functions (waveforms) and/or frequency spectra may be specified in simpli-
fied analytic form, a form which, however, should quantitatively include all
relevant environmental parameters.

To test to such a criterion in a way which is quantitatively related to it
requires a special kind of test referred to as a simulation. For lightning
(electromagnetic) simulation the definition of nuclear electromagnetic pulse
(EMP) simulation can be adapted (ref. 7).

Lightning (electromagnetic) simulation is an experiment in
which the postulated lightning exposure situation is replaced
by a physical situation in which:

1. the lightning sources are replaced by a set of equivalent
sources which to a good approximation produce the same excita-
tion (including reconstruction to the extent feasible) to the

total system under test or some portion thereof as would exist
in the postulated nuclear environment, and

2. the system under test is configured so that it reacts to

sources (has the same Green's function) in very nearly the
same way and to the same degree as it would in the postulated
lightning environment.
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A lightning (electromagnetic) simulator is a device which
provides the excitation used for lightning simulation
without significantly altering the response of the system
under test by the simulator presence.

Lightning (electromagnetic) simulation naturally divides into types
according to the types of lightning environments to be simulated. If the sys-
tem of interest is sufficiently distant from the lightning stroke and its
associated ionization, the simulation problem is somewhat simplified due to the
ability to separate the incident and scattered fields at the system; this case
is briefly discussed later. A much more difficult case is that of a direct
lightning strike to the system because of the complex electromagnetic field
structure, the time-varying electromagnetic properties (conductivity, etc.) of
the lightning arc and corona around the system, and the nonlinear properties of
the lightning arc and corona. This latter case is very important because of
both the intense electromagnetic fields present and the poorly understood non-
linear and time-varying electromagnetic parameters of importance in this light-
ning source region. These source-region phenomena are of fundamental importance
to the lightning simulation problem (for the direct strike); some of the
implications of these phenomena for simulator design are discussed in this note.

There is a fundamental limitation in how far we can go in designing a
lightning (electromagnetic) simulator; namely one must know what he is to simu-
late. The detailed physical processes of the lightning arc and corona are
poorly quantitatively understood. How then does one simulate it? One can try
to have "real" arcs and corona, but how can one be sure that all the relevant
physical parameters have been properly controlled. In a direct-strike situa-
tion such questions can be very important, while for distant strokes the problem
can be reduced to the locally incident electromagnetic fields and electromag-
netic properties of the local materials. Particularly in the direct-strike
situation the reader should note that the present considerations concerning a
lightning simulator are based on the current limited understanding of the
lightning arc and corona. As our understanding of the lightning physics
becomes more detailed, more rigorous design constraints may be placed on the
simulator.

II. SIMULATION OF DISTkNT LIGHTNING

If, as indicated in figure 2.1, the lightning arc is distant from the sys-
tem of interest, the lightning interaction is greatly simplified. Let S be a
closed surface bounding an interior volume V which contains the system of inter-
est. For simplicity let the system be in "free space" such as an in-flight
missile or aircraft.

Let all the current and ionization associated with the lightning arc be
outside S (i.e., not in V). Then the field equivalence principle can be invoked
by noting that the incident field in V (in the absence of the system) is deter-
mined by imposing the tangential components of the original and A on S via
equivalent electric and magnetic surface current densities on S (refs. 8,11).
These equivalent currents also give zero fields outside S. Having referred the
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incident fields to equivalent sources on S, note that the incident fields are
somewhat decoupled from the lightning arc. We do not need to understand the
details of the lightning arc if we have sufficient knowledge of the incident
fields (say by measurement of such fields).

Introducing the system into V there are now scattered fields which propa-
gate away from the system through S. These fields can scatter from the light-
ning arc (in general a nonlinear process) and in turn rescatter from (interact
with) the system thereby changing the system response. To avoid this inter-
action of the system with the lightning arc one can require that the system be
sufficiently far from the arc that the interaction via the multiply scattered
waves be sufficiently small as to be insignificant. Ii. this latter approxima-
tion the system can be considered as responding to the lightning incident
fields in a manner decoupled from the arc physical processes.

In this case of the system distant from the lightning arc the simulation
problem is greatly simplified. The problem becomes similar to that found in
many EMP simulation problems in which the system is away from the source region.
Referring to figure 2.1 the equivalent sources on S can be approximately synthe-
sized with sets of electric and magnetic dipoles to correspond to any desired
incident field (consistent with Maxwell's equations with no sources in V). This
is the PARTES simulation concept which is quite general, but perhaps complex to
implement (ref. 8).

If the system is sufficiently distant from the lightning arc that the
incident fields can be considered as an approximate plane wave, then the prob-
lem further simplifies. The high-altitude EMP (below the source region) is
also approximated as a free-space plane wave; various EMP simulator types pro-
duce an approximation of this type of field (ref. 7). One of the most applic-
able types is the guided wave or TEM-transmission-line simulator constructed
with parallel plates and conic sections for launch and/or termination of the
wave. Note, however, that while the spatial forms (plane waves) are common
between the cases of distant lightning and high-altitude EMP, the temporal forms
(waveforms) are not the same. Thus while the simulator proper (electromagnetic-
field-forming structure (waveguide, antenna, etc.)) can be used for both
simulation problems, one needs different waveforms with different frequency
spectral contents; this can be achieved by the use of different sources
(pulsers, etc.) to drive the simulator proper. Hence some EMP simulators can
also be used for lightning simulation for the case of distant lightning pro-
vided there are changes in the driving sources.

The discussion here has centered on the case of an in-flight system distant
from lightning because of the simplifications thereby introduced. Similar con-
siderations apply to the case of a system on or near the earth surface. If the
system is sufficiently distant from the lightning stroke a plane-wave approxi-
mation can still be made, except that the ground reflection should also be
included. This problem is also encountered in the case of the high-altitude
EMP incident on systems near the ground surface. A commonly used simulator for
this type of EMP is a hybrid EMP simulator shaped as an impedance loaded arch
(half loop) connected to the earth with a generator in one position in the arch
(ref. 7). This simulator includes the incident and reflected waves at the

286



ground surface, but again for application to the simulation of distant light-
ning the required waveforms are different requiring a modification in the
simulator sources.

III. SIMULATION OF DIRECT-STRIKE LIGHTNING

A more interesting and more difficult type of lightning (electromagnetic)
simulation is that concerned with a direct strike including arc attachment to
and detachment from the system and corona surrounding the system. Since in
general the stimulus is larger than that from distant lightning, the direct-
strike case is important to understand and design against.

The first and fundamental problem to observe is that the system is in con-
tact with the nonlinear and time-varying source. As such the separation into
incident fields followed by system response discussed in the previous section
is no longer applicable. A surface S surrounding the system as in figure 2.1
now has current passing through S into (and out of) V. The problem no longer
separates into incident and scattered fields. The system is in the source and
influences the evolution of the lightning arc. The interaction of the fields
with the system is in turn influenced by the nonlinear, time-varying arc which

can change the electromagnetic properties of the system (e.g., natural
frequencies), and by the nonlinear, time-varying corona which can influence
the response of the external penetrations (apertures and antennas) on the
system.

Subsequent sections of this note consider some of the important aspects of
the interaction of direct-strike lightning with the system, and the implica-
tions of the processes for lightning simulator design. Beginning with the
recognized low-frequency current effects, the lightning interaction and simu-
lator design are extended to include charge (more generally normal-current-
density) effects and the associated corona. Then the arc-conductance effects
are considered as well as the interaction of peripheral parts of the simulator
with the test object. The inclusion of all these effects leads to a more
rigorous simulator design.

IV. QUASISTATIC (LOW-FREQUENCY) CONSIDERATIONS

Consider first the case that wavelengths of interest are large compared to
the exterior system dimensions; this is the low-frequency or quasistatic regime.
For this part of the lightning intpraction problem one can think of the current
flowing through and charge on the -ircraft as producing responses which are
separable from each other, at least as an approximation.

While the magnetic fields associated with the lightning-arc current flow-
ing on the system surface can penetrate through a metallic surface at suffi-
ciently low frequencies, this type of penetration is usually not of dominant
significance because the shield inductance and resistance (of the basic metal)
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make a low-pass filter with a very low roll-off frequency. (Note that for some
composite materials with conductivities much lower than those of typical metals
this magnetic distributed type of penetration can be of greater significance.)
For typical systems such as aircraft the important penetrations are generally
more discrete (spatially localized) in nature; they include apertures, antennas,
and various direct conductive penetrations such as power, signal lines, mechani-
cal control cables, etc. For the present discussion consider the cases of small
apertures and antennas as illustrated in figure 4.1.

Consider, as in figure 4.1A, the case of small apertures. In the linear
approximation the fields inside an exterior conducting system surface (at posi-
tions not near the aperture) are derived from equivalent dipole moments at the
aperture. By an equivalent dipole moment is meant that vector quantity which,
when substituted in the formulas for fields in free space (ref. 9), approxi-
mately gives the correct fields over a volume of space of interest, at least in
the low-frequency asymptotic form for positions not close to the aperture. In
this sense we can write

Pa (s) = a (s) D. (s) = P (s) • E (s)aa s.c. oa s.c.
eq eq eq

equivalent electric dipole moment

m(s) • H (s) - B (S)

aeq aeq s.c. a eq s.c.

equivalent magnetic dipole moment (4.1)

s £2 + jw = complex frequency or Laplace-transform variable

- indicates Laplace transformed quantity (for, in general,
two-sided Laplace transform)

where the subscript s.c. (E short circuit) indicates the electromagnetic fields
on the system exterior with the aperture closed (shorted). These short-circuit
fields can also be related to the corresponding surface current and sur, -e
charge densities via the unit outward-pointing normal vector IS to the system
boundary surface Ss as

4. 1 4
E ISs.c. E s S

0 S.C. S

4 4 (4.2)

s.c. S SS S.C.

Assuming for the foregoing that the system exterior (outside Ss) is free space
with
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Z = LO 377 Q (wave impedance)
0 

(4.3)

c = . 3 x 10 m/s (speed of light)

00

one can make some observations concerning the relative magnitudes of the elec-
tric and magnetic types of aperture penetration. Considering the case of an
open aperture (say a circular hole) first note that the equivalent

polarizabilities

.i-+4
Pa (s) I 1S Pa (s) (equivalent electric polarizability)

eq s s eq (4.4)

M a(S) - IS IS  " Ma  (s) (equivalent magnetic
eq s s eq polarizability)

have units (meter) 3 , making them some kind of equivalent volumes. Furthermore

an open hole (perhaps covered with an insulator) has polarizability components
of order d3 where d is a characteristic dimension of the aperture (say the
radius of a circular hole). Specifically the dominant components of the elec-
tric and magr.etic polarizabilities of an unloaded circular aperture are about
equal, and frequency independent for wavelengths X >> d.

For the case that the short-circuit electric field is the same magnitude

as Zo times the short-circuit magnetic field, i.e., for

IES C (s I  - Z OIH S c.(S)I (4.5)

and assuming (as above) comparable equivalent aperture polarizabilities, i.e.,

IP ( S )  I - I"M a (s)i (4.6)

eq eq

where for dyads (or matrices) the magnitude 11 is the 2 norm (or spectral or
euclidean norm) (ref. 10), then we have from (4.1)

Pa (S I Ima (s)l (4.7)

a c a
eq eq

provided Hs.c is oriented approximately in a direction corresponding to the
largest components of iaeq. This result (4.7) is precisely that for making the
far fields (r-1 terms) in the dipole formulas comparable for both electric and

magnetic dipoles (ref. 5). The near fields (r- 2 and r- 3 terms) are dominantly
electric for electric dipoles and magnetic for magnetic dipoles. Thus, for a
significant class of apertures, comparable short-circuit exciting fields
(related by Zo as in (4.5)) give comparable fields penetrating the aperture.
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Now consider direct-strike lightning. Figure 4.2 illustrates the case of

some elongated object of radius a (with length >> a) which might represent a
missile or aircraft. Let arc I first attach to one end followed by arc 2

detaching from the other end. For quasistatic (slow time variation) considera-

tions with current I flowing through the system we have a typical short-circuit

magnetic field on the system surface

H (4.8)
S.C. 2T a

The corresponding short-circuit electric field can be estimated by noting that

an are leaving the system surface occurs when the breakdown electric field of

air has been exceeded. This implies an electric field of

E S.. 3 MV/m (4.9)

or a little less because of the system's operating altitude. Letting 4

a Im (4.1I0)

let us consider two cases:

Case 1:

1 200 kA

H S.C 30 kA/m (4.11)

S.C.

H 10
S.C.

Case 
2: 

1 20 k

•H 3 kM/m (4.12)~S.C.

s~.~1000 Q2

S.C.

These cases of interest then give quasistatic E/H ratios on the system surface

comparable to Zo . Thus the quasistatic electric and magnetic fields are of com-

parable importance for penetration through a class of apertures.

For this result the effect of Corona on the polarizabilities has not been
included. Our estimate of the quasistatic electric field in (4.9) is based on
streamers (arcs) leaving Ss . One form of such breakdown can be considered a

Corona around much of Ss . One can readily show that the magnetic-field change
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associated with bounded variations in air conductivity around local perturba-
tions of Ss (such as apertures) is small in the quasistatic (low-frequency)
limit (ref. 2). Basically a bounded conductivity change over a small region
does not significantly alter an external magnetic field provided the skin depth
(or diffusion depth) in the region is large compared to the size of the region.
However, the case for the electric field is quite different. The air conduc-
tivity a directly combines with the electric field producing the current
density (= ar). The low-frequency local continuity of the current density
clearly indicates that changes in u change E in a comparable way. This change
in a can then change the equivalent electric dipole moment and the correspond-
ing electric polarizability by changing the charge distribution in the vicinity
of the aperture, including in the air as well. Note that the nonlinear (and
poorly known) character of the corona near the aperture significantly compli-
cates the problem and requires the analysis to be conducted in time domain.
It may be interesting to view this electric response in terms of the total

current density

B (C +c ) ES.C. (4.13)st c.c
S.C.

which includes the local corona conductivity.

The case of electrically small antennas on Ss is indicated in figure 4.1B.
Analogous to the aperture-penetration formulas (4.1) one has the linear
response of such antennas as

electric:

V s) (s)=-E (s) • (s)
o.c. s.c. eq (4. 14)

S.C (s) =-sD S..(s) A eq(s)s.c.(S =Ss.c.(S •eq(S

magnetic:

(s) = sB (s) •A (s)
o.c. s.c. eq (4.15)

S (s)= H (s) • (s)s.c. s.c. eq

for open-circuit voltage and short-circuit current. Note that the electrically

small antennas are usually characterized by equivalent lengths (or heights) and
equivalent areas. While these are generally functions of frequency, simple
electric- and magnetic-dipole antennas have frequency-independent equivalent
lengths and areas in the electrically small regime (ref. 4). In the quasistatic
regime of the system the direct-strike lightning current is important for mag-
netic antennas, and the lightning charge is important for electric antennas.

Note that as in the case of apertures the corona in the vicinity of the
antenna needs to be considered. The effect of corona conductivity on the
response of magnetic antennas is not of first-order importance at low frequencies
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(ref. 2). It is, however, of fundamental importance to the response of electric
(or current-density) antennas (refs. 1,3).

Noting the importance of both current and charge at low frequencies on the
system of interest, one might attempt to simulate this part of the direct-
strike lightning environment as illustrated in figure 4.3. The technique indi-
cated in figure 4.3A is currently commonly employed, but note that as used it
4ives a large current with a (relatively) small voltage on the system. Beyond
present practice, various types of impedance loading in the leads connecting to
the pulse generator (and various impedances with the pulse generator) can be
used to tailor the driving waveform and the response of the system by con-
trolled loading of the system exterior.

The complementary simulation for the low-frequency charge is indicated in
figure 4.3B. This charge or ,,.ltage simulation raises the potential of the
system relative to some ground eference, such as a ground plane. This can be
thought of as a high-impedance simulation in contrast to the low-impedance simu-
lation for current. The capacitance of the system with respect to the ground
reference is used to determine the required voltage (V) needed to produce the
desired total charge (Q) on the system.

For both the current and charge quasistatic simulation one should be care-
ful of lead placement and pioximity of the system of interest to other objects
(such as buildings, earth, etc.) because these all influence the distribution
of the surface current and charge densities on Ss . In other words one should
minimize what is referred to as the simulator/test-object interaction (ref. 7).
Combining the two quasistatic techniques one might have a somewhat more complete
simulation as indicated in figure 4.4. Here one has two source V1 and V2 with
associated impedances ZI and Z2 together with a ground reference to establish
the desired V and I on the svstem at low frequencies.

Note that, while our discussion in this section has been centered on the

quasistatic regime for the system, the nonlinear character of the lightning arc
and corona on Ss limits one's ability to completely separate the quasistatic
regime from the higher-frequency regime. The early-time and resonant response
all aff!ect the lightning arc and corona which in turn influence the quasistatic
response.

V. EXTERIOR SYSTEM RESONANCES

It is well known that typical electromagnetic scatterers resonate in a
manner characterized by damped sinusoids in time domain. These complex natural
frequencies :;, are poles in the complex-frequency or s plane. Generalizing on
this observation has led to the singularity expansion method (SEM) for the
representation of the electromagnetic scattering process for linear (and to
date time invariant) scatterers. There is a considerable literature now devel-
oped to which the reader may refer (refs. 13,14). We are not concerned here
with the general theory, but are concerned with some of its implications for
the lightning external interaction and corresponding lightning simulation.
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Consider an integral equation of the general form (ref. 14)

j~(r,r';s) + Z(r,s) 6(r - r') J(r ' = (r,s)

4-* -

E (r,s) E source or incident electric fields

Z impedance loading (such as lightning arc) (5.1)

J(r,s)E response current density

Z(r,r';s) E impedance kernel

with <,> indicating the domain of integration (the region over which the current
density (or at least its relevant portion) exists.

Ignoring for the moment the nonlinear and time-varying character of the
air conductivity in the lightning arc, let us approximate the impedance loading
by the reciprocal of the air conductivity (times the dyadic identity). Without
the arc one can find the exterior natural frequencies of the system from

(0) t(o)
< 5c( r r s it (r' 06

j (r) E natural mode without arc (5.2)

(0)-
s ( natural frequency without arc

where r,r' is here only over the system. In the moment method (MoM) (ref. 12)

the impedance kernel is converted into a matrix (Zn,m(s)) which allows one to
find the natural frequencies from

det ((Zn,m(sa0)))) = 0, (5.3)

Now including the arc conductivity in an approximation as linear and time-

invariant, we have a new equation for natural frequencies as

j (r) E natural mode with arc (5.4)

s () natural frequency with arc
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with r r over the system plus arc. In general one does not expect the set of
s(I) to equal the set of s(O) given their different defining equations. Fur-
tgermore, as the arc conductivity is varied the natural frequencies sVI) will
in general also vary. Similar observations can be made concerning the natural
modes Ji)(T) and the amplitudes of these resonances known as coupling
coefficients.

(1)
In order to have the s. be correctly included in the simulation it is in

general necessary that the arc conductance per unit length be properly included
in the simulation. At least near the system, then, the leads from the pulse
generators in figures 4.3 and 4.4 can be impedance loaded to approximate some
desired arc conductance per unit length. If the lead lengths from their con-
nections to the system are sufficiently long one can get at least some of the
natural frequencies and natural modes (on the system) to approximate those
appropriate to the desired arc conductance per unit length.

One should regard this arc-conductance part of the simulation as a neces-
sary condition in the resonance regime of the system. It is not in general a
sufficient condition because of the nonlinear and time-varying character of the
real lightning arcs. In addition there is the corona surrounding the system
under direct-strike lightning conditions which may also have some influence on
the resonance-region response. To include these nonlinear and time-varying
conductivities in the simulation may require a very realistic simulation with
"real" current levels, voltages, and surrounding atmosphere with arcs and
corona.

VI. MAKING SIMULATION A "PART" OF A LONG LIGHTNING ARC

Previous sections have considered some of the aspects of the interaction
of direct-strike lightning with elec:conic systems from the viewpoint of simu-
lating such aspects with pulsers and impedances directly connected to Ss .
However, such simulation is limited by the nature of the lightning arc, espe-
cially in its nonlinear and time-varying characteristics. This is further
complicated by the limited state of quantitative knowledge concerning the
detailed physical processes in the arc and the resulting conductance per unit
length, tortuousity, etc.

A possible approach to lightning simulation which at least partly avoids
some of these difficulties consists in constructing an arc in air and letting
this arc attach to and detach from Ss . This arc is generated by an appropriate
high-voltage pulse generator with impedance loading as illustrated in figure
6.1. The arc might be initiated at some high-voltage electrode, propagate
toward the system of interest (perhaps meeting streamers from the system),
attach to the system, charge the system, detach from the system, propagate
toward a return conductor (such as a ground plane), and close to the return
conductor, thereby completing the current path through the pulse generator.

This type of simulation might be referred to as dual-arc lightning simula-
tion, referring to the two arcs connected to the system in figure 6.1. How
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closely this simulates the direct-strike lightning phenomenon depends poten-
tially on various physical parameters. The arcs should be sufficiently long to
simulate the important aspects of the natural phenomenon. For the simulation
of in-flight conditions for the system (as for an aircraft or missile) one may
wish to control the local air density, water-vapor content, etc. Clearly what
is required for the environmental details can be a rather complex question.

A less complete form of the type of simulation in figure 6.1 would use
only one arc in air. One might have an attachment single-arc simulation by
electrically connecting the system to the return conductor to the pulser

(through perhaps some distributed impedance). An alternate approach would be
a detachment single-arc simulation obtained by connecting the system to the
high-voltage electrode in figure 6.1 (again perhaps with special impedances).
Both of these techniques allow charging of the system (with resulting large
electric fields). However, the sequential charging and discharging in the non-
linear, time-varying arc manner is not fully accomplished.

VII. SUMMARY

As one may now realize, there are several possible improvements that can
be incorporated into lightning testing to make the test a simulation. Asso-
ciated with various identifiable physical processes in the lightning interac-
tion with electronic systems, one can formulate corresponding constraints on
the simulator design. While this leads to improved simulator designs, this is
not necessarily complete because of the limited understanding of the lightning
physical processes by the scientific/engineering community. For distant
lightning, except for some waveform questions, the simulation problem is simi-
lar to a class of EMP simulation and thereby relatively well known. For
direct-strike lightning the situation is quite complex and little understood by
comparison.

For direct-strike lightning one can consider the physical processes
involved to develop simulator design. Quasistatic considerations lead to the
importance of both current and charge on the system, thereby requiring the
simulator to produce large voltage as well as large current. In the resonance
region SEM considerations lead to the requirement of simulating the lightning
arcs in both geometry and impedance properties, at least near the system. Both
low frequencies and resonance frequencies require that the non-arc conductors
and other objects be positioned away from the system under test so as to not
undesirably modify the system response. At high frequencies (short wavelengths
compared to system dimensions) the problem is very messy making it difficult to
identify specific aspects of the simulation associated with this regime.

By successively imposing the various constraints on lightning simulation
one can progressively improve the realism of the simulation. Given the state
of lightning understanding at a given time (such as the present) one can design
a simulator which is consistent with this understanding. Such understanding
already indicates that considerable improvement in lightning simulation is
needed as discussed here. However, there is still the fundamental need of obtain-
ing an adequate understanding of the lightning electromagnetic environment.
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A UNIVERSAL PROCEDURE FOR EVALUATION AND APPLICATION

OF SURGE-PROTECTIVE DEVICES

Bernhard I. Wolff
General Electric Company, Semiconductor Products Department

Syracuse, N.Y.

SUMMARY

First of all the source, nature, and frequency of occurrence of transients
must be identified. A representative standard test wave should be chosen for
proof testing. The performance of candidate suppressor devices then can be
evaluated against the withstand goals set for the equipment. The various
suppressors divide into two classes of generic behavior. The key to a
universal procedure for evaluating both classes lies in representing transients
as quasi-current sources of defined current impulse duration. The available
surge current is established by the Thevenin equivalent transient voltage and
source impedance. A load line drawn on the V-I characteristic graph of the
suppressor quickly determines the clamping voltage and peak current. These
values then can be compared to the requirement. The deposited energy and
average power dissipation for multiple transients also can be calculated.

It may be possible to improve the protective level at a sensitive circuit
by use of two suppressors in a cascade network. A series impedance is
necessary to provide a degree of isolation between the primary and secondary
suppressors. The method is illustrated with a design example for motor
vehicle alternator load dump suppression.

INTRODUCTION

Until the last decade or two surge suppression was not a problem which
touched the activity of many circuit and equipment designers. Most electron
tubes and electro-mechanical devices were relatively large and rugged, and
exhibited high inherent immunity to surge damage or upset. Surge protection
was the business of specialists concerned mainly with equipment or personnel
exposed to the effects of direct lightning strikes. Adequate protection
usually was obtainable with well designed spark gaps incorporating resistive
elements to limit follow current from the power source. However, the micro-
circuit revolution has changed all that. With these sensitive devices the
effects are felt of transient disturbances appearing locally at relatively low
levels. Transient suppression then becomes a necessary phase of design.

It is the purpose of this paper to outline the basic procedure that is
used in evaluation and application of suppressor (surge-protective) devices.
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Although reactive and resistive elements also may be used effectively as
variables as will be seen, the active suppressor element is usually the center-
piece of design. Because of the variety of transients that may occur de-
pending on the environment, and the different properties of candidate
suppressors, the selection of a c3t".Ae device isn't necessarily a routine
matter. However, certain steps ara basic to the evaluation process. These
are familiar to experienced suppression designers but the presentation here
may be of benefit to the newcomer. These steps will be illustrated with some
examples involving variable-resistance and discharge type behavior suppressor
devices, and the areas where these different devices are incomparable will be

indicated.

REPRESENTATION OF THE TRANSIENT ENVIRONMENT

One of the difficulties encountered in dealing with transients is that
different kinds of transients tend to occur in different environments. Worse,
in some environments no two transients are likely to be identical. Nonethe-
less, it usually is possible to make reasonable generalizations about their
characteristics. For example, the pioneering inquiry of reference 1 into the
nature of transients on ac power lines in indoor residential or commercial
locations produced the oscillograph of Figure 1. This was obtained by
triggering the oscilloscope when transients above a preset level occurred
over a 24 hour period. The bright white central band in the figure was
produced by the sinusoidal ac power voltage while the transient waveforms
appear above it. As evident, none of these seem likely to be identical in
amplitude or waveshape.

Despite detail differences from actual transients it should be sufficient
for simulation purposes to define standard waves that are suitable for proof
testing of equipment. A waveform can be chosen that is representative of
those typically observed. Also, a peak amplitude can be chosen that gt.,erally
will not be exceeded. Indeed, this is the procedure that was used to adopt
the test waves and amplitudes of the IEEE 587.1 Guide (reference 2). The
oscillatory open-circuit voltage waveform of Figure 2 is deemed to represent
transients observed on long branch circuits in the indoor environment, and is
recommended for use in designing surge-protective systems.

For locations at or near the ac service load center the additional
waveform like Figure 3 is recommended. This is the familiar 8x20pS impulse
current waveform traditionally used for testing station-class and secondary
arrestors located in the outdoor environment. The choice of this current wave
for the IEEE location category B derives from simulated lightning tests and
from field experience with surge-protective devices. When subjected to a
current waveform of this shape the voltage waveform response of a typical
suppressor is as shown in the oscillogram of Figure 4. Note that the
voltage rises toward crest value much more rapidly than the current and that
the impulse duration (decay time to 1/2 of crest value) is longer for voltage
than for current. The test wave of Figure 2 also is recommended by the IEEE
for location c "egory B t due to a lower peak current and shorter effective
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impulse duration it deposits much less energy in the suppressor. The test
wave of Figure 3 therefore is more severe with respect to the size of
suppressor that is required to withstand it.

Another popular test wave is the current impulse of dimensional share
lOxlO00VS. This wave is considered representative of lightning remnants; i.e.,
a composite of individual strokes within a lightnin,- flash where the wave has
been smoothed and stretched by effect of lightning arrestors upstream in the
transient propagation path. Such a wave also night be representative of the
discharge of energy stored in inductances such as transformers and relay coils.
Because of their long-standing popularity the 8x20S and l0xl000S current
waves both have been adopted as standard test waves in IEEE test specificaticn
for gas tube, metal-oxide-varistor, and avalanche diode suppressors. See
references 3, 4, and 5. However, many other test waves are in use which are
considered representative of specific environments, or which have been adopted
to satisfy specific proof-testing objectives.

A complete description of the expected transients also must include the

frequency of their occurrence. In the case of lightning and its related
switching disturbances the frequency will vary widely with geographic location.
The probable occurrence of transients of a given level of severity also will
vary with the exposure of the incoming electrical service to liphtning strikes.
A building fed by long overhead lines has an extreme exposure compared to one
that is fed by an underground distribution system. Data on expected rates of
occurrence are presented in IEEE 587.1. Other kinds of environments or those
which combine the effects of internally and externally generated transients
must establish their own transient waveforms, amplitudes, and rates of
occurrence. It should be recognized that an excessive margin in the speci-
fication over and above the actual need may add little to reliability while
leading to a cumbersome design with excessive cost.

In the final specification of the surge simulation all the essential
parameters of the surge must be included. This is illustrated by Figure 5.
The open circuit transient voltage VT11 of Figure 5a) determines the dielectric
stress that will be applied to an unprotected equipment. By addition of a
suppressor as in Figure 5b) the transient is suppressed to a protective
voltage level within the design withstand capability. However, the suppressor
is thereby subjected to a current stress. This current will be limited hv the
impedances in the transient source and wiring. If V 1 alone is specified
without a value for source impedance, or without specifyin7 transient peak
current, the suppressor selection problem is left without sufficient infor-
mation to solve it. Also, since the ability of a suppressor to withstand the
current impulse depends on the duration of the impulse, this parameter too
must be specified and controlled in testing.
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CHARACTERISTICS OF SUPPRESSORS

The suppressor evaluation and application process suffers from a near
embarrassment of riches in the variety of devices available. These operate on
several different physical principles but their terminal behavior can be
regarded as falling into two distinct classes. By definition, devices in the
variable-resistance (varistor) class exhibit a terminal voltage that increases
nonlinearly and monotnnically with current over a wide range. Devices
operating on the reverse junction breakdown principle such as silicon avalanche
diodes fall into this category along with metal-oxide-varistors. The pro-
tective voltage level of all such devices can be approximated as a function
of current by a two-term equation. (See reference 6). The parameters of this
equation may vary somewhat with device technology and size but the model is the
same.

The second class of devices exhibit what may be called discharge type
behavior. This class includes not only gas discharge tubes and air gap
sparkover devices but also certain solid-state circuits with "crowbar" action.
These devices are typified by a V-I curve that includes a region in which
voltage drops sharply after a threshold value is exceeded. Consequently,
these devices also tend to draw follow-current from the power source after the
surge has passed. Except for systems in which the follow-current is sufficient-
ly limited in amplitude and duration a fixed or variable resistance element
then is usually employed in series.

The response of voltage and current versus time for a typical varistor
device subjected to an 8x2OiS current stimulus was shown in Figure 4. The
response of the "crowbar" circuit device of Figure 6 is shown by the
oscillogram of Figure 7. A comparison of the Figures 4 and 7 clearly shows
the difference in voltage behavior. However, although the voltage of the
discharge behavior device drops to a low level the protective level seen by
the equipment is the peak voltage at which breakover occurs. In tfese examples
the observed protective levels are roughly the same; i.e., somewhat over 300V.
Note also that the current waveforms are not a function of the class of
suppressor. Therefore, devices which may seem incomparable due to differences
in voltage behavior may be aptly compared when current amplitude and impulse
duration are used as the basis.

One aspect in which nearly all suppressors seem incomparable is that of
their terminology. Although various IEEE and JEDEC standards plus the
practices of industry have brought about a considerable degree of uniformity
in the terms used within a device family the different technologies tend to *
use different terms to describe the same test parameters. The comparative
glossary of Table I is offered as a guide to relate some of the device terms
most frequently used to the system designers' terminology.
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OPERATING POINT DETERMINATION

The determination of the suppressor operating point has two principal
objectives: a) to find the protective level provided by the suppressor, b) to
find the peak current of the pulse that passes through the suppressor. This
process is relatively easy for devices of the discharge type. Assuming that
the voltage rate-of-rise is fixed a gas tube will fire at approximately the
same voltage regardless of the peak value of the current pulse. The breakover
voltage of a solid-state circuit also is essentially unaffected by peak current
The protective level then can be found from design data sheet values. Also,
since both devices have a relatively low voltage drop when in the conducting
state the peak pulse current is approximately the same as a short-circuit
value. Thi- is easily computed from test circuit parameter values VTH and RTH
of Figure 5A. Of course, this simple analysis assumes that a series follow-
current limiting resistance is not used.

In the case of variable-resistance type devices the determination of
operating point values is not the same trivial procedure. Because the device
clamping voltage increases monotonically with current the values must be found
by a simultaneous equations solution procedure. Writing the equation for the
sum of voltages in Figure 5 , and the behavioral equation for the suppressor

(from reference 6) gives respectively:

v c  VTH - RT11I (1)

VC  = KI + RSI (2)

where:

VC  is the suppressor clamping voltage

V is the Thevenin equivalent peak voltage of the transient
TH
RTH is the Thevenin equivalent source impedance of the transient

I is the peak surge current

K is a suppressor constant similar to nominal breakdown or varistor voltage

e is the characteristic of suppressor nonlinearity, 0<8< 1

RS  is the suppressor internal series bulk resistance.

(It should be noted that the model of equation (2) assumes that reactive
elements of the device or application circuit are not significant. In
practice, uncontrolled lead inductance may greatly affect clamping
voltage results see reference 7, pages 84-85, and reference 8.)
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A general solution this system of equations is faced with two practical
problems. First, limit values for device parameters 8, RS may not be given on
manufacturer's data sheets. Secondly, even if available the equations are not
directly solvable by simple Inalytical means since they are not homogeneous of
degree one. However, two other procedures can be used to find solutions which
are satisfactory for engineering purposes without resort to computer programs.

An approximate solution can be calculated by noting that the power law
term KI6 approaches the numerical value of the constant K as the value of
parameter 6 approaches zero. That is, the device is treated as ideally non-
linear and constant in voltage except for the drop across internal resistance
RS. This is a reasonable assumption for most avalanche diodes especially if
the expected operating point is only incrementally different from a specified
test point. The procedure is illustrated by the following example.

Consider the case of a JEDEC type IN5665 diode. This device of 200V
nominal breakdown voltage is specified to have a maximum voltage of 287V at
5.2A (reference 9). available data sheets do not include a limit value for RS,
but from measurements of reference 6 it appears that a value on the order of
1.2 ohms would be reasonable for purposes of illustration. This number first
can be used to impute a value for the KIa term so that equations (1) and (2)
can be solved simultaneously. By rearrangement and substitution into (2):
KIb = V - R I - 287 - 1.2(5.2) - 281 V

C S
For this example assume that the test uses the 100K1z wave of IEEE category A
where VTH = 6000V and effective RTH = 30 ohms. Using equations (1) and (2)
the solution for I and VC at the peak operating point gives:

VTH - RTHI - KIB + RSI

6000 - 301 = 281 + 1.21

I = 183A

By substitution in (2)

VC  = 281 + 1.2(183) = 501V, maximum

The second procedure for operating point solution requires no a priori
knowledge of a behavioral model or its parameter values. Instead, the maximum
clamping voltage curves which are provided on the data sheets of many manu-
facturers are utilized to obtain fast and accurate answers. This is shown in
figure 5B which illustrates the maximum clamping voltage cuirve of a typical
metal-oxide-varistor. The solution for I and VC at the peak operating point is
obtained by a graphical analysis. A load line representing equation (1) is
drawn on the graph where the varistor maximum V-I characteristic curve re-
presents equation (2). The intersection of the load line with the V-I curve
gives the solution. Note that the load line is a curve, rather than straight,
when the graph has log-log coordinates.
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As a concrete example consider the case of a commercial type metal-oxide-
varistor, V1301OA1A or equivalent. Reference 7, page 118, shows the maximum
V-I characteristic graph for this type. Suppose that a load line is drawn
representing IEEE 587.1 category B where the parameters of the transient
generator are VTH = 6000V, Rm1 = 2.0 ohms. The operating point values at the
junction of the clamping curve and load line will be VC = 600 V maximum,
I = 2700 A, as seen by inspection. The value of VC = 481V at 2800A measured
on a device specimen (see reference 6) is well within this maximum limit.

When the operating point has been determined the designer can compare the
predicted values against the goals set. The checklist should include the
following:

a) Does the suppressor satisfy the desired protection level?

b) Does the peak current fall within the rated capability of the suppressor
for the specified waveform?

c) Does the rated capability encompass include the expected number of

surge occurrences over the equipment life?

d) If the goals are not satisfied has the trade-off been explored between
suppressor capability and equipment design withstand level?

e) If a practical, economic combination of suppressor and equipment pro-
tection need seems unattainable, does the surge specification accurately
reflect genuine field application conditions?

ENERGY DEPOSITION

When the Peak voltage and current of the suppressor have been deternineOd
it will be possible to calculate the energy deposited in a variable-resistance
type suppressor. By definition this energy is the product of instantaneous
voltage and current integrated over time. Hence it is a function of waveshane
and impulse duration. The integration procedure is cumbersome to perform since
the integration feature is not generally available in the surge peneration
equipmen! itself. Therefore, some approximate estimation procedure accurate
enough for engineering purposes is desired.

Reasonably good estimates of deposited energy can be obtained fror the
relation:

W - KV I Y (3)c p

where:

W is the energy in joules

K is a form factor unique to the waveshape

y is the current impulse duration in seconds as defined in Figure 3
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V I are as defined previously

C p
The basis for equation (3) is that V c varies very little for a wide variation
of I, especially if the exponential characteristic of nonlinearity, 8, has a

value approaching zero. Values below 0.1 or especially below 0.04 provide a

gc-d approximation to the ideal. Then Vc is regarded as a constant in the
calculation while the form factor K is associated with the current waveshape.

The form factors for some frequently encountered waveshapes have been
compiled (reference 7, page 39) and are reproduced in figures 8 and 9. Form
factors for other waves can be derived from composites of those shown. For
example, the 8x20 S current wave of Figure 3 can be regarded as a quarter-sine
wave on the front followed by an exponential decay. Using the values shown in
the figures an approximate form factor constant for the 8x20vS wave can be
computed as:

Ky - KIy 1 + K2 Y2

K- (.64/2)(8) + 1.4(12) =97
20

In the case of gas discharge tubes and crowbar circuits it is obvious that
calculation by equation(3) is inapplicable because of the large change in volt-
age after device turn-on. Indeed, variable-resistance and discharge class
devices are incomparable on an energy basis. Furthermore, energy ratine can be
misleading as an indicator of the comparative merit of different varistor types.
The energy deposited depends on the V-I characteristic of the suppressor; the
better the suppressor, the lower the clamping voltage, and the lower the energy
given the same peak current and waveshape. Therefore, current withstand ratings
are the appropriate basis for evaluating the withstand capability of all types
of suppressors.

CASCADE SUPPRESSION OF MOTOR VEHICLE LOAD DUMP TRANSIENTS

The preceding sections have discussed the principles of application for
single suppressors. This section will illustrate the potential for improving
the protective level by using suppressors in cascade. The example is that of
protection against the load dump transient in motor vehicles.

Electronic circuits in motor vehicles are subject to a number of electrical
transients but load dump is of the greatest damage potential (reference 10,
p.58). The source of this transient may be illustrated by the simplified
vehicle electrical circuit of Figure 10. Normally, the vehicle battery acts as
an excellent sink for power line transients, but it is subject to inadvertent
disconnection as a result of terminal corrosion or other causes. Then, when a
vehicle electrical load is removed, such as by turning off the rear window
heating element, a significant transient is produced on the power line. This
occurs during the interim between load switch-off and restoration of normal
voltage regulation and is manifested as a positive-going voltage transient. In
the worst case the load is itself a badly discharged battery drawing maximum

310



alternator amperage. When the connection to it is interrupted a voltage
transient of 80V peak or more can be produced.

Attempts have been made to arrive at an industry standard for expressing
the shape of the transient. Also, Circuits have been devised for simulating
the load dump transient in bench test equipment without recourse to a vehicle
or its alternator based charging system. (reference 11, Fig 5.2). Unfor-
tunately, this has characterized the load dump transient in terms of peak
voltage and duration in the unsuppressed condition only. (See Figure 11. In
any event, that simulator is today considered by the industry to be inadequate
in severity.

Although this earlier circuit provided an indication of damage exposure
for unprotected electronics it didn't directly give the crucial information
for suppressor application. Both the peak current and current impulse dura-
tion must be accurately simulated. Bench tests using typical alternators of
70-90A rated output suggest that the load dump transient may in fact anproach
50A peak current, have an effective impulse duration of about 33mS, and deposit
about 90 joules of energy in a commercial type V24ZA50B metal-oxide-varistor.
It is necessary, therefore, to devise a simulator circuit with appropriate
component values to simulate these two conditions: a) the open circuit peak
voltage that can damage sensitive components, and b) the peak current and
impulse duration that will evaluate the protective level and energy withstand
capabilities of the suppressor.

The simplified equivalent circuit of Figure 12 shows the suggested
simulator circuit and its component values. When the storage capacitor Cl is
charged to 94V an open circuit peak voltage of 85V is produced at the output
terminals. It does not matter that the open circuit voltage duration is longer
than that produced by an unsuppressed alternator load dump. What does matter
is that the simulator surges suppressor specimens with a peak current value
corresponding to the alternator load dump, and that it has a current impulse
duration which deposits the corresponding energy.

The operating point values of suppressors VUT1, VUT2 in Figure 12 can be
found by graphical analysis. It is first assumed that the population of
available suppressors can be sorted by the user so that those with superior
clamping are separated. Thus, though VUT1 and VITT2 are of similar type VUT2
has a lower maximum V-I characteristic as shown in Figure 13. Note that this
V-I graph uses linear coordinates for simplicity. The condition for equality
in the branches of the circuit of Figure 12 is given by the relations

V = VC2 + I2RA  = VTI -IR (4)

IT  I I + 12 (5)

where the isolation resistor between VUT1 and VUT2 is designated by RA,
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where all terms are as previously defined, the subscripts 1, 2 indicate the
respective suppressor, and IT is the total current. The voltage sum VC' +
I R is shown on Figure 13 by the heavy dashed line, while the load liniF and
2 A

suppressor maximum V-I characteristics are the solid heavy lines indicated.
To find the graphical solution the lightly dashed line of voltage V must
be placed so that equations (4) and (5) are simultaneously satisfieR The
values found are very close to those observed in Fipures 14 and 15, where
maximum limit suppressor specimens were tested in the load dump circuit.
Note that clamping i. Itage V 2 = 38V is substantially improved over the 46V
that would occur with a singe suppressor like VUTl.

The energy deposited in each suppressor can be estimated by eqiuatior 3.
In Figure 15 it is important to observe that the current impulse duration of
the secondary suppressor has been "stretched" by the nonlinear effects of
the primary. Therefore, the sharing of surge energy will be different than
expected from the peak current values alone. Calculations give approximate
energies of

W = 1.4(44)(30)(.03) = 55 Joules

W = 1.4(38)(15)(.05) = 40 Joules

CONCLUSIONS

The simulation of transients by surge generators with appropriately
chosen open circuit voltage, source impedance, and current imnulse waveshape
is an effective tool in protection design. Suppressor devices of various
technology types can be evaluated by this procedure at both the analytical
and laboratory proof testing stages. However, if the surge impedance is not
defined, or implied by a short-circuit current value, there is insufficient
information to determine either the protective level provided by a suppressor
or its ability to withstand the surge.

The use of two suppressors in a cascade network can significantly improve
the protective level even if the value of the isolating impedance is rela-
tively small. However, the energy deposited in the secondary suppressor will
be greater than expected due to the pulse "stretching" effect of the primary.

312



REFERENCES

1. Martzloff, F.D. and Hahn, G.J., "Surge Voltage in Residential and
Industrial Power Circuits," IEEE PAS 89, 6, 1049-1056
(July/August 1970).

2. Guide on Surge Voltages in AC Power Circuits Rate Up to 600V,
Final draft, May 1979. Document P587,1/F prepared by Working Group

3.4.4 of the Surge Protective Device Committee, Power Enpineering
Society, IEEE.

3. Test Specifications for Gas Tube Surge Protective Devices,
IEEE Standard 465.1-1977.

4. Test Specifications for Varistor Surge Protective Devices, Sixth Draft,
May 1979. Document P465.3/D5 prepared by Working Group 3.3.6 of the
Surge Protective Device Committee, Power Engineering Society, IEEE.

5. Test Specifications for Avalanche Diode Surge Protective Devices,
Third Draft, October 1979. Document P465.4/D2 prepared by Working Group
3.3.6 of the Surge Protective Device Committee, Power Engineering Society,
IEEE.

6. Wolff, B.I., "Analyzing Surge Protective Devices within a Common
Framework," Federal Aviation Administration-Florida Institute of
Technology Workshop on Grounding and Lightning Technology, FAA-RD-79-6,
March 6-8, 1979, Melbourne, Florida, U.S. Dept. of Transportation,
Washington, DC 20590.

7. Transient Voltage Suppression Manual, Second Edition,
General Electric Company, Auburn, NY, 1978.

8. Clark, O.M., and Pizzicaroli, J.J., "Effect of Lead Wire Lengths on
Protector Clamping Voltages," Federal Aviation Administration-Florida
Institute of Technology Workshop on Grounding and Lightning Technology,
FAA-RD-79-6, March 6-8, 1979, Melbourne, Florida, U.S. Dept. of
Transportation, Washington, DC 20590

9. Transient Absorption Zener 1N5629 Thru IN5665 and IN5907.
Siemens Company, Iselin, NJ.

10. Preliminary Recommended Environmental Practice for Electronic Equipment
Design, New York, Society of Automotive Engineers, 1974.

11. Electromagnetic Susceptibility Test Procedures for Vehicle Components
(except Aircraft, New York, Society of Automotive Engineers, 1974.

12. IEEE Standard Dictionary of Electrical and Electronic Terms,
IEEE Std 100-1977, New York, John Wiley & Sons, Inc., 1977.

313



cc C 0J 0J

o -4 0
$4j 4j)4J 0

1.4 >- ~ o

0 0 .,.C.

U- 4 p~ tiCA

0 J 0,

O4 0 44 0
w 0 $4 W'*4 0

H~~ :3$ $0 0

03 0i 0
q) 0 0

W. g $ > ) '

o c 0 H -H 4 c e

0, .0 0 $
" 4* ; P $ 4-4- .

0*0
0-~o : 3~ ~ OL $4

-14-- r4 
m U 4

0 0 
-,4

4- V0 44- 0) 1-

0, I n 
$ 4 4 0 $4 (

Wo 0 
C-4 0 41

w o 0 LOW
$4 $4 -itA4 0 4

4JI W 0 . 0 t 0
HC 4 0 0 cc 41 "a

e~ ~~ ~c totoC4- 
. 4: 0 *

P4$ 41 AC 04 0 0 4

to 00 0 oH O 0

.0 
0 4.1 %6O 

.-

z ~ ~ $4$4 '0~~U
4-' > W 4 . 0

E-4 4 0 H 0. A. P. cc r

0~c 
$40(0$

(0C .a 
"4 

CC "4 
(

i~~~~% 0 640 0 4 $ 4 $44 $

Go H4 
V0~ 0 .4 

-

0 
0> 0 0 0

>4'0 
0 0 .

V4 
0 H H H -

0 ~ ~ ~ 1 v4 ~~'~~~4-4 I-

314 
0



0
0

LUO

C~.C

t ) 0--

0 Z )

Cl) 0 m

(1) 0 0'

0 U)

00 -4

S 0

14

0

0 0 0 0
0 0 0 0 0 0
LO 0O C) LO o LO

315



Vpk
O.9Vpk

T 10 ~Is(f 100 kHz) -

O.lVpk

0.5 p, s

- 600/ of Vpk

Figure 2.- 100 kHz ring wave (open-circuit voltage).
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Figure 3.- Peak current test impulse wave. 8 Us front duration x 20 Us

(im~pulse duration) except as noted.
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(a) Equivalent circuit of suppressed surge.
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(b) Graphical analysis to determine peak V,I.

Figure 5.- Two steps for evaluating protection requirements.
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WAVE SHAPE EQUATION K

P 1 K tJ

IPK(T) 0.5

SPKsin(t) 0.637

Figure 8.- Form factor constants of simple waves.

t IPK

-
5 PK I PK e -t/1.44 1.4

p(PK

r - .1' IP sin t) e -t/r 0.86

Figure 9.- Form factor constants of decaying waves.
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Figure 11.- Load dump transient (unsuppressed) from SAE proposed procedures.
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Figure 12.- 85V load dump test circuit.

481
48 c2+ 12RA --Vc1 .

VC1 -7--

SUPPRESSOR
VOLTAGE

(V)

40- / I L

V 112 ., IT 12

32 1 I i
0 10 20 30 40 50

SUPPRESSOR CURRENT (A)

Figure 13.- Graphical analysis to find VI.
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CONDUCTIVE SURGE TESTING

OF CIRCUITS AND SYSTEMS

Peter Richman
KeyTek Instrument Corp.

SUMMARY

Techniques are given for conductive surge testing of
powered electronic equipment. Dealt with first are the cor-
rect definitions of common and normal mode.

Testing requires not only spike-surge generators with a
suitable range of open-circuit voltage and short-circuit current
waveshapes, but also appropriate means -- termed couplers -- for
connecting test surges to the equipment under test. Key among
coupler design considerations is minimization of "fail positives"
resulting from reduction in delivered surge energy due to the
coupler.

Also included is some mention of back-filters and the lines
on which they are necessaryr plus ground-fault and ground poten-
tial rise considerations, as well as a method for monitoring de-
livered and resulting surge waves.

INTRODUCTION

Years of effort by a number of organizations have resulted
in several generally-accepted, standard spike-surge test waves.
Different waves have been specified for several of the most im-
portant application areas. These include waves for simulating
typical ac power line spike transients (refs. 1 and 2), and for
testing telecommunications lines and protectors both in the U.S.
(refs. 3 and 4) and internationally (ref. 5). While specialized
areas may require variations in these waves or even totally dif-
ferent ones (refs. 6 and 7), the mainstream -- most electronic
equipment -- can generally be addressed by one or more of the new
standards.

Some of the newer waves (refs. 1 and 7) are designed to test
not just for susceptibility (upset or malfunction), but also for
vulnerability (damage). For this reason they are relatively long
impulses, implying the need for coupling and filtering effective-
ness at levels well beyond what has been necessary heretofore.
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SYMBOLS

C capacitor (used for wave coupling), uF

e(t) general expression for a time-variant voltage, volts

eIN(t) input signal, volts

e OUT(t) output signal, volts

E peak of surge wave, volts

i(t) general expression for a time-variant current, amperes

I(s) Laplace transform of i(t)

L inductance, Henries

Q quality of a resonant circuit, non-dimensional

R load resistance, ohms

t time, independent variable, secs

ta  time of first zero-axis crossing of a capacitor-coupled
impulse wave, secs

tx  time of intersection of a wave with a fixed voltagelevel V, secs

t IN time for decay to 50% of peak for a network input

impulse, secs

t OUT time for decay to 50% of peak for a network input

impulse, secs

s the Laplace operator

T exponential decay wave time-constant, secs

V fixed clamping voltage, volts

Wo energy, total deliverable by a surge wave to a load
resistance R, joules

W energy, total actually delivered by a circuit to a
load resistance R, joules
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Am

W+ energy, total actually delivered by the positi\e
portion of a wave to a load resistor R, joules

W- energy, total actually delivered by the negative
portion of a wave to a load resistor R, joules

COMMON AND NORMAL MODES

Except in the unlikely event that ground is used as a
return path, equipment inputs and outputs are usually ungrounded
two-terminal-ports. Elsewhere in the system, one line of each
such pair may be connected to ground. However, in view of line
inductance, for spike surges it is safest to treat this distant

ground connection as the high impedance it usually is.

Thus in most surge test situations, at least two essen-
tially ungrounded lines are involved, with the one that may
be connected via line impedance to a remote ground referred to
as "low". In addition, there exists the local ground, con-
nected via some other line or conduit impedance to a perhaps
different but equally remote ground. The situation is shown,
highly-simplified, in figure 1.

One of the major sources of upset or damage due to surge
is the circuit involving equipment local ground, or common,
and one or both of the input lines. Surge currents seeking
earth can usually pass with least resistance and inductance
via the ground; thereby causing significant ground potential
rise. The effect can produce extreme potentials between local
ground -- or common -- and either or both lines of the pair.
This is in fact the original, and now only the alternative,
definition (ref. 8) of "common-mode"; i.e., signals applied not
to both sides of the input pair in common, but rather from any
one or more leads to common, or ground.

The reason for stressing this correct definition of common
mode, is that experience has shown that the terminal pair at
which surges can be most damaging is often the one composed
of input or output low, and ground. This is one of the three
common modes for a typical "two-terminal-port". The remaining
ones are from high to ground (or common), and finally fror high
and low simultaneously -- perhaps less ambiguous usage than "in
common" -- to ground.
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SURGE TEST WAVES:
IMPULSIVE AND OSCILLATORY

Figure 2 shows an oscillatory wave and figure 3 an impulse,
in each case accompanied by conventional definitions (refs. 1
and 12).

Oscillatory surge waves, with effective Q's ranging from
2 or 3 to 20 or 30, are often found in measurements in actual
equipment. Some test waves are therefore specified as oscil-
latory (refs. 1, 2 and 6). However, impulse waves have also
been measured (refs. 9 and 10) and generally can convey higher
energy content per surge. In addition, in view of flashover-
imposed peak voltage limitations in low voltage systems, fre-
quencies on the order of one or just a few kHz must be postu-
lated for oscillatory waves with enough energy to simulate, in
the laboratory, damage that has actually occurred; at which
point the distinction between impulsive and oscillatory be-
comes academic. This blurring is particularly true in light
of the low Q's, typically 2 to 4, of many measured "oscilla-
tory" waves. Their first overshoot is often no more than 30
to 40% of first peak amplitude. This can be not too dissimilar
from the overshoot obtained by capacitance coupling a uni-
directional impulse wave for test purposes.

Impulses have also historically been chosen to test surge
protectors (refs. 4 and 11), and hence find application in
vulnerability, or damage testing, when energy in the tens or
even hundreds of joules must be delivered to simulate field
situations in which protectors may be involved.

COUPLING THE TEST SURGE WAVES

Wave-coupling requirements are minimal for some of the
standard surge waves, particularly for fractional or low-joule
oscillatory surges like the IEEE/UL, 100 kHz damped cosine
(refs. 1 and 2), or the IEEE power sub-station 1 MHz damped
cosine (ref. 6). The low energy levels and oscillatory nature
of such waves, make them most suitable for upset rather than
damage evaluations. These characteristics also imply small
coupling capacitors, typically in the range below one, or at
most just a few microfarads, to couple the test surge; even
for rather heavy loads. This still holds true, for example,
for loads drawing 15 to 30 amperes from a 115 V ac power line,
with implications of only a few ohms load impedance. The
1.2 x 50 impulses of the newest IEEE ac power line guide

330



(ref. 1), the 10 x 700 impulses now standard in international
telecommunications (ref. 5), and the 10 x 1000 impulses of
U.S. telecommunications (refs. 9 and 10), all require more com-
plex and sophisticated approaches both to coupling and to
filtering the surge test waves. And so, surely, will the 4 x
200 (or longer) waves implied for power lines by a recent EPRI
study (ref. 7). The 4 x 200, if it eventuates, will be even
more difficult to couple than the still longer telecommunica-
tions waves, since ac load impedances are likely to be lower
than telecom loads -- just a few ohms for heavy equipment. The
combination of low load impedance with relatively long waves
implies that coupling capacitors will be huge; and ac lines are
seldom as suitable as candidates for gas-tube surge coupling
as are telecom lines and others.

All of the long impulse waves carry tens or hundreds of
joules. It is therefore important to use these waves with
couplers that don't reduce their energy appreciably.

Figure 4 shows a variety of multi-line surge couplers.

CAPACITIVE SURGE COUPLING

The simplest coupler, conceptually, is probably a capaci-
tor. It is suitable for cases in which surged lines can operate
normally with the capacil-r in place, when the surge isn't
present.

The circuit of figure 5 shows a series capacitor, C,
coupling the exponentially-decaying impulse, E exp (-t/T), to
a shunt load R. From the surge standpoint, of greatest interest
for even this extremely simple circuit are the energy implica-
tions.

The input wave is:

e(t) = E e- t/T (1)

The Laplace circuit equation is:

I(s) (R + i/Cs) = E/(s + l/T) (2)

from which the output may be solved for as:

eE RC (e-t/T - Te - t /RC (3)
eOUT(t) - E RC -T -
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The axis crossing, ta, is found by setting equation (3) equal
to zero and solving for t. It is:

RC
to = T ( RC - T ln (RC/T) (4)

(In the limit, for RC = T, ta is also equal to T.)

The energy the input wave would deliver to R with C
shorted is: o0

(GO 2WO = (1/R) e2(t) dt (5)

0
which, when solved, yields:

Wo = E 2T/2R (6)

Total energy delivered to R by the actual output wave of
equation (3) is

00

W :(/R) eOUT (t) at (7)

which yields

W =(E2T/2R) ( C C )(8)

Finally, the fraction of Wo delivered, from equations

(6) and (8), is:

W/Wo = RC/(RC + T) (9)

Similar calculations for the energy W+ delivered by the
(+) portion of the eOUT wave -- i.e., integrating from 0 to
ta -- and the energy W- delivered by the (-) portion, give

results included in the numberic summary that follows.

Conclusions are summarized in Table I for this circuit.
Specifically, if the RC time constant is equal to the decay
time constant, then W/Wo -- the ratio of total energy delivered
to R, to what would be delivered if C were either infinite cr
a short circuit -- is 1/2. Thus half the total available wave
energy will be undelivered for this case. Further, the energy
W+ contained in the positive-going portion of the delivered
wave, will be only .43 times the total available energy.

Increasing the value of the coupling capacitor improves the
situation, but a dramatic increase -- by perhaps 10 to 1 -- is
necessary before, as shown in Table I, even 85% of the available
energy can be furnished to R during the positive-going portion
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of the delivered wave. Also note the results of undersizing C.
If RC is reduced only by half, to .5T, then just 29% of the
available wave energy will be delivered on the positive peak.

Other characteristics of the energy transfer from the
impulse wave through the capacitor are also shown in Table I.
The axis-crossing, t, is given (it is equal to T if RC equals
T.) The time to 50% of peak, usually taken as a crucial dura-
tion measurement for an impulse, is given in ratio form as
t. OUT/t5 IN" The table shows that this duration rationtracks, very nearly, the ratio W/Wo of delivered
to available wave energy. Finally, the energy in the overshoot,
W-, is related to Wo in the ratio W-/Wo.

The implications of the figures of Table I are clear. To
couple a typical 50 uS duration impulse to a power system will
require on the order of a 100 to 150 uS time constant to de-
liver a credible portion of the available wave energy. If the
system being surged consumes 15 A at 115 V, say, its impedance
will be 115/15 or about 8 ohms, ignoring inductance. Obtaining
a 150 uS time constant under these circumstances will require
about a 20 uF capacitor, presumably at six to eight kV, to de-
liver a typical 6 kV surge (ref. 1). Such capacitors imply
large filter inductors and capacitors for the L-C filter that
will keep the surges from reaching unsurged power lines. As
a result, it may be difficult even to turn the circuit breaker
on to activate such a power line, in view of the heavy capaci-
tance loads such :ilters imply. Electronic or thermal time
delays, or variable transformers, may be required to turn on
line power.

The simple capacitor can do a fine job of surge coupling;
provided it is large enough, andprovided that the implications
of its large value on the surge-decoupling filter are taken
into account. Generally, the capacitor value C should be of
such a size that RC, the (load) x (capacitance) time constant,
is in no event less than T, the impulse wave decay time con-
stant; and preferably 2T. It should also go without saying
that the capacitor must have a voltage rating equal to the
largest peak expected for the test surge, plus the maximum
opposite-polarity voltage that can exist on the driven line at
the time of the surge. Any lower rating will risk capacitor
failure in the event the driven load breaks down, and the
impulse source is stiff enough to charge the capacitor to
almost the full impulse peak.
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GAS-TUBE SURGE COUPLING

More complex couplers uje gas tubes, alone or in combina-
tion with clamping surge protectors, to surge higher-impedance
lines which can't operate normally when shunted with large
capacitors.

While the gas tube couplers of figure 4 have the advantage
of connecting the surge source only when the surge exists, they
have various disadvantages as well. Foremost among them is the
fact that a gently-sloping surge front, as may be specified for
a particular simulation, will be turned into a super-steep,
nanosecond edge when the gas tube conducts. This severe wave-
form alteration is shown in figure 6.

Clamping protectors are often used in series with gas tubes
as shown in figure 4, to allow disconnect after the surge even
if there is voltage above the gas-tube arc potential "standing"
regularly on the line being surged. The series clamping protec-
tors, however, will have the effect of reducing energy applied to
the test piece since they remove the lowest, heavy energy-bearing
portion of the decaying exponential. This is true as well if the
clamping protector is used alone, without the gas tube, to couple
the surge. Figure 7 shows the clipping effect.

For the wave E exp (-t/T) shown in the figure, clipped off
below V, the delivered energy to a load R is reduced to 68% of
available for V/E = .1 "Available" energy, Wo, is taken to be
the energy of the unclipped wave delivered to a load R, again
given by equation 7, as Wo = E2T/2R. Actual energy delivered may
be found in a manner similar to that used to solve for the capac-
itor-coupled case, and the ratio likewise can be determined to
be:

W/Wo = 1 - 4(V/E) + (V/E)2 (3 + 2 In (E/V)) (10)

If V/E = .2, less than half of the available energy is de-
livered -- 45% to be exact. A value for V/E of .1, is a typical
situation for a 300 to 350 V varistor coupling a 5 to 6 kV wave;
at full current, the varistor will require on the order of 600
to 700 V. At lower surge peaks, such as the 3 kV recommended
for some surging by IEEE (ref. 1), the same varistor will con-
stitute 20% of peak voltage, i.e. V/E = .2, and over half the
available energy will be undelivered. It is particularly worth
noting that even if the surge peak is readjusted to deliver the
original desired peak voltage to the load, clipping off the
lower "tail" of the exponential will still leave energy errors
about equal to half the errors cited above.
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ISOLATING AND SURGING THE EQUIPMENT UNDER TEST

Figure 8 shows the basics for a system to apply normal-
mode surges to an Equipment Under Test (EUT). The situation
depicts application of test waves to the ac lines powering
the EUT, but it could as easily be to any other input or output
line pair, so long as surge filters are interposed between the
EUT and the lines' destination.

Common-mode surging, between any line(s) and ground, is
accomplished in analogous manner, by connecting the surge gen-
erator Lo to ground, and employing a multi-line coupler if
more than one line is to be surged in common mode.

As shown in figure 8, the ac line to be surged is first
applied to an isolation transformer, to provide ground fault
isolation. This transformer in no way assists in filtering the
surge from the input, it merely makes possible use of the large
filter capacitors necessary to reduce the surge at the input,
while still retaining the possibility of using a ground fault
circuit interrupter (GFCI) in the power line. If a GFCI is not
in place or is not required, the transformer may be omitted.

(It should be noted that during the surge test, ac power
to the EUT cannot be monitored by a GFCI; so suitable pre-
cautions should be taken to operate without one. Even if a
GFCI is in place at the input, and an isolation transformer
is used as shown, unbalance current in the transformer second-
ary won't be measured as such by the primary GFCI.)

The ac is then connected to a surge back-filter, consisting
in its simplest form of two series chokes -- one in each line
of the pair -- and a total of three capacitors between them and
to ground, as shown.

The surge is applied at this point, with no connection
mandatory between points A and B in the figure tying the surge
generator low to the ground of the EUT, although at least a
clamping protector between them is an excellent precaution.
The most important point is that continuing groands from the
EUT to other equipment must be disconnected as shown, along
with the local EUT ground; in effect, the EUT must become the
end of the line for ground. This implies that the case or
cabinet of the EUT may rise to a high surge potential during
the test. Suitable precautions must be taken, as indicated
later on in connection with figure 9.
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The connection between points A and B may be made directly,
although an ungrounded-output surge generator as such is still
far preferable, so that it may be grounded at this point only,
if at all. Of course for common-mode surging, the connection
must be omitted between A and B, as must be the protector.

Note Lhat all ground and low lines in the figure are shown
as series impedances. This is done to emphasize the fact that
if a surge travels via one of them, it will generate a large
resulting ground potential rise -- possibly as great or even
greater than the applied peak surge voltage.

MONITORING WITHIN SURGED EQUIPMENT

There may be excellent reasons for monitoring the results of
the applied surge, deep within the EUT, to find the peak voltage
reached across a particular component or circuit for example, or
its specific breakdown mode. Figure 9 shows a recommended
monitoring scheme, which further illuminates some of the con-
siderations touched on in the preceding section in regard to
ground and isolation of other signals to and from the EUT.

The most important point to be made in connection with
figure 9 is the requirement for a barrier surrounding the EUT, to
provide safety and a -guarantee against flashover to any other
object. This barrier may be simply sufficient separation -- in-
cluding from the floor, which must he presumed to contain conduit
or other metal. Alternatively, the entire barrier can be physi-
cal insulation. In either case, it should be complete, except
where penetrated for insertion of input or output lines, and
measurement probes; and it should be safe for a peak voltage
equal to at least twice the peak of the incident test surge.
(Circuits in breakdown can oscillate at high rf frequencies, and
can thereby increase applied peaks by a factor approaching two.)

All other lines must be removed from the EUT; or if it is
not possible to do so, then they must be surge-back-filtered
like the lines actually being surged; since if flashover occurs
within the EUT, it may be conducted tc any port.

Monitoring is accomplished, as indicated, most readily on a
differential basis. This enables use of safely grounded oscillo-
scope or peak detectors, with high voltage probes that have no
ground leads attached. "Ground" within the EUT may not be
ground at all, and the scope (or peak detectors) should not
generally be connected to it.
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Probes with safe peak-voltage margin for at least twice the
applied surge peak should be employed. Ordinary low-voltage
scope probes are unsafe, even if the resulting circuit peak
voltages are thought to be just a few hundred volts; since under
fault conditions an internal EUT flashover or other malfunction
may apply enough voltage to destroy the probe, the monitor de-
vice input circuits, and possibly even other equipment, if it
can once enter the laboratory ground system via this route.

Of course, elimination of other input and output lines, or
even altering their impedance and so on with filters, may give
a less than totally realistic result for surge response. How-
ever, nothing short of surging -with actual lightning or the
other physical phenomena being simulated can eliminate this
conceptual limitation. Until generation of such natural phe-
nomena becomes both necessary and practical, the suggested
methodologies stand as a reasonable and generally successful
approach.

As a final point, oscilloscope (or other monitor) common-
mode and noise rejection should be carefully checked. This
is best accomplished with both inputs first monitoring the total
input surge, and then EUT ground; to insure that oscilloscope
readings aren't unduly limited by noise.

CONCLUDING REMARKS

Spike-surge testing of powered electronic equipment has
become practical, with the advent of quantitative specifications
on standard waves for a variety of different situations. Led
by this quantitative approach, it is now possible to couple
without undue losses, to calculate, and even to measure the
energy levels involved in test surges. Results include in-
creased understandings of failure modes pertinent to specific
equipments, wavQs and so on.

Methols for applying the surges have been developed for
normal and all forms of common-mode, along with coordinated
filtering to prevent them from reaching unsurged lines.
Equally important has been evolution of a simple, safe approach
to monitoring surge results deep within the equipment under
test, for diagnostic purposes, without jeopardizing the over-
all system or laboratory ground system.
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RC/T ta/T t(.5OUT) W/Wo W+/Wo W-/Wo
t(5N)

.1 .3 .1 .09 .09 .01

.5 .7 .3 .33 .29 .04

1 1 .5 .5 .43 .07

2 1.4 .6 .67 .58 .08

10 2.6 .9 .91 .85 .05

Table I.
EFFECT OF CAPACITOR COUPLING

ON IMPULSE PARAMETERS
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RESPONSE OF SURGE PROTECTION DEVICES

TO FAST RISING PULSES*

I.N. Mindel

lIT Research Institute
Chicago, IL

SUMMARY

Two types of lightning protection modules incorporating "leadless" (pill
type) Zener like devices were evaluated with regard to their ability to sup-
press EMP induced transients. Two series of tests were performed to evaluate
the ability of these modules to react to fast rate of rise (- lKv/ns) tran-
sients, and the attenuation introduced and the ability to limit damped sin-
usoid pulses which may be induced due to an EMP resulting from a nuclear det-
onation.

INTRODUCTION

The Federal Aviation Administration (FAA) was responsible for the design

and fabrication of two types of liqhtning protection modules incorporating
"leadless" (pill type) Zener like devices, (GSI TransZorbs). These devices
were designed to protect electronics/electrical equipments against lightning
induced surges. Since the characteristics of lightning induced surges are
markedly different than EMP induced transients, it was of interest to determine
the performance of these modules to EMP induced transients.

Lightning induced transients from a nearby lightning stroke are character-
ized by rates of rise on the transient wavefront of the order of a few hundred
to a few thousand volts per microsecond, (Figure !). Often they are a single
pulse transient. Since lightning is a point discharge phenompna, these signals
are induced over a limited (local) portion of the system.

The electromagnetic pulse (EMP) resulting from a high altitude nuclear
detonation is, on the other hand, essentially a plane propagating electromag-
netic (EM) wave. This EMP being generated in the ionosphere illuminates
extremely large areas on the earth's surface nearly simultaneously, and con-
sequently illuminates the entire system of interest nearly simultaneously. The
Ei wave couples to any conducting element in the system (i.e., the cables,

*The work reported herein was sponsored by the FAA and conducted under contract

No. S-79-01001 between IITRI and the Florida Institute of Technology.
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antennas, and the system structure itself). The rate of rise of the free field
EMP is of the order of five thousand volts per nanosecond, (Figure 1). The in-
duced signals resulting from this EMP normally take the form of a damped sin-
usoid waveform where the ring frequency is determined by the system qeometry
(self resonances) or a single transient. The rate of rise of the wavefront
of the first cycle of such a damped sinusoid is of the order of one to five
thousand volts per nanosecond, (Figure 2).

The increased rate of rise for the EMP induced versus lightning induced
signals is extremely important because of the difference in spectral content
of the two. Due to the higher frequency content associated with the EMP in-
duced signals, the parasitic inductances and capacitances of the terminal pro-
tection modules and solid state devices are far more important to the overall
module performance.

MODULE CONSTRUCTION

As stated there were two types of terminal protection modules to be eval-
uated. One module was designed for use in high frequency coaxial circuits
whereas the second was designed for lower frequency hard wired data systems
utilizing multiconductor paired cables, for example.

The coaxial module construction is depicted in Figure 3. The coaxial
module is a modified type 'N' coaxial tee. It was modified to house a "pill"
type zener device. Contact to the zener device is achieved by means of a
conical spring of approximately six (6) turns.

The 5-port module utilizes the same type zener device as the coaxial mod-
ule. Again, contact to the diode is achieved by a conical spring of three
turns as shown in Figure 4. The lower end of the spring contacts a quarter
inch copper ground bus which is common to all five ports.

In the preliminary evaluation of these modules, it was the inductance of
these springs which was of primary concern for the fast rise time pulse re-
sponse.

TEST PROGRAM

Two series of tests were performed on the two types of terminal protection
modules to be evaluated. The first series of tests utilized a pulse source
with a fast rate of rise wavefront. The objective of this first series was to
define the turn up voltage of the module, and secondly the device, due to the
parasitic inductance associated with the module. It must be noted that the
turn up voltage is rate of rise dependent.

The second series of tests utilized a dampe(c sinusoid as a driving wave-
form with the basic frequency of the sinusoid being 1, 10 and 100 MHz. The
objective of this series of tests was to determine the minimum clamp voltage
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due to the stray inductance and secondly, the device performance (i.e., the
insertion loss) due to shunting of the signal by the device capacity.

The test setup, instrumentation, and test procedure for each of these
series of tests are discussed in this section.

Pulse Tests

The test setup for the pulse test series is depicted in block diagram form
in Figure 5.

The pulser is an IITRI designed and fabricated unit capable of producing a
square pulse of adjustable length and with a fast rate of rise on the pulse
wavefront. A pulse duration of 300 nanoseconds was selected for both series
of tests. The pulse amplitude and rate of rise varied somewhat for the two
test series due to reflections in the system.

The series 50 ohm resistor is provided to minimize reflections, and limits
the discharge current through the device in the module under test.

The module under test consisted of the basic coaxial tee module and the
5-port module. Test configurations for each module included; (1) the module
empty (open circuited), (2) the module short circuited by a brass plug with
the spring removed, (3) the module plus a brass dummy diode with the spring
inserted, and (4) the module housing the TransZorb device(s) in its normal
configuration.

The open circuit configuration provides measuring the pulse incident on
the device under test. The shorted module with the spring removed provides
for determining the effects of the stray inductance in module less spring
inductance. With the spring inserted and the module short circuited, (a dummy
brass slug of the same dimensions as a TransZorb) provides for determining the
effect of the spring inductance. Finally, the module housing the TransZorb(s)
provides for determining the module plus device performance under normal con-
ditions.

The 40 dB attenuator was a thruline type provided in the circuit to limit
the voltage input to the scope. It was switched in or out depending on the
voltage present across the terminals of the module under test.

The termination provides for a matched system again to minimize reflec-
tions back to the module under test. The scope is a standard Tektronix lab-
oratory scope with a 300 MHz bandwidth so as not to distort the pulse measure-
ment.
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Damped Sinusoid Tests

The principal difference between the pulse test series setup and the
damped sinusoid test series setup is the driving source. This driving source
is shown in block diagram form in Figure 6.

The driving source consists of an RF source tuned to the desired fre-
quency which for this assessment was selected to be 1, 10, and 100 MHz. This
RF sinusoidal signal is modulated by an exponentially decaying pulse developed
by a square wave pulse generator and a pulse shaping network. The network cap-
acitance is selected so the resulting damped sinusoidal pulse decays to 50 per-
cent of the initial cycle in six (6) to eight (8) cycles. Modulation of the
RF is performed by the double balanced mixer.

The damped sinusoid is then amplified to the desired level by a preampli-
fier and a final amplifier. The 100 watt final amplifier produces an output
signal of approximately 140 volts peak to peak. This signal is then used to
drive the module under test.

The remaining components of the test system are the same as for the pulse
test series except that the 40 dB attenuator is no longer required.

TEST RESULTS

Diode Characteristics

Four diodes (TransZorbs) were made available by the FIT and the FAA for
use on this program. The characteristics of these devices of interest to this
program are summarized in Table 1.

The GZ 60316 B device was the only low capacitance device tested, and
reported on in this paper. The low capacitance is obtained by fabricating the
device as a zener junction in series with a pair of parallel low capacitance
silicon junction diodes. Being the only low capacitance devico it is the only
one which could be expected to have a reasonable insertion loss above 1 MHz.
As will be seen, it exhibits large insertion loss (shunting) due to the capac-
itance at 100 MHz. The characteristics of this device of interest are:

Breakdown voltage 6.66 - 8.14 volts @ 10 ma
Clamping voltage (max) 12 volts
Polarity - Unipolar
Junction capacitance 250 pf

The TransZorb is of the pill type (i.e., leadless) which removes the lead
inductance problem.
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Pulse Tests

The pulse test series consisted of diode 'ests in both the coaxial tee
and 5-port modules. In addition, tests of each of the modules with a dummy
diode (brass slug of the same dimensions as the diode) were performed.

Coaxial Tee Module

The driving pulse waveform for the coaxial tee module test is presented
in Figure 7a. From Figure 7a, the pulse amplitude can be seen to be 1700
volts. From Figure 7a, the rate of rise of the leading edge of the pulse can
be seen to be approximately 1100 volts/nanosecond. The pulse duration was 300
nanoseconds.

Figure 8a shows the performance of the modulo under short circuit condi-
tions, (i.e., with a dummy diode in place). The figure shows the result when
a single simulated ciode is utilized with the short cap and longer (more turns)
spring. In this configuration the turn up voltage is approximately 780 volts
and the half amplitude pulse duration is approximately 2 nanoseconds. This
turn up voltage is due to the inductance of the conical spring.

The result of the single diode (type GZ 41116 L)is shown in Figure 8b. As
can be seen from this figure, the turn up voltage is approximately the same

(780 volts) as for the single dummy diode - large spring case (Figure 8a). The
clamping voltage is undiscernable for the GZ 60316 B diode because of the vcr-
tical scale sensitivity employed. No pulse stretching at the half amplitude
points is apparent. This indicates that the inductance associated wit!. the
diodes is insignificant and the total turn up voltage is due to the inductance
associated with the module and spring.

5-Port Module

The driving pulse waveform for the 5-port module tests is presented in
Figure 7b. From this figure, it can be seen that the pulse amplitude reaches
approximately 2300 volts with a rate of rise of the pulse wavefront of approx-
imately 1500 volts/nanosecond.

The same series of tests were performed for the 5-port module as for the
coaxial tee module. Inserting the spring with a simulated brass diode results
in a voltage drop of 225 volts and a pulse duration at the half amplitude
points of 1.5 nanoseco,.,:, Figure 9a. It should be noted that the spring in-
ductance does contribute appreciably to the voltage drop, but it is signific-
antly less than for the coaxial tee module due to its shorter length.
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Tests of the 5-port module with the TransZorb devices shows the turn up
voltage is primarily due to the module spring. The results of the tests with
the GZ 41116 L diode indicate a turn up voltage of 225 volts, clamp voltage of
a few volts, and pulse duration at half amplitude points of approximately 1.6
nanoseconds, Figure 9b.

Coaxial Tee Module

The results of the damped sinusoid tests on the coaxial tee module incor-
porating a single TransZorb, type GZ 60316 B, are presented in Figure 10.
These tests were performed at three frequencies of the input signal: (1) 1
MHz, (2) 10 MHz, and (3) 100 MHz. Only data at 1 MHz and 100 MHz are pre-
sented.

The driving signal level was 60 volts at 1 MHz and 100 volts at 10 and
100 MHz. These were the maximum drive available with minimum distortion from
the amplifier. The decay of the signal (damping) was controlled to 6 or 8
cycles to the 50 percent level.

The test results for the GZ 60316 B diode (unipolar) show good clamping
action at the 12 V level in the reverse breakdown direction at 1 MHz, Figure
lOa. At 10 MHz, the zener action is apparent but the signal level was reduced
(10 volts) due to signal shunting the junction capacitance. At 100 MHz, no
zener action takes place due to shunting by the junction capacitance and the
voltage drop in both directions is due to the spring inductance, Figure lOb.
At 1 and 10 MHz, the voltage drop in the forward direction is due to the
spring inductance.

5-Port Module

The 5-port module was also tested using damped sinusoid driving signals
at frequencies of 1, and 10 MHz.

The voltage drop across the module with the spring is lower than in the
case of the coaxial modules, Figure 9a. This is due to less total inductance
as was also seen in terms of the turn up voltage during the Pulse Test Series.
Voltage drops without the spring of 0.6 and 1.5 volts at 1 and 10 MHz, respec-
tively.

Tests using the GZ 60316 B diode were very similar to those discussed
previously, Figures lla and llb. Good clamping action with little or no cap-
acitive shunting was observed at 10 MHz. At 10 Mhz, source signal loss due to
the junction capacitance shunting the signal is observed.
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CONCLUSIONS AND RECOMMENDATIONS

Based on the data presented on Pulse Test Series, it can be seen that the
inductance of the spring and module for both the coaxial modules and the
5-port module results in a significant voltage turn up. For fast rising (1-5
Kv/ns) pulses, this voltage may range from a few hundred volts to the kilovolts
range, especially in the case of the coaxial module which has more inductance.
The duration of this voltage spike is very short for the TransZorbs tested
(2 nanoseconds or so). This voltage spike is that which would appear at the
load terminals. This duration of voltage spike is in the short pulse regime
for semiconductor junction damage. That is, the failures to be expected in
most cases for pulses this short, are voltage breakdown type failures. The
levels measured would not result in failures for many semiconductor devices.
Devices which are very sensitive to voltage breakdown failures, such as un-
protected insulated gate field effect transistors, might experience some
problems, however. It should also be noted that the spike level was essential-
ly independent of the TransZorb utilized. This was because the spike was due
to the high frequency currents through the spring. The large capacity assoc-
iated with these diodes tends to shunt the high frequency components (the diode
appears as a short to the high frequencies), resulting in large high frequency
currents. This spike may be lower for lower capacity devices.

Tests of both the coaxial and 5-port modules indicate that the GZ 60316 B
TransZorb could be used in circuits operating up to about 10 MHz with a reas-
onable insertion loss. High capacitance devices should not be used in RF cir-
cuits above approximately 1 MHz if the insertion loss is to be controlled.

If circuits employ highly voltage sensitive devices where the spike volt-
ages reported here may be troublesome, the inductance of all modules would have
to be reduced. Some reduction in the spring inductance could be achieved by
using a spring with fewer turns and less total length. Another and better
approach would be the use of a low inductance flat spring. These modifications
could easily be incorporated in the present modules at a minimum expense.
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VERTICAL SCALE 500 VOLTS/DIV
HORIZONTAL SCALE I ns/ DIV

Figure 7a.- Driving pulse - coax module.

VERTICAL SCALE 500 VOLTS/DIV
HORIZONTAL SCALE Ins/Div.

Figure 7b.- Driving pulse 5-port module.
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ONE DUMMY DIODE - LARGE SPRING
VERTICAL SCALE 200 VOLTS/DIV
HORIZONTAL SCALE I ns/DIV

Figure Ba.- Coaxial tee module - short
circuit conditions.

VERTICAL SCALE 200 VOLTS/DIV
HORIZONTAL SCALE 2 ns/DIV

Figure 8b.- Coaxial tee module -

GZ 41116 L TransZorb.
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VERTICAL SCALE 100 VOLTS/ DIV
HORIZONTAL SCALE 2ns/DIV

Figure 9a.- 5-port module - brass plug with spring.

VERTICAL SCALE 50 VOLTS/DIV
HORIZONTAL SCALE 2ns/DIV

Figure 9b.- 5-port module -

GZ 4116 L TransZorb.
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VERTICAL SCALE 5 VOLTS/DIV
HORIZONTAL SCALE 2 #s/ DIV

Figure l0a.- Coaxial tee module -

GZ 60316 B TransZorb - ]MHz.

VERTICAL SCALE 10 VOLTS/DIV
HORIZONTAL SCALE 2Ons/DIV

Figure 10b.- Coaxial tee module -
GZ 60316 B TransZorb - 100 MHz.
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VERTICAL SCALE 5 VOLTS/DIV

HORIZONTAL SCALE 21AS/ DIV

Figure Ila.- 5-port module-
GZ 60316 B Transzorb -1 MHz.

VERTICAL SCALE 5 VOLTS/DIV
HORIZONTAL SCALE 0.2 Ms/DIV

Figure llb.- 5-port module -

GZ 60316 B Transzorb - 10 MHz.
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DIRECT EFFECTS OF LIGHTNING ON AN AIRCRAFT DURING

INTENTIONAL PENETRATIONS OF THUNDERSTORMS

Dennis J. Musil and John Prodan

Institute of Atmospheric Sciences
South Dakota School of Mines and Technology

Rapid City, South Dakota 57701

INTRODUCTION

An armored T-28 aircraft was struck by lightning on two different days
while participating in the 1979 Severe Environmental Storm and Mesoscale
Experiment (SESAME) in Oklahoma. The T-28, which is specially armored and
instrumented, was making intentional penetrations of thunderstorms and was
struck twice on 30 May 1979 and once on 5 June 1979. Various degrees of
damage, mainly in the form of large burn spots and holes, resulted to the
aircraft.

T-28 SYSTEM

The T-28 is a low-wing monoplane with a radial engine and tricycle
landing gear (Fig. 1), which has been modified to make safe intentional
penetrations of thunderstorms and hailstorms. The aircraft is owned by the
State of South Dakota and is operated by the Institute of Atmospheric Sciences
(IAS) at the South Dakota School of Mines and Technology. The modifications
made to the aircraft (ref. 1) included the armoring of all leading edges,
such as the cowling, wings and tail, with aluminum thick enough to withstand
hailstones up to about 7.5 cm in diameter. The original bubble canopy was
replaced with a strengthened one which included a 2 cm thick acrylic plastic
windshield. In addition, a larger engine and stronger propellor were
installed and the rear seat area and interior compartments were stripped to
make room for the instrumentation and data collection system.

The T-28 is equipped with an elaborate instrumentation system (Table 1)
which emphasizes observations of the cloud microphysics, but also provides
measurements of temperature, pressure, vertical air motion, turbulence, and
other quantities of interest. The most notable items in the system include
a hail spectrometer developed by the IAS (ref. 2), a Particle Measuring System
(PMS) Forward Scattering Spectrometer Probe (FSSP), a PMS two-dimensional (2-D
PMS) Optical Array Spectrometer (ref. 3), and a special particle camera (ref. 4)
developed for photographing hydrometeors in flight. The main feature of the
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data acquisition system is that it has the capability of sampling over virtually
the entire hydrometeor spectrum, as well as making a distinction between the
liquid and solid phases of water.

The main purpose of the development of the T-28 system was Lo obtain
previously unavailable observations from the interiors of thunderstorris anc
hailstorms on a routine basis. To date, the T-28 has made over 400 penetra-
tions of active thunderstorms and hailstorms while participating in various
field programs in Colorado, Florida, and Oklahoma. Although the T-28 system
has never been instrumented for electrical measurements, the severe nature
of the lightning strike damage and the somewhat unusual circumstances sur-
rounding the strikes, make it worthwhile for reporting to the scientific
community. Furthermore, the hydrometeor measurements provide a data source

never before obtained during lightning strikes.

DESCRIPTION OF LIGHTNING STRIKES AND DAMAGE

On 30 May 1979, the T-28 was struck twice by lightning while penetrating
a weak to moderate thunderstorm. Four penetrations were made on this day
between 0850-1100 CST. The first strike occurred at about 092322 during
Penetration 1, and the second strike occurred at 100030 during Penetration 4.

Nominal penetration altitude was about 6.3 km MSL, which corresponded to a
temperature of about -15C.

The pilot's visual observations of the strikes were that the bolt in
each case appeared to strike the hub of the propellor and moved immediately

out to the propellor tips in sort of an explosive flash without noise, which
resulted in a single ring of visible electricity. Then the lightning moved
10-15 cm inboard of the propellor tips forming a second ring with a lattice
structure of visible elelctricity between the rings. Some streamers extended
radially outward from the propellor tips. The physical sensation of the
experience was a bump or jolt, similar to that of running over a dead animal
on the highway with an automobile.

Visual damage to the aircraft consisted of numerous burn spots and
holes, especially along che trailing edges of the aircraft. In some cases,
the metal vaporized in hapes that appeared like teeth marks in the flaps,
aelerons, rudder, and elevator sections of the wings (Figs. 2 and 3). The
largest vaporizations were of the order of I x 3 cm. Some rivets were fused
and, in some cases, holes about 3-4 mm occurred in the skin of the aircraft,
such as the top of the right flap (Fig. 4) and the left side of the aircraft.
Each blade of the propellor had a vaporized burn area on the trailing edge
near the tip.

Later examination of the research data from this flight showed that
there were no apparent adverse effects on the data from the lightning strikes.
The pilot's recorded comments made during the penetrations also noted a

static squeal in the radios which began approximately 25 sec prior to each
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strike and lasted until near the time of each strike. Additional examples of
the damage will be shown during the oral presentation of the paper.

A single lightning strike occurred on the aircraft on 5 June 1979
while penetrating a smaller echo which was part of a much larger storm
complex. The strike occurred at 111308 CST during Penetration 3, which had
a nominal altitude of 4.6 km MSL, which corresponds to a temperature of
about -2C. A total of eight penetrations were accomplished on this day.

The strike was visually observed by the pilot as he was making a visual
scan of the wing static discharge wicks during a period of static buildup
in the communications equipment. The static squeal began approximately

30 sec prior to the time of the strike and ended near the occurrence of the
strike. The main lightning channel appeared to terminate on the right wing
tip lightning rod, although several other streamers were noted in the right
wing tip area. Post-flight inspection revealed 12 cm of metal missing from
the tip of the lightning rod, several (6-7) small pits ahead of the lightning
rod, one large (5-7 mm diameter) welded spot 5-8 cm aft of the small pits,
and burning and pitting on one propellor blade. Once again, later examination
revealed no apparent adverse effects on the data being gathered.

Over 400 penetrations have been accomplished with the T-28 system in
past field seasons in Colorado and Florida, as well as the penetrations in
Oklahoma as a part of SESAME. The only apparent lightning damage other
than that described here, has been an occasional pinhole-type burn mark.
The static buildup which occurred in conjunction with each strike is a

common occurrence during many penetrations, even in quite small convective
clouds that have not reached the cumulonimbus stage of development.

The lightning strikes described here were unusual in the sense that
each storm being penetrated did not appear to be very active by comparison
with other storms that have been penetrated with the T-28, both in Oklahoma
and other parts of the country. Several have had an even greater visible
electrical nature and many were stronger in terms of vertical velocity
and reflectivity. Since past lightning problems have been very minor, there
is a suggestion that the Oklahoma clouds may be different, at least those

clouds where the aircraft was struck by lightning. Since the T-28 hydrometeors
over virtually the entire spectrum, it is worthwhile to examine some of the
observations made near the times of the lightning strikes.

OBSERVATIONS NEAR THE TIME OF THE LIGHTNING STRIKES

Some of the pertinent observations made within ±10 sec of the lightning
strikes described in the preceding section are shown in Table 2. All of
the lightning strikes occurred during morning hours when normal convective
activity is usually not so strong. In fact, the storms being investigated
were not particularly strong on either day.
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On 30 May, during the penetrations on which the strikes occurred, the

peak updrafts measured 14 and 16 m s-1 , while the downdrafts were -9 and

-14 m s- 1. The first lightning strike on 30 May occurred near the center
of the cloud, while the minimum downdraft occurred near the end of the pene-
tration. The peak updraft was just outside the 10 sec limit imposed in
Table 2. The second strike occurred when the aircraft was on a north-
northeast heading through the cloud and was approximately 30% through the
penetration. The extreme vertical velocities on this penetration occurred
about 6 min after the strike within a few km of the end of the penetration.

The storm on 5 June was much weaker than the storm on 30 May. The
T-28 was approximately 65% through the penetration on which the lightning
strike occurred. The downdraft reported in Table 2 was the minimum for the
penetration, while the maximum updraft, which was only 6 m s- 1, occurred

about 1 min prior to the strike.

A cursory check of the radar data for each day showed that the storm
on 5 June had tops at about 8.2 km MSL, while the storm on 30 May had tops

that were in excess of 11 km MSL. Reflectivity structure in each storm was
relatively weak as convective activity goes. The maximum reflectivity in

either case was only about 45 dBz, with the highest values found near the
ground.

Spot checks from the foil impactor data showed the hydrometeors to be
of the order of 1-2 min with concentrations of several hundred k-1 . The
imprints had a splattered appearance and looked somewhat fragile, indicating

low density hydrometeors. The clouds on both days were noted for their lack
of liquid substance, at least at the altitudes where the T-28 was penetrating.

The predominant habit was rimed particles as indicated by the 2-D PMS probe.

The data presented here are only preliminary at this time. An analysis
of the data is currently underway and results will be given in more detail
during the presentation of the paper.

SUMMARY

This paper has presented some effects of lightning on an aircraft during
intentional penetration of thunderstorms in Oklahoma during SESAME 1979.
The damage which has been described was quite severe, especially considering
the relatively weak nature of the storms that were penetrated. There were
no adverse effects noted in the data being gathered by the T-28 at the time
of the lightning strikes.

The hydrometeor concentrations near the times of the lightning strikes
were not unusual; in fact, they were quite similar to those found in other
parts of the country. The variety of ice crystal habits was greater in the
Oklahoma storms, but any relationship between the hydrometeors and the
lightning strikes is unknown at this time. Effects are not apparent in
the data analyzed so far. The analysis work is continuing.
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Figure 1.- View of armored T-28 aircraft in flight. Cannon camera device
consisting of white pod housing film transport, rotating mirror and
control electronics, and black flash system is shown on the aircraft's
left wing. The reverse flow temperature device (with exhaust ports) is
outboard from the Cannon camera. The FSSP and 2-D Particle Measuring
Systems probes are shown on the pylon of the right wing, with the foil
impactor located between the probes. Outboard from these instruments
are the angle-of-attack and the Johnson-Williams Liquid Water devices.
(Photo by Roger Rozelle - AOPA Pilot Magazine)

Figure 2.- Lightning damage on aileron.
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Figure 3.- Lightning damage on vertical stabilizer.

Figure 4.- Hole from lightning on aileron.
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STATE-OF-THE-ART METHODS FOR COMPUTING

THE ELECTROMAGNETIC INTERACTION OF LIGHTNING WITH AIRCRAFT

F. J. Eriksen and R. A. Perala
Electro Magnetic Applications, Inc.

John C. Corbin, Jr., ASD/ENAMA
Wright-Patterson AFB, Ohio 45433

INTRODUCTION

The electromagnetic interaction of lightning with aircraft is assuming
more importance for modern and future aircraft because of new technological
developments which include the use of fly-by wire systems, graphite-epoxy
composite structures, and low level integrated circuit devices. It is there-
fore desirable to determine a cost effective means for computing external sur-
face currents and charges and internal wire voltages and currents when the

aircraft interacts with a lightning event. This interaction event is quite
complex because it includes the case when the aircraft is attached to the
leader or return stroke channel as well as when the aircraft is in the near
or far fields of a nearby stroke.

Several electromagnetic interaction codes have been developed to predict
the response of an aircraft illumined by a nuclear electromagnetic pulse
(NEMP). Various mathematical techniques have been used and include finite
diffe~vmL-ing, solution of thL electric or magnetic field integral equations,
and othu=rs. They are varied in their complexity and accuracy, and are usually
written to solve the problem of an aircraft in free space illumined by a plane
wave. The objective of the study to be presented in this paper is to evaluate
and summarize existing NEMP coupling codes and methods in view of their poten-
tial application to the lightning/aircraft interaction event. The differences
between NEMP and lightning interaction with aircraft are discussed and critical
parameters peculiar to lightning are examined. The results of this study may
then be used to identify an optimum external and internal coupling approach
which adequately describes the lightning/aircraft interaction event.

IMPORTANT FEATURES OF THE LIGHTNING ENVIRONMENT

Electromagnetic field intensities produced by lightning events (either
near-miss or attached stroke) can be larger than those produced by a high
altitude nuclear burst (NEMP). However, the lightning processes are generally
Jlower than nuclear processes (-50 ns vs. -10 ns) . The net effect is that
SThis work is supported by the U.S. Air Force, AFFDL, under Contract Number
F33615-79-C-3412.
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derivatives associated with I Lgh-tning events can be larger than those associ-
ated with NEM11, although perhaps not most of the time. In the following dis-
cussion of the lightning environment, attention will be focused on the fields
during leader attach-ment, the fields during return stroke current flow in the
aircraft, and the effect of a non-linear air conductivity on these fields.

lle thruat to an aircraft from an attached stroke begins when the aircraft
enters a high ambient static field region, typically on the order of 10-100
kV/-. The effect of this field is to polarize the aircraft. The next event
is the formation of a stepped leader which propagates from the cloud toward
the aircraft. As this Leader approaches, its high potential causes the air-
crsift to polarize further until the fields at the extremities become large
enough to produce corona and streamers. The stepped leader attaches to one of
utese S treiamL'rs and charge flows onto the aircraft in much the same manner as
,a currCIt source charges a capacitor. This charging may Last for as long as
several hundred nanoseconds. The aircraft will continue to charge until normal
electric field levels on the aircraft surface exceed air breakdown levels
( I to 3 MV/m). When this happens, corona and streamers again form at various
Locations on the aircraft surface, and eventually, at least one of the stream-
ers will form the continuation of the stepped leader which propagates to the
earth's surface. Electric field changes during this charging time may exceed

1
0 1 (V/m)/sec. We note that despite the importance of "lE/jt few measurements

or calculations have been performed to evalutate this parameter quantitatively.

After the stepped leader has passed through the aircraft and attached to
a streamer near the ground, a large return stroke current flows up the channel
towards the aircraft. During this process, the return stroke "drains" the
charge out of the corona sheath which surrounds the leader channel. When the
return stroke reaches the aircraft, charge from corona regions on the aircraft
is also drained into the channel, and in this sense the aircraft may be viewed
as an extension of the ionized leader channel.

The threat from the attached stroke current arises from magnetically in-
duced EMFs in the internal wiring of the aircraft. Magnetic fields internal
to the aircraft arise either by diffusion or by penetration through apertures.
The diffusion coupled internal voltages are independent of i/t due to a rela-
tively long diffusion time, but the aperture coupled fields are not limited
and are proportional to Ai/t. An estimate of ii/4t can be made using informa-
tion on radiation field risetimes. Recent data show the maximum values of
,i/'t are probably in the range of 3x10 11 to I012 amps/sec.

Fin ,Llv, the values of the fields near the aircraft surface will be
affected b- the conductivity of the surrounding air. Because the fields will
often be l-iav.e enough to ionize air, a proper coupling model should include
this effect. In particular, the charging and discharging times for the air-
craft are determined by air breakdown effects. The non-linearity of these
processes has important implications in the choice of an external coupling
model.
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EXTERNAL CoUPLING MODELS

In this section we review nuclear electromagnetic pulse (NEMI) exterlal

coupling models. In contrast to other reviews (ref. 1) NEXL' methods are con-

sidered specifically from the point of view of Lightning/aircraft interaction
problems. A good sum-nary of the NEMP literature can be found in IEEE T rans-
actions (ref. 2) devoted exclusively to these problems.

For our purposes, the external coupling problem is the determination of
the exterior surface charge and surface current distributions induced on An
aircraft either by the electromagnetic fields which occur during a lightainu
electromagnetLc pulse (LEXP), or, by the direct transfer of chacrge which
occurs during an attached lightning event.

*he first method we will discuss uses a finite difference approximation
to solve Maxwell's equations (differential form). Iwo approaches have been
developed, one by Taflove and Brodwin (ref. 3) and another by Holland and

others (ref. 4). The latter is embodied in a computer code called IHREDE.
The two approaches differ slightly in their treatment of boundary conditions
but for all practical purposes are the same. THREDE has been used more ex-

tensively to analyze the pulse responses of aircraft, whereas l'aflove's method
has been applied to the sinusoidal response of various inhomogeneous sVstrMns.
Examples of the physical resolution obtained with THREDE are shown in Figures
I and 2. Studies of the NEMP response of the B-52, A6 and FIll (refs. 5, 6),

and of the lightning response of the ADCA (ref. 7), have been made using
THREDE. TafLove's work has been restricted to a few missile-like structures

(ref. 8).

11ree-dimensional versions of finite difference codes require large com-
piter storage and are expensive if applied to any reasonable sized problem.

However, the method has the special advantage of being able to treat inhomo-
genieties and non-linearities in a straightforward way. Most other modelling
approaches are restricted to linear problems.

Integral equation methods generally involve either the electric field
integral equation (EFIE), the magnetic field integral equation (MFIE) ,or
both. The two methods, EFIE and MFIE, tend to be used for mutually exclusive
kinds of geometry (ref. 9). The EFIE, for example, is most often used in

modelling thin, cylindrical shapes such as antennas, or flat, open surfaces,
although recently Wilton has developed an efficient way of treating closed

surfaces (ref. 10). The MFIE on the other hand is used for large, closed

surfaces such as spheres or fat cylinders.

EFIE methods we have reviewed are: 1) the Antenna Modelling Program (AIP)
(ref. II), 2) WIRAINT (ref. 12), 3) Ohio State Code (ref. 13), 4) CHAOS (ref.

14) , 5) the 11in-Wire Time-Domain Code (TrWD) (ref. 15) , and 6) Wilton's method

for surfaces. All of the codes except for Wilton's incorporate the thin-wire
approximation, that is, currents and charges are assumed to reside on thin,
wire segments and only axial currents are assumed to exist for each segment.
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To model a surface, therefore, these codes must analyze a wire grid represen-
tation of the surface. An example of a wire grid model using WIRANT is shown
in Figure 3. Wire grid modelling is known to have basic limitations especial-
ly at low frequencies (ref. 16). Although an intelligent choice of this grid
reduces the low frequency error, the problem remains significant because
lightning fields have a substantial component in the low frequency regime.
In addition to the wire grid modelling problem, all the codes except TWTD
solve the coupling problem in the frequency domain and so must determine the
pulse response by Fourier convolution. Thus, only linear problems can be
addressed easily by the majority of the EFIE methods.

Work using the MFIE method has been reported by: 1) Bennett (ref. 17),
2) Perala (ref. 18), and 3) Sancer (ref. 19). Sancer has studied a model
aircraft, shown in Figure 4, which has elliptical cross-section members. His
method uses a variable patching scheme to represent the aircraft surfaces.
Bennett's and Perala's work have been applied mostly to simple geometric
shapes such as spheres and cylinders. Bennett's work has been aimed at deter-
mining radar cross-sections. Although his results for far-fields compare
favurably with other methods and with experiments, we note that far-field
calculations are not always sensitive to the near-field effects required in a
coupling analysis. Perala has determined the surface currents on a cylinder
with a length to diameter ratio of about unity. Perala and Bencett use MFIE
for solution in the time domain, although neither approach is easily adaptable
to non-linear or inhomogenous problems. Sancer's work is in the frequency
domain and so is limited to linear problems.

Efforts to integrate both EFIE and MFIE solutions have resulted in sever-
al hybrid codes. One hybrid code, called AMP2 (ref. 20), uses the EFIE thin-
wire code AMP and appends a MFIE solution to t:eat surfaces. An improved
version of AMP2 is called the Numerical Electromagnetic Code (NEC) (ref. 21).
Both YIP2 and NEC have been used for problems such as the determination of
radiation patterns from antennas near conducting objects. Another hybrid code,
used by Bennett, is based on the MFIE and appends an EFIE solution for thin
planar surfaces. With this code, far-field responses have been calculated for
aircraft shaped objects such as those in Figures 5(a)-(d). Measurements on
scale models have agreed well with these calculations (ref. 22).

A somewhat unique approach called the singularity expansion method (SEM)
(ref. 23) has been developed by Baum and others. It was recognized that the
damped sinusoidal response of many aircraft to NEMP excitation implied a
frequency domain response consisting of a few simple poles. This way of
writing the response summarized the NEMP/aircraft external coupling in a con-
cise and elegant way, and calculations have been performed using integral
equation formulations to get the poles and residues directly. However, SEM
calculations are done in the frequency domain and pulse responses must be
determined by Fourier convolution. Thus SEM can treat only linear problems.

Two other methods have been considered. In one method, parallel wire
segments have been used to model surfaces (ref. 24), and the current distri-
bution in the wires, as would result from an attached stroke, has been deter-
mined by a combination of resistive and inductive effects. Such a model is
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useful for determining the low frequency B-field penetration of surfaces,
either by skin diffusion or through apertures, and has been used successfully
by Burrows (ref. 25) to predict B-field induced voltages in a lightning simu-
lation. A second method which is currently under investigation represents a
surface by an equivalent circuit with current or voltage sources. Provided
that reasonable representations of surfaces can be found, the method would
have several advantages, namely: 1) simplicity of model construction, 2) well
developed computer algorithms for numerical solution, and 3) the ability to
include non-linear effects in a simple manner.

The accompanying Table I compares most of the external coupling methods
discussed in this section. For each method we have listed information on the
computer requirements, the user orientation, the model accuracy, the frequency
limits of the code, what aircraft have been studied, and under a heading of

special requirements, whether the code can treat non-linear problems, whether
it can analyze an attached stroke, whether it can incorporate the near fields
possible in LEMP, and whether it can treat surface current injection
(lightning simulation). Although THREDE is a large code, and is restricted to
lower frequencies, it can treat non-linearities and inhomogeneities. WIRANT
is a smaller code, but has the low frequency difficulties of wire grid models
and can only treat linear problems.

INTERNAL COUPLING METHODS

We have also investigated NEMP internal coupling models, that is, methods

for calculating the voltages and currents on electrical/electronic wiring in-
side the aircraft given the distribution of external surface current and
charge. Fields from the external surface penetrate the aircraft skin through
apertures (e.g., windows), deliberate antennas, cracks and seams in the air-
craft skin, and by diffusion directly through the skin. For any penetration,

the coupling of the fields to the internal wiring can be represented by equiv-
alent sources that depend on the geometry of the penetration on the external
fields. In principle, multiconductor transmission line theory can be used to
predict the voltage and current levels at points remote from the coupling

region; however, because of the difficulty in modelling aircraft wiring pre-
cisely, a more efficient method might be to statistically predict voltage
and current levels.

References to general internal coupling problems, apertures, deliberate
antennas, and multiconductor transmission line theory can be found in the
IEEE Transactions devoted to NEMP (ref. 2 ). Our discussion here wi'l be
concerned with apertures, deliberate antennas, field penetration through
cracks and seams in the aircraft skin, and multiconductor transmission line
theory.

Apertures

We will denote by the word "aperture" penetrations such as cockpits,
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wLndows, doors, wheel wells, bomb bays, slots, and other openings such as
occur behind extended control surfaces, but exclude cracks and seams for a
separate discussion. Several articles describing the calculation of fields
behind apertures appear in reference 2 , and Brittingham (ref. 26) has written
a review of this subject.

A general aperture problem, shown in Figure 6, irIcludes a screen S in
which the aperture A appears, and an enclosure E behind the aperture with

conductors Ci inside the enclosure. The problem is to calculate the fields

inside the enclosure and the currents on the conductors C. when an electro-1

magnetic field is incident on A from outside.

Among the most sophisticated methods are ones based on integral or integro-

differential equations for the unknown fields or currents. This type of solu-

tion can be applied to very general physical shapes, although finite computer
memories Limit the numerical solution to simple shapes such as slots. In the

following, we discuss six internal equation methods for treating aperture
problems. All six solve the problem in the frequency domain.

In one method developed by Butler and Umashanker (ref. 27 ), coupled
integral equations are derived for the current on a single finite wire segment
located behind an arbitrarily shaped aperture in a plane conducting screen.
The equations have been solved numerically in the case of a slot aperture, and
extensive results have been given for current distributions on the wire as a
function of wire length, slot length, wire position, and wire orientation.

Umashanker and Wait (ref. 28) have also performed calculations for a
wire-slot geometry, however the wire had infinite length and they derived an
integro-differential equation as the basis of their solution. The problem was
solved numerically using a moment method to obtain the aperture fields and
wire current as a function of wire diameter and position.

A third method, Rahmat-Samii and Mittra (ref. 29 ) has been applied to an
aperture in a plane, conducting screen, backed by a second plane to form a

planar wave guide. Coupled integral equations have been derived for the

fields using the Green's function for the waveguide region. A numerical solu-
tion has been performed for a square (X/2) aperture. The fields in the aper-

ture and in the waveguide have been calculated at one frequency.

In a fourth method, Seidel, Dudley and Butler (ref. 30) have treated the
problem of an aperture in a plane, conducting screen, with a rectangular en-
closure nehind the aperture and a wire inside the enclosure. Coupled integral

equations are derived for this geometry and a numerical solution obtained for
the current on the wire. Unlike the previous methods, however, the aperture
is approximated by the dipole moments of Bethe theory.

A general integral equation has been written by Umashanker ana Baum (ref.
31) for an arbitrary aperture in a plane, conducting screen with an arbitrary
conductor behind the screen. The equations are cast in a form which gives the
poles and residues required in the singularity expansion method. Numerical
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calculations have been performed for the fields in an aperture alone, for the
fields in a region between a screen (no aperture) and a wire, and for a wire

behind a slot aperture. The numerical work also includes the response of the
current in the wire to a NEMP pulse excitation.

Also, we note that large apertures may be treated as a part of the ex-
ternal coupling calculation. Finite difference or wire grid codes are capable
of modelling cockpits or radomes. For example, WIRANT (ref. 32) has been used
for such internal coupling problems. Also, Armour (ref. 33) has used the code
CHAOS for calculating the internal response of a cavity excited by an aperture.
Like WIRANT, CHAOS requires the construction of a wire grid model of the cavity
surface, and so these models are likely to have limitations at low frequencies.
The models do have the flexibility of treating arbitrarily shaped cavities,
however, without a major change in the solution method.

Another method which is much simpler is Bethe's small hole theory. In a

treatment originally due to Bethe (ref. 34), an aperture can be approximated by
electric and magnetic dipoles. The dipole moments depend upon the aperture
shape and upon the short circuit fields, that is, the fields on the surface of
a plane, infinite screen with no aperture. Expressions for the equivalent
moments of various shaped apertures have been calculated, and computer programs
are available for calculating the penetrating fields. Bouwkamp (ref. 35) has
improved the theory by including the effects of higher orders of the parameter
"ka". The method has the advantage of being very simple; however, it is
limited to I) apertures that are small compared to a wavelength, 2) fields
far from the aperture, 3) apertures in plane, infinite screens, and 4) it does
not include effects of enclosures behind the aperture.

Another relatively simple method uses longitudal wire segments to repre-
sent the surface of cylindrically shaped objects, and calculates the B-field

for a cross-section of the object using two dimensional magnetostatic theory.
The method has been used by Burrows (ref. 36) to calculate fields inside a
cockpit and the calculated fields compare favorably with measurements of the
pulse response of wire loops in the cockpit of a full-size fuselage. Although
the method is restricted to low frequencies where the magnetostatic solution
is valid and to geometries for which the 2D wire models can be used to predict
3D fields, the model has the advantage of being able to treat apertures with
arbitrarily shaped enclosures. Furthermore, the solution is valid in a fre-

quency range where lightning has an important component.

In summary, methods for calculating fields behind aperture-perforated

screens are not nearly as well developed as methods for external coupling anal-

ysis. For example, little information on the computer requirements of any of
the codes is available, there is little experimental work to compare results
to, and the methods are limited mostly to canonical shapes. Cavity backed
apertures can only be solved with great difficulty for a full frequency range.

DeLiberate Antennas

Deliberate antennas also form a penetration of the aircraft skin. Air-
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craft antennas may include loop, half-loop, blade, slot, horn, and other
aperture antennas for VHF and UHF; they may include wire, notch, loop, shunt
and probe antennas for HF; and may include slot, loop and wire antennas for
LF and VLF use. The response of the antenna to NEMP or lightning is usually
represented by Th~venin or Norton equivalents as derived from the equivalent
circuit of the antenna. The parameters of the Th~venin or Norton equivalent
depend on the geometry of the antenna and on the external surface currents and
charges. Some antennas have been tested in a NEMP simulator (ref. 37) and most
of the ones listed above have been analyzed theoretically (ref. 38).

As an example, consider the blade antenna shown in Figure 7(a). The
antenna operates in the frequency range 225-400 MHz, has a high frequency
equivalent circuit as shown in Figure 7(b), and a Th~venin equivalent as shown
in Figure 7(c). Because the coaxial transmission line qegments inside the
antenna are nearly short circuits at the frequencies important to NEMP or
lightning, the equivalent circuits shown in Figures 8(a,b) are more useful for
NEMP or lightning analysis (ref. 38).

Joints and Seams

Joints and seams between panels on aircraft can provide a significant
point of entry if not properly designed and manufactured. In terms of coupling,
a seam is characterized by its transfer impedance Z. (ohm.m) or its reciprocal,
the transfer admittance Ys (mho/m). The voltage Vs developed across a seam by
a current density Js (A/m) flowing normal to the seam is estimated according
to

Vs (W) = J (W) Zs(w).

In practice, Zs(n) is usually measured for flat panels in a laboratory. If
there are cables behind a seam, this equation can be used to estimate the value
of a discrete voltage source which excites the cable. It is an estimate be-
cause the exact voltage impressed on the cable depends upon its distance from
the seam and upon the geometry of the internal cavity which is behind the seam.
For inductive seams, a more fundamental measure of leakage is in terms of the
magnetic polarizability per unit length, m. The polarizability is independent
of the geometry of enclosures or cavities, and the transfer impedance can be
computed from m if the geometry is known.

The seam transfer impedance depends upon the direction of current density
flow across the seam. Practically speaking, it has been found that the coup-
ling through a seam for current flowing parallel to the seam is on the order of
20 dB less than that for the orthogonal case (ref. 39). The parallel case can
usually be ignored.

Diffusion

Until recently, diffusion of currents through the aircraft skin has
usually been of negligible consequence because the skin has been made of
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highly conducting metals. However, future (and some present) aircraft rely
heavily on composite materials for their skins. These materials have much
lower conductivities (-.104 mho/m for graphite epoxy) than metals and diffusion
may be an important mechanism, especially for the low-frequency content of the
lightning return stroke.

For an infinite flat plate with surface current density Js(w) on one side,
the electric field on the other side EINS() is given by

EINS(w) n

=o ZT(w) = sinh yd

where n is the material intrinsic impedance, y is the material propagation con-
stant, and d is the material thickness. Thus, once the material properties

and surface current density are known, the diffused electric field can be
easily computed. Strictly speakiig, the above relationship is true only for an
infinite flat plane. For panels of aircraft shape, the internal electric field
is the solution of a boundary value problem which must include the effects of
the structure shape and geometry. However, the above relation can be used to
provide estimates of the internal fields in order to mzke engineering judgments.

Internal Propagation

Once electromagnetic fields penetrate into the aircraft interior by means
of apertures, diffusion, or seams, they excite the internal wiring which in
turn propagates the energy to other parts of the aircraft. In particular, the
problem confronting the analyst is to predict the voltages, currents, powers,
and energies incident on black box connector pins.

The common approach to this problem is to model the aircraft wiring as
single or multi-conductor transverse electric and magnetic (TEM) transmission
lines. In doing this for N wires over a ground plane on reference conductors,
one must solve the so-called telegrapher's equations:

a [V(x t)] + - [L(x)] [I(x,t)] + [R(x)] [I(x,t)] = [V (s,t)]ax

a [I(x,t)] +_L [C(x)] [V(x,t)] + [C(x,t)] [V(x,t)] = [I (X,t)]

with the following definitions:

FV(x,t)] - the Nxl matrix of voltages on each of the N wires.
lI(x,t)] - the Nxl matrix of currents on each of the N wires.

[(x) - the NxN Maxwell capacitance natrix in farads/meter.
[L(x)J - the NxN inductance matrix in henries/meter defined by

[L(x)] = jcC(x)] - with ii the permeability, c the

permittivity of the surrounding homogeneous medium.

R(x)] - the NxN diagonal wire resistance matrix in ohms/meter.

;(x,t)]-- - The NxN conductance matrix in mhos/meter defined by

379



[C(x,t)] (xt) [C(x] with u(x,t) the conductivity of

the surrounding medium.
[Vs (x,t) - the Nxl matrix in volts/meter of distributed voltage

sources on each of the N wires defined by Vs(x,t)

-Jt B, (x,y,t)dy, with h the height above

0
the ground plane and Bz the z-component of the magnetic
flux density with l.tl the wires absent.

[(x,t) ] - the Nxl matrix in amperes/meter of distributed current
sources on each of the N wires defined by Ix(x,t)

h

-Cig(x) (xt) + f J Ey(x,y,t) dy, with Ey

0
the y-component of the electric field with all the wires
absent.

These equations assume that 1) the fields are TEM only, 2) the line losses
are small (ie, RI<<L,21 and GV<<CV), and 3) the spacings between the conductors

3t t

and the distances to the ground plane are much smaller than the wavelength of
the highest significant frequency. Coordinates x, y, and z are such that the
transmission line lies along the x axis, and y is normal to the reference
plane. The telegrapher's equations can be solved in either the time (ref. 40)
or frequency (ref. 41) domains. These equations can be easily and accurately
solved in homogeneous media once the inductance and capacitance matrices and
the source functions are known. With real cables in aircraft, however, it is
often quite difficult to obtain this data. For example, it is a difficult
matter to determine in which cable bundle a particular wire runs, where in the
bundle the wire is positioned, and what the load impedances on the wire may
be. Aircraft to aircraft variations can be significant, with the result that
if a rigorous, deterministic approach is applied, every aircraft would have to
be analyzed on an individual basis. Also, for a real aircraft cable, the
cable geometry with respect to the reference plane and nearby objects changes
along its length, such as at positions where the cable branches or where it
passes through a bulkhead. Thus the real problem in multiconductor cable
propagation is not the mathematics but obtaining accurate input data.

In view of the above difficulty, an alternate approach is to
model a multiconductor cable bundle as one bulk cable and determine the bulk
Cable current by singLe wire transmission line theory. The actual pin volt-
ages and currents due to a particular wire in the bundle may then be deter-
mined statistically from the bulk cable current. This approach has not vet
been rigorously demonstrated as being viable, but it is attractive because it
oci~s the analyst's burden in determining the input data. It also would e.,-
,h i ,one to determine the vulnerability of an aircraft fleet in a statistical

I80



basis. The disadvantage is that the statistical distributions need to be
obtained by extensive analysis and testing.

CONCLUSIONS

A review of electromagnetic coupling methods with particular application
to lightning has been accomplished. It is clear that the external coupling
problem is better understood than the internal coupling problem. In particu-
lar, the solution of the coupling to cables within arbitrary shaped cavity
backed apertures is a formidable problem. In addition, the internal cable
propagation problem has the practical difficulty of determining the exact in-
put data necessary for solution.

The external coupling problem for lightning is complicated by the fact
that the attachment process is non-linear. This implies that frequency
domain solutions and solutions dependent upon linear operator theory cannot
be used for this part of the problem, unless it can be treated in a piecewise
linear fashion. Otherwise, time domain solutions are required. In this case,
a finite difference approach or a time domain circuit modelling technique
would be appropriate.
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Figure 1.- F111 model using 30 x 30 x 30 grid.

Figure 2.- B52 model using 50 x 50 x 50 grid.

388



4.1

A A

Figure 3.- Wire grid model of a Learjet.

Figure 4.- Model used for MFIE solution by Sancer.
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Figure 5.- Comparison of calculated
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Figure 6.- General aperture
coupling problem.
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ANOTHER LOOK AT AIRCRAFT-TRIGGERED LIGHTNING

D.W. Clifford
McDonnell Aircraft Compan%

St. Louis. Missouri 63166

ABSTRACT

There is positive evidence that a rapidly mov'ng aircraft charged to high potentials by tribo-
electric processes can trigger lightning discharges by passage through freezing precipitation. The
freezing zone il a nonstormy rain cloud is shown to be an electrically volatile region becanse of the
potent charge exchange mechanisms which are active in agitated mixtures of supercooled water
droplets and ice. Several intensifying effects are suggested which can be produced by the passage
of an aircraft through this precipitation, resulting in a highly-ionized wake which acts like a trailing
conductor. If yveak charge centers are present in the cloud, the ionized wake acts to short out the
gradient fihld resulting in very high potentials at the aircraft. The high potentials explain the electri-
cal activity at the aircraft described by pilots, including intense corona. sparks and radio interfer-
ence terminating in a loud discharge. Lightning strikes to naval aircraft towing gunnery targets at
the end of' lole steel cables are described, showing that the same triggering Mechanism may be
involved in those cases. Recommenldations are made to include triggerirg experiments in government
flight programs now in progress.

INTRODUCTION

Thcre has bcen vutch debate on the qewstion of whether or not n aiircrait can. by its presence.
trigger a lightning strike which otherwise would not have occurred. There are positive ildications
that a conducting-1 bod in an electrified environment can initiate lightning. Fitzgerald I presented
evidence in the Rouli Rider Program that the presence of an aircraft prodlnCed lie-ht nine strikes.
Pilots have contended lr many years that aircraft either trigger lightning or they experice static
discharge.- Several workers have been able to initiate lightning to ground by firing rockets into
charged clouds. 3 A Ilowevlr. these experiments required grounded wires attached to the r )cket,
resulting in a di fferent elecrostaitic sit uation from that of an isolated aircraft.

Shaeffer 5 addressed the questioin of aircraft-initiated lightning by examining the localized electric
field enhancement in tile region of an aircraft. i le showed that the intensification of the local field
acted to extend the electrical region of inlluence of the aircraft to a distance of one-body diameter
from the aircraft. Since the leiigti of a lightning channel may be several kilometer,. this small intel-
sification would not be expected to have muchiI ilfltuence on triggering a strike. Shaeffer also showed
that aircraft engine exhaust ionization levels are too low to be a factor in triggering lightig.

This paper will take another look at the possibility of aircraft-triggered lightning. The problem
will be addressed from a different point of view than the previous efforts, however. Lightning strike
reports and pilot observations from military and commercial aviation experience will be used to
work back to the atmospheric conditions where lightning usuallly strikes aircraft. Those atmospheric
conditions will then be examilned to determine any unique featumres which could lead to possible
interaction effects with an aircraft which in turn could lead to the production of triggered lightning.

THE LIGHTNING VERSUS STATIC DISCHARGE CONTROVERSY

Many ex perielced pilots have consisteltly held that most ieported aircraft lightning incidents aire
not true lightning strikes, but rather lischarges of electrical energy aCcululated on tile aircraft by
triboelectric charging. In a 1905 United Airlines report entitled "UAL Turbojet lxperience with
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Electrical Discharges.'- the practical experience 01' lumerous pilots, with many thousands of hours
o1 flying experience, was surnnarized and reported as they responded to questions about their
experience with lightning. To so pplenICnt tile testi monV of the commercial pilots. there are also
many incident reports trom military operations reporting electrical discharge phenomena.

Both commercial and military pilots almost unaninmously agree that t herc arc, ,eo distinct classes
of' lightning observed in flight. Tile most common variety usuallyv occurs while 1. in. ic arceip tation

at temperatures near freezing. This type i:s preceded by a b lop of static noise in the coriuila-
tion gear and the presence oft corona (St. limo's fire ). The buildup may continue for several seconds
until a violent discharge occurs. The discharge terminates the static and coronl, but the process may
repeat itself it flight through the precipitation continues.

The second variety occurs abruptly with no warning, and is usually described as more severe. It is
always encountered in or near thunderstorms, in contrast to tile former variety which is more iikel\
to be experienced in precipitation that has no connect.on with thunderstorms. The slow buildu p
strike reports typically indicate no visible lightning in the vicinity and no radar indication of

thunderstorms anywhere in the region. Pilots tend to believe that the slow buildup type of discharge
is not a true lightning strike but either a discharge of excess static charge built up on the aircraft by
flying through the precipitation, or some sort of triggered discharge produced by the catal. tic
presence of the aircraft. They say that this nonthunderstorn type of discharge out numlers t Ile ot her
by anywhere from two to one to ten to one. Both kinds can create a brilliant flash and a report
which can be heard tliroughout the airplane. The abrupt type may cause i louder report and uu,,uaill\
produces more danmage.

Tie response of scientists to the pilots, Static discharge theory has been ui iersally negat ie.
They insist that insufficient charge can be stored on ai aircraft to prodce a discharge which looks
and sounds like lightning. Scientists are even more emphatic that instifficient energ\ could be con-
tained ill such a static charge buildup to produice any visible evidence such as b urn marks, pitting or
other damage on the aircraft. Nor have any satisfactory explanations been otlered to show how an
aircraft cotild trigger lightning. Yet, the pilots continue to insist that the aircraft is either discharging
or triggerin_, a discharge. and that the discharges do manifest themselves by tnrieht noisy arcs and
Inot all pilots are sure about this I visible daimage. The controversv has been characteri/ed as "'a
difference in view between scientists of long standing and pilots of long sitting."

LIGHTNING MISHAP WEATHER STATISTICS

Most of tl,, reports of lightning or electrical discharge of tile type preceded h\ corona and radio
static have involved aircraft llying through some sort of precipitation or suspended ice particles.
tisually near freezing tem perat Lire. In contrast. strikes of the sudden t\ lpe ottel i, ctlr out side clouds.
or in clouds with no precipitation. but always in the vicinity of thunderstorms. ihere are some cases
of aircraft flying near thunderstorms, apparently ill high cross-field regions. which ha\e c\perienced
buildup of corona prior to lightning strikes. Lxcept for one special case. howe\er, these slow buildup
incidents are rare ill comparison to the type involving precipitation. The special case invol\es aircraf't
towing long electrical conductors. such as naval gunnery targets. on the end of long steel cables. A
disproportionately large number of strikes have occurred to such tow aircraft. These incidents , ill
be discussed in more detail later because they bear directly on the triggering process which will be
postulated in this paper.

Before examining sone specific in-flight incidents in detail, a review of lightning strike weal her
statistics will be Of' value. Where no attempts have been made to differentiate between til' difterent
types of discharge. the weather statistics show tendencies to the type of conditions described by the
pilots for the slow-type discharge. Figure I shows tie teniperature (list ribu tion for lightning strikes
to aircraft and Figtire 2 shows the eilvironmeintal conditions related to clouds, precipitation and
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II
turbulence at the time of 214 strikes reported by Fisher and Plumer.6 In over 80 percent of the

strikes reported, aircraft were within a cloud and were experiencing precipitation and some turbu-
lence. In addition, as can be seen from Figure 1, the vast majority of the reported incidents occur
at temperatures near the freezing level. These statistics are often shrugged off as incidental to the
thunderstorm environment which actually causes the strike. However, a thorough evaluation of the
synoptic conditions and localized weather circumstances by Harrison, 2 in the case of the UAL
strikes, and Trunov 7 in a summary of USSR incidents, confirm that thunderstorm activity usually
is not present at the time of the event.
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FIGURE 1
LIGHTNING STRIKES TO AIRCRAFT AS A FUNCTION OF TEMPERATURE
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FIGURE 2
ENVIRONMENTAL CONDITIONS AT TIME OF STRIKE
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PILOT DESCRIPTIONS OF LIGHTNING INCIDENTS

Some examples of both commercial and military incidents illustrating the slow buildup type of
lightning strike follow. The commercial reports are taken from Reference 2.

The first case involves a Boeing 727 which experienced five discharge/lightning strikes in a 20-
minute period in the Niles holding pattern at Chicago. "The discharges began at 13,000 feet with
temperature -10OC, IAS 250 knots, occasional brief moderate turbulence, and occasional moderate
rain mixed with ice. VHF interference existed with buildup of intensity and slight rise in pitch just
before the strike/discharge. The third or fourth strike/discharge was forecast by the flight crew
several seconds before occurrence using the precip-noise-pitch rise. Strikes/discharges occurred only
during conditions of precipitation, and four of them during a time when precipitation rate was in-
creasing and had reached moderate level.

Strikes/discharges were identified by a loud "boom" and a blue flash. It was a daytime flight and
St. Elmo's fire was not visible. After landing, there was no evidence of damage."

In another report, a pilot indicated that he had experienced several such incidents which had al-
ways followed the same pattern. "There is first a display of St. Elmo's fire. followed by the forma-
tion of a large luminous ball on the nose, followed by a loud report, followed by the sound of a
broken HF antenna whipping the fuselage, accompained by the odor of ozone."

The reports of St. Elmo's fire and a large luminous ball, or "column of fire," on the nose is not
uncommon. One pilot reported "St. Elmo's fire 20 feet out ahead of the nose." Other pilots have
reported "beams like headlights" projecting out ahead of the aircraft. A Chicago pilot with over 20
years experience reported that he had experienced several of these discharges. All were associated
with St. Elmo's fire prior to the electrical discharge. "The more the St. Elmo's fire prior to the dis-
charge, the louder the boom and the bigger the burned spot where it discharges." Another pilot
reported that he "actually saw the discharge flash from the aircraft nose toward a cloud."

These somewhat dated (1965) commercial pilot reports are supported by more recent military
incidents which are largely unpublished. The following incidents are typical of many on file.

A fighter had been in and out of cumulus clouds and had been experiencing light turbulence. At
4000 feet, 180 knots, gear and flaps down. engine anti-ice on. the aircraft again entered clouds.
Radio static increased in intensity for approximately 30 seconds. A loud snap accompanied by a
bright blue flash was experienced on the pit side near the engine intake. Following the discharge.
the radio static disappeared. The aircraft later broke out of the clouds and made an uneventful
VFR landing.

In another military fighter incident, the aircraft experienced "static discharge" at approximately
5000 feet in rain clouds during a night flight. Prior to discharge, a blue glow appeared around the
refueling probe. growing to an arc of about four feet and emitting sparks three to four feet in length.
The final discharge temporarily blinded the pilot. Damage to the aircraft included the outage of
several pieces of electronic equipment.

In a case at sea, the aircraft was flying in an area of intermittent overcast which extended from
sea level to 20,000 feet. There were no thunderstorms or visible lightning. While passing 5,000
feet, the airspeed indicator dropped to zero and a bank of advisory lights illuminated. While the
pilot was attempting to reset the lights, a violent discharge occurred in the vicinity of the refueling
probe, after which the instruments and lights resumed normal operation. After an uneventful
carrier landing, four small holes were found in the radome.

In considering the pilot reports, there may be a tendency among scientists to discount some
aspects of the reports if they do not conform to the traditional lines of scientific thought. However.
since alertness and objectivity are trademarks of pilots, particularly senior commercial pilots, their
reports should be accorded a high degree of credibility. It should also be recognited that most pilots
have a better practical understanding of meteorological phenomena than do most desk-bound, or
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even laboratory-bound scientists. Therefore, for the sake of this discussion, it is assumed that the
pilots' reports are accurate representations of the actual incidents, to the best of their ability to
describe them, although the reports are sometimes incomplete and leave many questions unanswered.

Notice that the pilots, both commercial and military, generally refer to this slow buildup type of I
event as a static discharge. Most pilots feel that when the static and corona buildup precede the
flash, then it is a static discharge or a triggered discharge and not a natural lightning strike. Of the I
89 experienced commercial pilots who expressed an opinion in the United Airlines survey, 66
thought there were indeed two different phenomena experienced: I ) electrical discharge of the air-
craft, and 2) actual lightning. Of the remaining 23, 21 thought that the only type involving aircraft
is the electrical discharge. Two pilots felt that the only type encountered is natural lightning.

In considering these pilot reports and opinions, it is apparent that usually the pilots can only
report general impressions of what they remember. From their position in the cockpit, they can
often only report a flash of light and an audible report, although sometimes they can tell on which
side of the aircraft the flash emanated. In modern commercial jets, the pilot cannot even see the
wings from the cockpit. They are certainly not in a position to know whether there was truly only
one arc from the aircraft to a cloud. If the aircraft actually discharged, there would presumably be
only one arc. However, in the case of natural lightning, the aircraft is only a small segment of the
channel, so there must be arcs both to and from the aircraft. Therefore, in the cases where aircraft I
damage is reported at two different positions on the aircraft, such as nose and tail, or both wing
tips, then the physical evidence indicates that the aircraft was actually struck by lightning. There are
many cases, however, where damage can only be found at one point, and in many others, no damage
at all is found. Therefore, the damage reports do not, in themselves, rule out some sort of static dis-
charge event.

STATIC DISCHARGE CONDITIONS

If the pilots' contentions of static discharge are to be considered objectively, physical processes
must be considered which could lead to the observed electrical behavior of the aircraft just prior to
the discharge. The behavior includes increasingly intense radio static and corona (St. Elmo's fire),
often intensifying to the point that the corona extends for several feet in front of the aircraft and is
often accompanied by short discrete sparks up to three feet in length. An artist's concept of this
electrical activity is shown in Figure 3.

If static discharge is producing these effects, it appears that mechanisms or processes must be
postulated which would explain how more charge could be stored on or around the aircraft than is
predicted by simple electrostatic calculations. This requirement is the crux of the issue because it
can easily be shown that if sufficiently high aircraft potentials can be reached, then all of the pilot-
observed phenomena can be expected to occur. Even substantial damage could be produced if
potentials of several million volts could be built up on the aircraft, because discharge energy is pro-
portional to the square of the voltage driving the discharge.

If higher than expected concentrations of charge cannot be stored on or around the aircraft, then
static discharge of the aircraft cannot be the cause of the observed flash. If that is the case, then an
alternative solution must be found to explain the apparent involvement of the aircraft in the pro-
duction of the discharge.
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ELECTRICAL ACTIVITY DESCRIBED BY PILOTS
JUST BEFORE DISCHARGE OCCURS

Triboelectric Charging
Triboelectric charging (the exchange of charge produced by precipitation particles impacting the

aircraft) appears to play a major role in this process and, therefore, some of its general characteristics
will be briefly reviewed. Certainly the process of triboelectric charging is widely known, if not widely
understood. A reasonable amount of literature has been produced on the subject, much of which is
well summarized by Nanevicz in Reference 8. It is accepted that charging rates are a function of
precipitation particle concentration, precipitation type, effective frontal area of the aircraft and
velocity of the aircraft. However, the physical mechanisms and processes involved in static electri-
ficiation are not well understood.

Nanevicz gives the precipitation charging current to a vehicle by

i = qp c v Aeff

where

qp = charge per particle
c = particle concentration
v = aircraft velocity

Aeff = effective intercepting area of aircraft.
The various parameters in the equation and their interdependencies have been studied analytically.
in the laboratory and in flight, and are generally understood for the operating regimes of current

aircraft. Typical values of particle parameters for an aircraft operating in the subsonic flight regime
are given in Table I for two cloud types.

The studies of aircraft charging discussed by Nanevicz provide some insights into the basic
charging processes involved. However, in practical charging calculations, Nanevicz suggests the use
of the experimental results shown in Table 2. These values lead to total aircraft charging currents of
a few hundred microamps. although values as high as three milliamps have been measured in flight.
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TABLE 1
PRECIPITATION PARTICLE PARAMETERS

Cloud Type qp C3
pico Coulomb m

Cirrus 1-10 2 x 104

Thunderstorm Anvil 1 - 35 5 x 104

GPO1 0221 1

TABLE 2
PEAK CHARGING RATES ENCOUNTERED

WITH KC-135 PROTOTYPE

Peak Charging Rate
Cloud Type (pamp/sq ft)

Cirrus 5 to 10

Strato Cumulus 10 to 20

Frontal Snow 30

GP01 0221 2

The triboelectric charging rates quoted by Nanevicz for ice particles and water droplets are values
measured presumably at temperatures away from the freezing level. The maximum charging rates
thus quoted are for ice crystals, which do indeed produce visual displays of windshield streamering
and corona. However, no violent or abrupt discharges are reported in cold ice crystals as they are in
precipitation at the freezing level.

The presence of corona (St. Elmo's fire) and radio interference in moderate amounts is to be
expected in precipitation, because charge will build until the potential of the aircraft causes the
electric field strength at the sharpest points ol the aircraft to exceed the breakdown strength of air.
At the operational altitude, temperature and humidity, the breakdown potential of air may be
a fraction of that at sea level. When that condition is reached, sharp points around the extremities
(the highest field regions on the aircraft) will go into corona. Intense corona is a strong generator of
electromagnetic radiation. Receivers operating in the proper frequency regimes will. therefore, be
affected, resulting in radio interference or static.

Aircraft Electrical Parameters
It is thought, however, that the presence of the corona discharge should restrict the further

buildup of charge on the aircraft beyond the level of a few thousand microcoulombs maximum, a
quantity too low to produce the discharge effects described by the pilots. In Reference 5. cited
earlier, Shaeffer examined the field effects of a small fighter aircraft (F-4) and a large bomber (B-52).
Shaeffer estimated that a charge of 200 microcoulombs (MC) for the F-4 and 3000 pC for the B-52
represent the maximum charge these vehicles can hold (at sea level) before tile electrical fields at
the extremities become high enough for charge loss mechanisms (corona) to occur. For example, a
net charge of 200 pC on the F-4 results in a field of 20 kVcm at the pitot mast.
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Aircraft capacitance, potential, and electrostatic energy for the estimated vehicle net charge values
are shown in Table 3. Since the aircraft capacitance is very small, it does not take much charge to
raise the vehicle to a very significant level. The charge transferred by a current of three mA in one
second (3,000 MC) raises the B-52 potential to more than two million volts. Potentials of this
magnitude have been measured on research aircraft in the USSR. 7

TABLE 3
AIRCRAFT ELECTRICAL PARAMETERS

B-52 F-4

Capacitance 1310pF 420pF

Estimated Maximum Net Charge 3000jC 200jC

Vehicle Potential 2.3 x 106 V 4.7 x 105 V

Electrostatic Energy 3400 J 47 J

GPO1 0221 3

The limiting factor on stored charge and potential is the breakdown strength of air at the high
field regions of the aircraft. Charge loss from corona at the extremities will balance the incoming
charge from triboelectric charging at some equilibrium value. It can be assumed that the first onset
of radio static is concurrent with the first breakdown of air at the sharpest point (highest field
region) on the aircraft. The fact that the intensity of the corona builds higher and higher over a
period of several seconds indicates that the first onset of corona does not stop the buildup of
charge on the aircraft. There is a limit to how fast charge can be removed from a given point by
corona discharge. Therefore, it can be expected that charge will continue to build up on the aircraft
until a potential is reached where enough corona sources are produced to balance the charging
current.

If the aircraft were stationary, one could argue that a cloud of space charge would quickly ac-
cumulate around the corona points, reducing the field at the points, and allowing additional
potential buildup on the aircraft. With an unlimited source of charge, a corona sheath could be
formed around the aircraft whose outer dimensions would be such as to reduce the average field
intensity at the surface of the sheath to the point that no further air ionization occurs. This situa-
tion would be analogous to the corona sheath around a lightning stepped leader. The capacitance
and charge content of such a system (0. 1 coulomb of charge per meter of length) could far exceed
the values for an aircraft alone, and could produce the type of activity described by the pilots. How-
ever. in order to build up and maintain the corona sheath in a high-velocity air stream, continuous
corona activity would have to be so intense as to continually break down virgin air as the previously
ionized molecules are swept away.

The currents required to sustain the intense electrical activity described are estimated to be in the
ampere range, based upon comparisons with natural lightning leader processes and with laboratory
high-voltage machines. Normal triboelectric charging rates are many orders of magnitude lower than
this. Normal charging processes could not produce corona extending more than a few millimeters
from the surface. The charge removed by one corona pulse (about 10"0 coulombs) equals that
normally deposited by 10-100 impacting particles. 8 The corona pulse rate is determined by the
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potential gradient at the surface, which can in turn be affected by how fast space charge is swept
away by the windstream.

In order for the charging rate to reach the levels required to sustain tile described electrical
activity, a dramatic increase in the magnitude of one or more of the terms in the charging equation
must occur. The frontal area of the aircraft is fixed and the velocities at which the activity is
observed are within a relatively narrow range, though increased velocity does intensify the eftects
somewhat. Therefore, either tihe charge deposited per particle, or tile density of particles mu1Lst ill-

crease. There is evidence that the effects are more predominant in heavy precipitation. but the
romnu' density of particles cannot conceivably increase more than one order of magnitude from the
maximum values quoted in Table 1 . However, the number density could increase dramatically if tile
droplet size were reduced accordingly by some dispersion mechanism Such a mechanism would be
imposed by Rayleigh instabilities if the droplets were highly charged. A liquid droplet cannot be
charged beyond the Rayleigh limit or the internal electrical forces will overcome surface tension forces.

causing it to break into smaller pieces. If droplets could somehow attain a very high charge content.
they would disperse into a fine mist (aerosol) of charged droplets.

Chalmers 9 cites calculations by Lueder indicating charge densities as high as 0.2 coulombs per cc of
supercooled water. If such charge concentrations could exist, the maximum stable droplet siZe would
be of the order of one p or less because of the Rayleigh limit. Chalmers cites Twomev's calculations
which indicate that a 300-pi ice crystal could be charged high enough to produce corona from its
surface (70,000 V/in)by impact with a single one-P supercooled water droplet. That same charge
could presumably be imparted to an aircraft impacting the same droplet.

Nanevicz quotes a normal raindrop concentration of 5 x 104 per cubic meter (Table I ) in
thunderstorms. Raindrop sizes are normally considered to be in the millimeter diamaeter. Assum-
ing the equivalent mass density per cubic meter of one-micron supercooled water droplets, charging
rates in the hundreds of amperes can be calculated for an aircraft flying at 100 meters per second,
(with a 10-meter 2 effective frontal area). Such high rates are difficult to accept in practice, but then
so are the pilots' descriptions of electrical activity on the aircraft which we assume to be accurate.

If such high charging rates can be experienced in flight through supercooled water droplets, the
right combination of atmospheric conditions must only occur on rare occasions, since such high
charging rates have not been measured in any experimental programs.

TRIGGERING CONDITIONS

An alternative mechanism which might explain the observed activity is suggested by laborator\
discharge phenomena and by strike incidents involving aircraft towing long conductors.

Laboratory Discharges
The observances of St. Elmo's fire extending for several feet and one- to two-meter discrete

sparks around the aircraft can only be explained by aircraft potentials of millions of volts relative
to the surrounding air. These effects can be demonstrated in the laboratory by attaching a model
aircraft to the output of a very high voltage DC power supply. as shown in Figure 4. As the output
voltage is increased sufficiently, the model will begin to emit corona at the sharpest points. If the
voltage is raised higher, the corona will intensify and more corona points will be produced. As the
potential is raised still further, small discrete instantaneous discharges into the air may be produced

and the model may be engulfed in a glow of plasma, particularly at reduced pressures. If the voltage
is raised further, eventually a loud spark discharge will be produced to (or toward ) the nearest
grounded object. Figure 5 illustrates this process for a test where voltage was limited to 100 kV.
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FIGURE 4
AIRCRAFT CORONA EXPERIMENTAL ARRANGEMENT

A. 60 kV, Incipient Corona B. 75 kV - Corona Builds

C. 90 kV - Intense Corona D. 100 kV - Discharge to Ground

FIGURE 5

CORONA FROM MODEL AIRCRAFT IN LABORATORY EXPERIMENT
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In this situation, there is an unlimited amount of charge available to raise the model to the high
potential level and to maintain it there despite the corona discharge process. The actual charge
required for this laboratory experiment is very small: about a milliamp of current is required to
maintain the heaviest corona prior to discharge (assuming a maximum voltage level of 75-100 kV).
For an aircraft in flight, however, the corresponding current might be in tile hundreds of milliamp
range or higher. as mentioned previously.

Based on the similarity of the observed aircraft electrical activity to tile DC power supply case,

and because of the difficulty in postulating all extraordinarily large amount of static charge around
the aircraft in tile presence of aerodynamic flow, a triggering process which approximates the power
supply condition is desirable to explain the observed electrical activity reported by the pilots.

Aircraft Towing Long Conductors
An interesting series of flight incident reports involve electrical discharges to Navy aircraft

towing gunnery targets on the end of long steel cables. The pilot reports bear a remarkable resem-
blance to the commercial incidents described previously, except for the weather conditions at the

time of the strike. In these cases, the reports of outside observers are available because the incidents
involve aircraft flying in formation with the tow aircraft at the time of the event. The incidents are

unique in that they involve aircraft towing long electrical conductors extended as far as 15,000 to
18,000 feet behind the aircraft. At least ten such events have been reported in the last few years.

In the first case to be examined, the tow aircraft and the chase plane were flying at 3,000 feet
in light rain, but they were flying toward a thundercloud. The pilot in the lead plane reported
"static electricity" discharging from his refuleing probe. His wingman also observed discharges
emitting from the front of the drop tanks and the forward section of the vertical stabilizer on the
lead aircraft. Approximately 20 seconds later the discharges were terminated by a "large electric
arc discharge from the refueling probe." The wingman noted that the discharge caused tile aircraft

to have a "halo effect" with smaller static discharges emitting from all surfaces of the aircraft. (This
halo effect following a discharge has also been observed in laboratory experiments. 10 ) The incident
was reported as static electrical discharge with lightning strike unlikely.

In another case, the lead plane was observed to experience St. Elmo's fire initially on the nose
refueling probe. The intensity increased, with arcing noted up and down the probe by the pilot.
"The aircraft soon became engulfed with the static discharge which immediately resulted in a large
explosive sound." The pilot experienced minor shock but there were no other problems.

In another multiple aircraft incident, both the crew members of the lead aircraft and the chase
plane pilot observed a six- to eight-foot blue-white electrical charge buildup forward from the radome
tip. Approximately ten seconds later, a brilliant flash of light and a loud report occurred. Lightning

was not observed to strike the aircraft by the chase pilot. He observed that tile arc discharge from

the aircraft, through the towed conductor.
The similarity of the electrical activity described during the commercial incidents which

occurred while flying through freezing precipitation and the military incidents involving long trailing
conductors is inescapable. The similarity leads to the consideration that ionization or charging pro-

cesses may be taking place in the wake of aircraft flying in precipitation which could produce the
same effect as a trailing conductor. In order to show that such a highly conducting wake might be

produced, the electrical processes involving clouds, ice and water in the freezing zone will be reviewed.
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Electrification Processes in Freezing Rain
It was emphasized earlier that the reported electrical discharges generally occur in precipitation

at or near the freezing level. The investigator might reasonably question what is unique about this
region compared to other precipitation zoies. i.e., what extradordinary charging activity could be
produced in this environment?

In studies of cloud charging mechanisms, it is notable that the presence of supercooled water
drops is an essential element in many of the viable theories of cloud charging. These theories, which
closely predict the charging rates and polarities actually observed in clouds, involve freezing, glazing,
or riming processes where tn, latent heat of supercooled water droplets is released upon impact
with ice particles.

Pure water in small quantities has a low probability of freezing spontaneously until its tempera-
ture is lowered to 400 C, the Schaefer temperatureI 1. However, microscopic analysis of hailstone
structure shows that the layers of riming and glazing indicate that most supercooled droplets are
frozen at temperatures lower 150 C. As shown in Figure 1, the weather statistics for lightning strike
incidents indicate that most strikes to aircraft occur at temperatures between - 10°C and +1 C.
Griffitns1 2 found that corona currents cannot be drawn from ice crystals colder than l 8°C because
the surface conductivity drops too low below this temperature.

The electrical properties of water and ice, particularly in turbulent mixture, are extremely com-
plex. No definite laboratory experiments have been conducted which provide a solid basis for
confirming or disproving the various charge separation theories. Chalmers 1 3 provides an extensive
review of experiments investigating the electrical effects of freezing, riming, glazing and the effect
of electrical fields on freezing. The experiments he reports include the work of Workman and
Reynolds, Mason and Maybank, Evans and Hutchinson, Latham and Mason, Lueder. and Twomey.

Chalmers notes that in many of these experiments with supercooled water droplets. extraordi-
nary charge exchange rates are measured. He cites the calculations of Lueder 9 which indicate that
supercooled water can yield 0.2 coulombs of charge per cc. In experiments where ice crystals as well
as water droplets are present during the freezing process, exceptionally high charging rates are
observed which tend to support Lueder's calculations. Chalmers also notes that the many variables
present in these experiments make it almost impossible to model them analytically. These variables
include the presence of impurities, air bubbles, mixed physical states. bursting and splintering of ice
crystals. and many others. Because of these many variables, it has been very difficult to develop
theories describing a consistent pattern of charging behavior in the complex freezing zone. The
many experiments which have been attempted. both in the laborai 'y and aloft, have only sho" -n
that very substantial charging rates can be exrerienced in this region.

In 1972, Dawson 14 briefly reviewed the principal charging mechanisms. noting those that could
in some way be involved in aircraft electrification mechanisms. He notes that the most interesting
aspect of electrification studies involving ice and water is not that charge separation can readily occur,
but that charge can be separated in so many ways. He expresses surprise that aircraft workers assume
that the highest charging rates are in frozen ice crystals, rather than in the freezing zone where the
most active charge mechanisms are known to exist.

The major charging mechanisms that could in some way be involved in aircraft electrification
include:

a. Thermoelectric effects - Whenever two surfaces of ice of similar impurity content at different
temperatures come into temporary contact. charge transfer occurs and a potential difference
is developed between the surfaces. Thermoelectric effects may result from asymmetric
rubbing contact or breakup of fragile crystals. )awson notes that the most important
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source of temperature difference between ice crystals in a cloud results from the latent heat
Of fusion released by tile freezing of supercooled drops colliding with ice crystals. thus inten-
sifying the thermoelectric effect as the warmed crystals collide with colder ones.

b. Freezing potentials - Rain and cloud drops are dilute solutions of salts, and when dilute
solutions freeze, they produce freezing potentials, i.e., the ice becomes charged with respect
to the water. Typical salt concentrations in coastal waters arc in the right range to result ii,
very potent charging rates.

C. Riming - Surfaces undergoing riming with large enough supercooled drops become hilghl
charged by a mechanism which has never been fully explained. Riniing alway s produces
charging of the rimed surface, including aircraft.

d. Glazing - Chalmers 13 notes that electrical effects accompanying glasing are complicated by
effects due to water and ice impacts. For water which is not supercooled. it has long been
known that impact with ice gives a positive charge to the ice and a negative charge is carried
off. Chalmers1 5 notes that Meinhold found a strong negative charge to be produced on the
surface of an aircraft flying through a cloud of supercooled water droplets, while glazing was
taking place. However, no further information is available on that 1951 German work.

e. Llectrical effects of melting - Chalmers decries the lack of definitive experiments on the
electrical effects of melting, noting that the experiments which have been conducted impl\
that the process is sensitive to impurities, among them carbon dioxide. The experiments also
suggest that the presence of airflow may be a large factor in explaining the large charging
rates observed in clouds at the melting level. If, for example, molten snow forms watcr drops
big enough to be shattered by an air stream, the actual process would correspond to that of
splashing, a process known to generate large charge transfer rates.

The point of this review is to establish that varied and sometimes surprisingly intense charge ex-
change mechanisms can be active in a field of suspended ice crystals and supercooled water droplets.
For the sake of the following discussion, one night envision that the particles represent an electri-
cally volatile medium with a complex mixture of mobile and relatively immobile charge carriers:
sort of a quasi-plasma. ( In addition to the ice and liquid particles, a high concentration of micro--
scopic particles and ionized vapor is probable).

In suplport of this scenario, it is interesting to note that radar signatures of rain clouds display

what is called the "bright band" phenomenon at the freezing level. Chalmers16 reasons that the reflec-
tions are more intense at this level because (a) water reflects better than the ice above, and (b the
water drops are not dropping as fast at this level as they are at lower levels. However, pilots know
that there is usually some turbulence at the freezing level (an interesting fact in itself), leading to the
conclusion that there is always charge exchange taking place there. That means that there is also a
higher concentration of ionized particles and vapors there, including possibly ice particles emitting
corona, which could increase the reflectance of electromagnetic waves. Perhaps, then. the radar
"bright band" phenomenon might be an indicator of the electrical volatility of this cloud region
(which may be more intense at some times than at others). Unexplained radar bright zones are also
observed in thunderclouds.

Although there may be intense charge exchange activity going on at the freezing level in apparently
stable cloud systems, there is no visible electrical activity because there is no effective mechanism
for large-scale charge separation. The strong updrafts present in thunderheads are not present in the
cloud systems being considered, so they exhibit only weak concentrations of net charge.
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Aircraft Passage Through Freezing Rain
Now, it is interesting to speculate about the possible effects of a large. highly-charged mass of

metal. passing at high speeds through this electrically-volatile field of suspended ice crystals and
supercooled water droplets, leaving in its wake a turbulent exhaust of hot gasses and contaminants.

As the aircraft passes through this freezing layer, it introduces several perturbing effects, as illus-
trated in Figure 6. First, it produces intense turbulence in its wake, generated by both aerodynamic
and engine exhaust effects. The turbulence will persist for periods up to several minutes, and will
expand into a large volume around the flight path. This turbulence, which is a function of aircraft
velocity, can be expected to intensify the charge exchange processes in the wake of the aircraft, as
it mixes and agitates the various ingredents in the wake.
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FIGURE 6
PASSAGE OF CHARGED AIRCRAFT THROUGH FREEZING RAIN

[he second effect is produced by the high electric field surrounding the aircraft. Through conven-
tional triboelectric charging. the aircraft will build up a negative charge of at least hundreds of kilo-
volts. Thus. the presence of an intense electric field is assured, both at the aircraft 'particle impact
interface and in the regions around the aircraft where charge exchange between particles is taking

place. Chalmers1 7 cites experimental evidence showing that charge exchange mechanisms can be in-

tensified by a factor of 100 in a 30-kV/meter field. The high potential of the aircraft might also
serve to effectively enlarge its aerodynamic size in the charged environment by accelerating charged
particles already present at the freezing level toward or away from the aircraft, depending upon the
polarity of charge on the particle. One effect would be to add to the turbulence produced.

406



A.

Another perturbing inluence is the presence of the aircraft as a catalytic agent in the charge ex-
change process. The results of several laboratory experiments noted by Chalmers were discounted
as being useful in the development of cloud physics theories because of the presence of apparatus
in the test volume which was thought to influence the results. For example, he reports 18 that
Pruppacher investigated the effect of an electric field in causing freezing of supercooled drops. His
conclusions were that an effect exists only when there is a solid surface present, and so electric fields
are not a factor in actual clouds in the atmosphere. For the aircraft case, however, this effect may
be important.

Another perturbing effect is the introduction of turbulent hot exhaust gases containing various
chemical contaminants into the freezing zone. The hot gases can produce charge exchange by melting

frozen particles and can greatly intensify the thermoelectric effect by providing a source of warm

particles in a freezing environment. The presence of contaminants can intensify the charging rates
produced by melting. Also, contaminants such as sodium along with low pressure wake regions. can
enhance photoionization processes which are involved in streamer formation 19.

Finally, the coul b repulsion or attraction of the aircraft on the particles may introduce a
charge separation mechanism. The polarity of charge is not randomly distributed on all particles.

Rather, there is a definite categorization of charge according to particle size and state. For example,
ice particles tend to be charged positive and water particles negative. Larger ice particles are positively

charged and small ones negatively. (The countertlow of these particles produced by the aircraft poten-
tial field may be another intensifying factor in the charging process.) However, whether there might

be a net charge separation effect over long distances is difficult to determine. The fact that particles
will be charged differently according to size and type implies, however, that there will be some net

movement and separation of charges, however small that might be. If enough accelerated charge
exchange occurs in the aircraft wake, however, large-scale charge separation may not be required to

produce the circumstances necessary to trigger a discharge through the freezing layer.

Ionization Levels
As mentioned earlier, the effects of ionization levels in the aircraft wake produced by the engine

exhaust were investigated 5 as a possible lightning triggering mechanism. It was concluded that the ion

concentrations in the exhaust are too low. in themselves, to have an effect. In this case. however,

the exhaust ions are supplemented by the ionized corona streaming from the charged aircraft, the

charged particles resulting from collision with the aircraft, and the ionized particles and vapors re-
suiting from the various charge exchange nechanisms produced in the turbulent wake.

Table 4 lists charge concentration values in various media as reported by Shaeffer 5 in his study of

engine exhaust ionization levels.

Using Nanevicz's values from Table I for particlc charge and density. charge concentrations in

thunderstorm anvils are calculated to be in the 105-107 charges/' cm 3 range. one to two orders of

magnitude higher than the values quoted by Shaeffer for engine exhausts. However, these charges are
not free electrons.

These values can be compared to ground-based measurements of charges on falling rain droplets

cited by Chalmers 1 8, Charge densities of 2 x 106 per cm 3 were measured by collecting fal'ing rain
droplets. However, related experiments showed that with a 30-kV'm field applied, drop fragmenta-
tion occurred resulting in 2 x 109 charges per cm 3 of water collected. 17
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TABLE 4
A COMPARISON OF ELECTRON CONCENTRATION VALUES

Electron Concentration In Quantity (e/cm 3 )

Free Atmosphere I0-I0 3

Jet Exhaust 103 - 1 0 5

Rocket Exhaust 1012

Lightning Streamer Head 10
1 2

PO1 0221 4

Chalmers also cites the work of Twome and of LuCder 9 (mentioned earlier) reLardirns chargin,
processes involving ice crystals and supercooled water. Twomey observed that an ice particle cannot
hold a charge greater than that which would give it a surface potential gradient of 70.000 V'in if it
were spherical: he pointed out that a 300-micron ice particle could be charged to more than that byI
a single impact with a one-micron supercooled water droplet. based on Lueder's figure for super-
cooled water of 0.2 coulomb per cc ( 1.2 x 1018 charges, cm3). Using these values, Twomey cal-
culated values for charge exchange in thunderstorms which agree quite well with measured values.
If Lueder's value of 1.2 x 1018 charges/cn 3 of supercooled water is correct, the ionization levels in
the agitated wake of an aircraft flying through supercooled droplets could conceivably approach or
even exceed the levels of ionization in a lightning streamer.

In regard to the earlier mention of the bright band radar signature at the freezing level, plasma
physicists use the following simple equation to determine the penetration frequency of RF beams
into plasmas, where f is the penetration frequency and n is the ion concentration in charges/cmr3 .

f= 1o000o
Weather radars operate around 2.) gigahertz or 2.9 x 109 hertz. Solving for the ion concentration

necessary to reflect this frequency,

I 2  8.4 x 101811-= - I x 1012 ions/cm 3

8.1 x 106 8.1 x 106

If the bright band phenomenon is due to ionization at the freezing level, then ion concentrations of
at least 101 2 /cm 3 must exist.

The contribution from corona currents flowing from the aircraft might also be considered as
significant. l)ischarge rates as high as three mA were reported by Nanevicz 8 in ice crystals. One
might conservatively estimate that values 10-100 times this level might be experienced flying through
supercooled droplets. A discharge current of 100 milliamps from a few discrete corona points would
bleed 6 x 1017 free electrons pr second into the wake. At a speed of around 200 knots ( 104 cm/sec).
6 x I 013 electrons per centimeter of path length would be discharged. The triboelectric particles pro-
ducing the chargc ol the aircraft would deflect off of the aircraft into the slipstream, separated by
some distance from the corona stream. thus preventing instant change neutralization.
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Air Conductivity
Although very high charge densities can be postulated in the wake, unless the charges are mobile

enough to move freely in an external field, the wake cannot act as a conductor. The charges are

essentially frozen in a dielectric medium. The conductivity of air is normally lower in a cloud than
in open air because the moisture droplets capture the free vapor ions and prevent them from moving
in the external field. It must be assumed, therefore, that the same condition will exist in the wake
and the charges will be attached to relatively immobile ice particles or water droplets.

Under laboratory conditions, the electrical breakdown of a block of solid dielectric material con-
taining a large concentration of frozen internal charges will occur at a lower applied voltage than a
similar block of material with no charges imbedded. The fields around the individual charges add to

the externally applied field, resulting eventually in a spark discharge through the volume of material

as the applied voltage is increased. For example, Griffiths1 2 demonstrated a 20 percent reduction in
the external field required to produce corona from ice crystals if they were initially charged to
nominal values.

In order to further enhance the conductivity in the wake, the charge density must be so high that
significant free charges are constantly being liberated by corona from ice and water particles. This
condition could conceivably exist based upon Twomey's calculation that 3 0 0M ice particles could be
charged to corona threshold levels (70,000 V/m) by a single impact with a I A supercooled water
droplet. Dawson 1 9 reasons that this process may result in a dynamic equilibrium of corona generation
and reattachment which could explain the unusually high conductivities measured by Evans (Arizona)
in Dropsonde measurements of clouds at the freezing level. In this environment, the propagation of
high voltage streamers from the aircraft may be significantly enhanced.

Streamer Generation
The physical mechanisms leading to spark discharges involve the generation of streamers from an

electrode into the surrounding atmosphere or toward a nearby concentration of charge. The
streamers are weakly ionized filamentary channels which are produced when the charge density at

a point passes a critical level. Streamers are initiated from a Townsend avalanche processes which
relates to the buildup of a space charge in an applied external field. 20 When the charge density reaches

the critical level, photoionization of the adjacent air in the direction of the applied field allows the
charge volume to grow in that direction. The requirement for propagation is related to the ratio of

field strength to rfessure, E/P.

At sea level, field strengths of about 30 kV/cm are required to initiate streamers, but at altitudes
of several thousand feet, the field strenght required is less. Once a streamer is formed, the electric
field required for continued propagation is much smaller. Phelps 2 I has shown that an ambient field
of 7 kV/cm is sufficient for continued streamer propagation at sea level. Most lightning researchers
feel that natural lightning can be triggered by large scale ambient fields of 3-4 kV,'cm. I Streamers
may gain energy from the ambient field. However, they can propagate in zero field regions if they
gained sufficient initial energy. 2 2

Since streamers, once initiated from the aircraft, can propagate in low field regions, any amount
of free charge in the wake added to the external field gradient might allow streamer propagation
through the wake in relatively low ambient fields. The streamer would then provide a sufficient con-
centration of free electrons to act as a conductor and compress the external field.
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Streamers, unlike corona pulses, are not short-lived pulses. They propagate at a rate of a few
tenths of a meter per microsecond as long as charge is available at the source to sustain the field at
the tip at the level needed to continue propagation. In order for streamering activity to reach the
levels necessary to produce the observed effects, it would be necessary for the potential of the air-
craft to be sustained at a high level by triboelectric processes and for the charge density and distri-
'-ution in the wake to be high enough to allow continuous streamer propagation from the charged
aircraft over a period of several seconds. An ambient electric field would aid the process.

INTENSIFIED FIELD DISCHARGE HYPOTHESIS

Potential gradients in rain clouds are probably on the order of a few thousand volts per meter.
Airborne measurements in stormy clouds have shown that large localized horizontal gradients exist
at the freezing level. 23 Although they are very rare, a few measurements have been made in non-
stormy clouds showing that horizontal gradients also exist there. 2 4 It is reasonable to expect that
pockets of charge should exist in rain clouds since the precipitating droplets carry charge (usually
of one polarity) to earth, leaving a net charge in localized regions of the cloud. Potential gradients
normally measured in electrically active clouds (visible lightning) are in the tens of kilovolts per
meter, with at least one measurement of 340,000 V/m at the surface of an airplane just before it
was struck by lightning. 2 3 However, the principal concern here is nonstormy clouds since most of
the slow buildup of events occur where no visible lightning is present. It is assumed that the presence
of potential gradients on the order of 20 to 30 kV/meter or higher will signal the production of
some natural lightning. Therefore, we will consider ambient potential gradients on the order of 10
kV/m or lower.

Pierce 2 5 has investigated the requirements for initiation of lightning to elevated structures and
other man-made disturbances of the atmosphere. He concluded that the usual values of ambient
electric fields are on the order of 10 kV/meter to trigger lightning and the voltage discontinuity
between the object initiating lightning and adjacent atmosphere is about 106 V. He concludes that
structures must be at least a few hundred meters high to trigger lightning.

Consider now the case of an aircraft towing a gunnery target at the end of a 1 5,000-foot (5,000-
meter) steel cable. If the aircraft and target enter a region with a 1 0-kV/meter gradient with the
flight path aligned with the maximum gradient, the long tow cable will essentially short out the
gradient field, concentrating the equipotential field lines at the front end of the aircraft. This effect
is illustrated by the sketch in Figure 7. If the full length of the 5,000-m cable entered the field
region, a 50-million volt potential would be developed at the ends of the cable. Long before such a
potential could be established, however, intense corona currents would develop at the aircraft with
other manifestations of high electric fields such as streamering and periodic short spark discharges.
In fact, the exact conditions described by the pilots could be expected.

In such a case, the intense field at the aircraft would be in the direction ahead of the aircraft.
Therefore, the corona and streamering would be projecting ahead of the aircraft as described. Recall
the tow-target incident where the chase pilot described corona and streamering issuing from the
forward edge of the vertical stabilizer, rather than the trailing edge. As the potential increases fur-
ther. it is reasonable to expect that leaders will emanate from the aircraft forward the charge centers.
resulting in an abrupt discharge between the pockets of atmospheric charge which generated the
field, with the aircraft and cable constituting the principal current path.
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FIGURE 7
ELECTRIC FIELD COMPRESSION BY AIRCRAFT WITH TRAILING CONDUCTOR

Now it can be seen bow an aircraft with a conductive wake in freezing precipitation could
trigger a lightning strike. If the conductivity of the wake is Sufficiently enhanced by corona and
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streamering activity, charges can migrate in the wake to cancel the external field, thus intensify-
ing the field at the aircraft and accelerating the process. Intense corona and streamering would be
produced at the aircraft leading eventually to an abrupt discharge as charge centers in the cloud
are discharged through the aircraft and wake.

If the aircraft should enter the precipitation zone so that the flight path is perpendicular to the
gradient field, no unusual charging will result: only conventional triboelectric charging effects will
be observed. Therefore, it is necessary that the flight path be generally aligned with the ambient
field before triggering can occur.

Discharge Effects
If the charge concentrations in the clouds are too weak to trigger lightning naturally, it is likely

that the discharges, when triggered, would be less energetic than a normal lightning strike which is
energetic enough to self-trigger. There would presumably be no continuing currents or restrikes. but
there would be both arc entry and arc exit points since this event is actually a triggered discharge
within a cloud rather than a static discharge from the aircraft. Fitzgerald's measurements I suggest
this view.

There are other aspects of the pilot reports, however, which indicate that even triggered lightning
may produce severe damage. For example, in almost all of the tow target incidents, the steel cable
was parted by the discharge. In one case, the chase pilot who reported that he did not see lightning
strike the tow plane also reported that all that was left of the 18,000 feet of steel cable aftLr the dis-
charge was "a three-mile puff of brown smoke"! This incident is difficult to explain. e'ven if a full-
threat natural strike is assumed. In addition, the strike which downed an Air Force KC-130 in Q78
fit the description of a triggered strike and yet it contained enough continuing current to burn a hole
through the wing skin and ignite the fuel vapors. Brook et. al. 2 6 speculate that most triggered strikes
to ground are of the continuing current variety. Of course, it is possible, and even probable. that in
certain circumstances both aircraft triggering conditions and natural triggering conditions could be
right at the same time.

NEED FOR SUPPORTING EXPERIMENTS

The crux of this hypothesis is weather or not an aircraft flying through the freezing layer in a
rain cloud could produce enough conductivity in its wake to trigger a lightning strike. The charge
concentration levels and the proven charge exchange mechanisms present in the freezing zone in-
dicate that the necessary levels could possibly be produced. However, there is a lack of definitive
charge exchange experiments and analytical models which could be used to test this hypothetical
situation. There is also a lack of data related to potential gradients and space charge concentrations
in nonstormy clouds. Both new laboratory experiments and in-flight measurements conducted in the
freezing level are needed to adequately explore the possibilities of this hypothesis.

Because of the complexities of the charging theories and of the physical situation, analytical
modeling of the hypothetical discharge procedure would appear to be untenable. However, new
laboratory experiments can be suggested to evaluate air ionization under freezing zone conditions.
Excellent opportunities for in-flight measurements and triggering experiments are afforded through
the current Air Force and NASA lightning research flight programs. 2 7 ' 2 8

Since the lightning mishap statistics indicate that the bulk of aircraft strikes occur in freezing
precipitation with no thunderstorm activity present, it seems reasonable to orient at least a part of
the flight programs to seeking out the freezing zone in nonstormy precipitation clouds. Flights at
different velocities and in different synoptic conditions should produce electrical charging conditions
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and. perhaps, discharges that could be interpreted as lightning. Ideally, the research aircraft should
be equipped with field mills to help discover the highest field regions and align the flight path with
them.

Pilot reports from the UAL study indicated that they felt that aircraft velocity was an important

factor in producing the discharges. In fact, some pilots were sure that they could prevent a discharge
by throttling back the engines when the corona and static conditions begin to build. Of course, this
action affects most of the parameters postulated as ionization mechanisms. Aircraft potential, wake
turbulence and engine exhaust levels are all affected. Therefore, flight experiments should be con-
ducted over a wide range of aircraft velocities.

Flight research planners might also want to consider equipping their aircraft with target towing

equipment allowing them to tow a trailing conductor up to 20,000 feet behind the aircraft. These
measures might be more logical (and safe) than flying into active thunderstorms in an attempt to
experience lightning strikes to the aircraft.

Another useful addition to the flight programs would be to equip them for electrostatic charging

measurements similar to those made by Nanevicz and co-workers in their research flights. Aircraft
charging rates need to be measured in the freezing zone, regardless of whether discharges are produced
or not, for P-static design information. The other instrumentation already on the aircraft needs to be
adequate to measure external fieid gradients and parameters of discharges if they should occur.

It was noted in the UAL report that the new static dischargers being used on modern aircraft may
be effective in reducing the static charge buildup and possibly the frequency of violent discharges.
If so, the fact that the new dischargers maintain the aircraft at a lower potential could affect the
postulated intensified charging processes since the presence of an electric field was a possible in-
fluencing factor. At any rate, the effect of static dischargers could also be investigated in the flight

programs. It would be desirable to conduct flights with the vehicle potential maximized by incor-
porating corona suppression measures (no static dischargers and coating sharp points at extremities
with insulators) and with corona maximized with multiple dischargers installed for minimum
vehicle potential.

CONCLUDING DISCUSSION

The statistics of environmental conditions existing at the time of lightning strikes to aircraft in-

dicate that the majority of incidents occur in clouds containing precipitation at the freezing level. A
survey of UAL and USSR incidents reveal further that most of the reported incidents are not in the
vicinity of thunderstorms. Most often there is no visible lightning in the area before the incident.

Both military and commercial pilots report that some electrical discharges do occur without
warning, but usually only near thunderstorms. Most discharges are preceded by a buildup of electri-
cal corona and radio interference. The pilots generally describe the latter variety as a static discharge,
rather thai, a lightning strike. Very similar electrical discharge activity is described in strikes to
military aircraft towing long conductors.

Although scientists have long discounted the pilots' static discharge contentions, the similarity of

the described incidents to certain high-voltage laboratory experiments prompted re-evaluation of the
in-flight reports. An examination of the triboelectric charging and discharging mechanisms led to
the conclusion that charge loss mechanisms must limit the charge buildup on the aircraft to poten-
tials much lower than those that would be required to produce the observed corona and sparking
activity. unless dramatically higher charging rates could be postulated.
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In the search for alternative charging mechanisms which would be consistent with the pilots'
reports, it was noted that extraordinary charge exchange rates can be produced in mixtures of ice
particles and supercooled water droplets. Such an environment is sometimes present at the freezing
level in precipitation clouds where the discharges usually occur. It was therefore postulated that the
passage of a highly-charged aircraft might intensify the concentration of ionized particles and vapors
in the wake of the aircraft to the point that the condition simulated the Navy aircraft towing a long
conducting cable. In both cases, intense electrical activity at the aircraft preceded a violent (or at
least abrupt) discharge.

In both cases, it was postulated that weak pockets of charge exist in the clouds of insufficient
potential to trigger lightning naturally. Relatively weak gradient fields (as low as a few thousand
volts per meter) are sufficient to generate potentials at the aircraft which could produce the observed
activity, if the flight path is aligned with the field. Further increase in the potential at the aircraft
would logically produce a large spark discharge to the air or to a charged region of the cloud through
streamer processes.

It has been shown by laboratory experiments that bright loud discharges can be produced at
fairly low energy levels. Even the energy stored on a large aircraft at two million volts (3400 joules.
Table 3) is sufficient to produce noticeable surface effects such as pitting and loud discharge. If
high enough potentials are generated by the trailing conductor to trigger a discharge, low-level damage
is certainly possible and even severe damage may be produced by unexplained processes.

In summary, the following observation is offered. Lightning is a spectacular phenomenon and is
logically associated in our minds with thunderstorms where it is usually observed. Consequently.
when lightning strike incidents are reported by pilots, regardless of the weather conditions they
report at the time of the strike, scientists and researchers still tend to associate the report with
thunderstorm activity. However, it is just as true, though not as obvious, that strange and unusual
electrical activity can also be produced in nonstonny clouds. Frictional charging mechanisms are
constantly being manifested around us in our daily lives. It should not be surprising then. that
unusually intense electrical activity can be generated under certain unusual atmospheric conditions.

Apparently, some number of the reported strikes are undeniably natural lightning. These un-
predictable incidents appear to be unavoidable, although some other triggering mechanism may
eventually by discovered to explain their frequency of occurrence. These strikes appear to be more
lethal than the slow buildup variety. It is interesting that flight statistics6 show that about 20 per-
cent of lightning incidents result in some damage and the UAL pilots 2 estimate that 20 percent of
the strikes are the abrupt thunderstorm type.

Assuming for the time being that nothing can be done about the natural lightning events, immedi-
ate attention should be focussed on the possibility of triggering lightning in freezing precipitation.
It is strongly recommended that future flight programs be structured to investigate the electrically
fertile freezing zone of nonstormy rain clouds. If it is shown that discharges can be produced by
flight in the freezing layer, then the statistics of aircraft/lightning mishaps may need to be revised
and the discharge threat redefined to account for the triggered discharge parameters. Perhaps, more
importantly, new flight restirctions can be defined or wake neutralization schemes might be developed
to prevent this type of discharge and greatly reduce the lightning strike incidents to aircraft.
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F-5F SHARK NOSE RADOME LIGHTNING TEST*

George W. Scott
Northrop Corporation,

Aircraft Group,

Hawthorne, CA

SUMMARY

A unique F-5F radome with a geometry similar to a Shark Nose profile was

tested with a high voltage Marx generator, 1.2x10 6 volts. The purpose was to

demonstrate the effectiveness of the lightning protection system with currents

from 5xlO 3 amperes or greater. An edge discontinuity configuration is a char-

acteristic feature in the forward region of the radome and occasionally serves
as an attachment point. The results of nineteen attachment tests at various
aspect angles with an air gap of one meter indicated that no damage occurred
to the dielectric material of the radome. The test proved the effectiveness
of the lightning protection system.

INTRODUCTION

Lightning strikes to in-flight aircraft continues to present a serious

threat to the safety of aircraft flying near or in cumulonimbus clouds. The

probability is high for a lightning strike to attach to the nose pitot boom
of a fighter aircraft in this type of weather condition. Another surface
area that can constitute a point of direct stroke attachment on the radome

is the edge discontinuity near the nose section of the Shark Nose radome.
The configuration of this radome is in contrast to the conventional ogive
design of the F-5E aircraft, and presented a challenge to the engineers for

the installation and testing of a lightning protection system.

To reduce the hazards of the environmental effects of lightning, four

segmented lightning diverter strips were attached on the radome surface. The
diverters guide a lightning current, rather than conduct it. Applications of
this technique include the F-5E, B-52G, and F-16. The pitot heater wires on
the F-5F radome are protected by a copper grounding tube, similar in concept
to the F-16 radome assembly.

The Shark Nose lightning protection system was designed to prevent:

a. The vaporization of heater wires during the transfer of lightning
current from the pitot boom to the aircraft structure.

b. The penetration of lightning current through the radome wall to
heater wires or other metallic components.

c. The coupling of high electrical impulses into the heater wiring
circuit which may cause various types of electrical/avionics

system's malfunctions.

*Performed under Air Force Contract
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The simulated high voltage lightning attachment tests were conducted to
determine the effectiveness of the lightning protection system and to eval-
uate any structural deformation in the radome assembly.

Radome lightning testing is normally performed in two stages. The first
stage is to perform a lightning attachment study at low current values to
determine the paths of lightning discharge to the radome for various angles
of approach of the lightning strike, The second stage is to perform high cur-
rent testing (2001A) on any path that lightning current followed during the
attachment test. For the Shark Nose radome, the copper tube and diverter
strips were the intended paths for the lightning current to follow. In pre-
vious radome system tests, these items were previously shown to be capable of
handling the 200KA test current level. The purpose of this laboratory test
was to demonstrate that the diverter strip placement and copper tube mounting
design are adequate to divert lightning currents to one of these items. An
additional requirement was to measure the level of lightning induced voltages
in the pitot heater circut. This voltage was not to exceed 500 volts.

To conduct the test, simulated lightning strikes from a 1.2x1O6 volt Marx
generator were directed at the radome from various angles in azimuth and
elevation at an airgap of one meter.

RADOME CONFIGURATION

Figure I illustrates the front and side views of the Shark Nose radome.
The geometrical design is unusual when compared to the long, slender fuselage
forebody generally requ- ed by the aerodynamicists for an advanced fighter
aircraft. As can be observed from the drawing, the F-5F radome has the char-
acteristics of a broad nose, similar to the profile of a shark's nose. The
elliptical design was an asset for the alignment of the copper tube, contain-
ing the heater wires. The tube was oriented along the edge in the H plane
of the cross section ellipticity. Studs are attached to the tube and extend
through the radome wall. This feature presented minimal interference with
the radar transmission.

The precise location of the segmented strips and the copper tube in rela-
tion to the pitot nose helped to insure a successful lightning attachment
test.

FIGURE 1. RADOME CONFIGURATION
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The segmented strips function on the principle that an ionization channel
is established over the resistively connected metal segments during the pre-
strike phase (high voltage) of the lightning strike. The size of the metal
segment is less than one-eighth at the highest operating frequency of the
antenna housed within the radome. The metal segments are fabricated on a di-
electric substrate which is bonded to the radome wall. The radial spacing of
the strips is a function of the metallic components inside the radome and their
clearances from the radome wall. Because of the high dielectric strength of
the radome wall, the segmented strips were spaced 450 radially around the ellip-
tical surface and extend about one-half the length of the radome. The strips
were adequate to conduct at least one 200KA, Action Integral of 2xIO6A2 -sec

lightning current without excessive damage or erosion.

The pitot probe grounding tube was one-quarter-inch copper tube with
0.035-inch walls. The copper tube was satisfactory from the standpoint of

induced voltage, temperature rise, and elongation. The copper tube insures
that the voltage induced in the heater circuits is just the IR drop caused by
the lightning current flowing along the grounding tube. The amplitude of this
voltage is dependent mainly on the amplitude of the lightning current and, to
a lesser extent, the frequency of the lightning current.

Figures 2 and 3, reflect the configurations of F-5E and F-5F lightning
protection systems. In the former design, plastic data lines were used in
pitot boom installations because metal tubes degraded antenna performance. At
least one of the segmented strips was extended forward to make connection with
the pitot boom to provide an external lightning current path from the pitot
boom. In addition, an isolation design was incorporated in the pitot boom
heater wiring to prevent the main lightning current from traveling in these
wires.

The copper tube in the latest design radome provided the IR drop as opposed
to the inductance, -L di/dt, which would have sent a large pulse into the elec-

trical system.

E q TF R r zP
"

FIGURE 2. UNGROUNDED PITOT BOOM FIGURE 3. GROUNDED PITOT "'UBE HEATER

ISOLATION DESIGN ON F-5E WIRES AND SEGMENTED STRIPS ON

SHARK NOSE RADOME (F-5F)

TEST FACILITIES

Northrop's Lightning Laboratory is 40x40x40 ft. and is adequate for testing

selected full-scale avionics components. The special screen room prevents spu-

rious signals from interfering with recording instruments.
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Northrop used a Marx generator (designed by Pulsar Assoc., Inc.) to pro-
duce a 1.2-megavolt output. It can deliver up to a six-foot-arc through air,
with a (damped) peak follow-through current of about 8,000 amperes. The char-
acteristics of this impulse generator fit the "Engineering Test Voltage Wave-
form C" description of the SAE Committee AE4L Report (Lightning Test Waveforms
and Techniques for Aerospace Vehicles and Hardware), June 20, 1978, paragraph
3.3.2.1. The delay time of flashover is adjusted to between one and three
microseconds (two microseconds, ±50 percent) as a function of the airgap length
and operating voltage of the generator.

This voltage impulse generator has 35 stages with each stage of capaci-
tance charged to 40KV (±20KV) and switched in series by 35 triggered spark gaps.
The generator includes built-in series damping resistors of 2 ohms per stage.
The generator inductance is strongly dependent on the test load placement.
Typically, a series loop inductance of 10 to 15 microhenries can be obtained.
For such inductance, the Marx circuit is quite near to critical damping. There-
fore, the load current will not oscillate. A single current pulse of 2000 to
9000 amperes peak current can be delivered to the load. The di/dt of the cur-
rent wavefront will average 33 kiloamperes per microsecond, depending on the
inductance of the discharge loop. The output polarity is reversible by revers-
ing the power supply charging connections. Its pressurized spark gap switches
provide low-jitter electronic triggering and provide a wider range of operating
voltages than can be obtained from older style atmospheric exposed-gap switch
designs.

Figure 4 shows a simple Marx generator circuit. This circuit has three
capacitors. The output pulse has a peak voltage three times the individual
charge voltage on each capacitor. The charge voltage is supplied through a
single-ended charge circuit (one polarity is grounded). The charging current
is supplied through charging resistors r- each of the capacitors. The charging
resistor's role is to isolate the severz- capacitors and switches from each
other during discharge. When the Marx generator has reached full charge, erec-
tion is initiated by closure of one of the switches.

I T

FIGURE 4. MARX CIRCUIT - SINGLE-ENDED CHARGE
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An important refinement and the basis for this generator is the "balanced"
charging technique. Each stage capacitor is broken out into two components.
Each stage capacitor represents two discrete capacitors (or banks of parallel
capacitors) connected in series. This feature permits the junction of the two
capacitors to be considered a neutral point, and allows each stage capacitor
to be charged with a balanced circuit, that is, with a plus and a minus charge
voltage on either side of the neutral. The advantage of this circuit is that
during the charge cycle of the generator, the absolute D.C. voltage present
with respect to the outside environment is cut in half. In Northrop's high
voltage generator, each stage is charged to a maximum 40,000 volts. Because
of the balanced charging circuit, each stage is charged to +20,000 and -20,000
volts, with respect to the ground. Corona is reduced and the life of the insu-
lators is increased. Another advantage is the capability to monitor the current
flowing in the neutral chain. if the generator is operating correctly, this
current should be zero, or nearly zero, during a normal charge cycle. A meter
on the console monitors this current. If the current through this neutral
chain is not zero, it may be an indication that a mechanical problem exists in
the generator system.

Figure 5 illustrates the Marx generator in a preliminary test with an F-5
Basic Conical Radome.

Figure 6 shows the side view of the full-scale Shark Nose radome during
the test phase.

FIGURE 5. PRELIMINARY TEST USING FIGURE 6. SHARK NOSE RADOME
F-5E BASIC CONICAL RAI)OME ILLUSTRATING COPPER EDGE VIEW.

STUDS ON RAI)OME SURFACE UOL)
COPPER TUBE IN PILACE
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TESTING TECHNIQUES

The radome test article is shown in Figure 7. The radome console was
rotated at 600, 1200, and 300' azimuth angles for corresponding elevation angles
of the electrode of 00, 150, 300, 450, 60", and 750 (radial vectors were mea-
sured from the center of F.S. 90). The electrode was positionud I meter from
the surface of the radome. The test plan required sixteen shots, onc for the
vertical and five for each of the remaining azimuth angles.

Figure 8 shows the block diagram of the attachment test. In all phases of
the test, the electrode was at positive polarity. This polarity produces the
most profuse streamering from ground objects in or on the radome.

•.. L. -.......
!'

. ~ t  
' U S

L _ 0
17

L - - - - - -- j- -

FIGURE 7. RADOME TEST ARTICLE FIGURE 8. BLOCK DIAGRAM
(TOP VIEW) OF IONIZATION TEST

DISCUSSION OF RESULTS

The current from the Marx generator was recorded on an oscilloscope. The
exponentially decaying sinusoidal waveform in Figure 9 is typical of a high
voltage test. The induced voltage was measured by a Tektronix 485 oscilloscope
through a 20ph load which simulates the aircraft power system. A typical
scope result is shown in Figure 10. No time scale is shown on these drawings,
but the current and induced voltage are in approximate time phase.
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426



For the 0*, 15', and 30' elevation angles, the electrode was suspended at
the 12 o'clock and approximately at the 1 and 2 o'clock positions, respectively.
The lightning attachment probe was pointed to the pitot tube in all cases.
The azimuth orientation had no effect on the ionization path, Figure 11. The
energy was conducted through the copper tube.

SF41-It

3SF11115
3U'

1 2X 106 VOLTb

NOT 10 CALE

FIGURE 11. 0 ° , 150, 300 (ELEVATION ANGLES) AND
600, 1200, 3000 (AZIMUTH ANGLES) ATTACHMENT STROKES

The 450 elevation and 600 azimuth test resulted in the lightning striking
the radome near the segmented strip and then forming an ionization channel down
the segmented strip, Figure 12.

1 2 x 06 VILTI

'.1 TO SCAU

FIGURE 12. 450 ELEVATION, 600 AZIMUTH ATTACHMENT SHOT
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When the electrode discharged in the 450 elevation and 120' azimuth (edge
side), the lightning attached to the edge and flashed over to the diverter
strip (Figure 13). A streamer attempted to move toward the pitot probe. This
phenomenon indicates a return strike from the radome. At the point of impact,
a small cavity (pencil point size) was observed. A close inspection revealed
no puncture through the radome. The core temperature of air sparks can reach
10,000 degrees C. This extreme temperature applied to a small surface area for
a fraction of a microsecond could be the cause for the small blemish. It did

not occur on other phases of the test.

FIGURE 13. 450 ELEVATION, 1200 AZIMUTH ATTACHMENT STROKE
(EDGE OPPOSITE COPPER TUBE)

Figure 14 illustrates the test configuration when the electrode was at

450 elevation and pointed at the copper tube edge of the radome (3000 azimuth).

The ionization was channeled down the metal tube. No anomalies were observed
when the lightning stroke attached to the copper tube edge.

When the attachment points were at 600 and the radome was oriented at 60',
1200, and 3000 azimuth, the copper tube edge conducted the energy as in the
previous experiments.

%11 To s Al

FIGURE 14. 450 ELEVATION, 300o AZIMUTH ATTACHMENT STROKE
(COPPER EDGE)
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The 750 elevation of the electrode with the 600, 1200, and 3000 azimuth
positioning for the radome resulted in all the lightning strokes attaching to

the F-5 fuselage section. Figure 15 shows the attachment area.

FIGURE 15. 750 ELEVATION, 600, 1200, 3000
AZIMUTH ATTACHMENT STROKES

A total of 19 high voltage tests were made and the data for 16 attachment
points were used to determine the effectiveness of the segmented strip place-

ment and copper tube mounting design for diverting the current from the radome.

CONCLUSIONS

In the test series, the lightning protection system of the F-5 Shark Nose
radome diverted lightning strikes from several aspect angles. The four seg-
mented strips intercepted a strike before streamers emanating from internal

conductors had time to puncture the radome wall. The copper tube used in the
lightning protection design for the pitot tube system conducted the current to

the grounded fuselage pedestal when the spark gap was oriented towards the edge
of the aluminum studs.

The edge opposite the copper tube attracted the lightning strokes when
the electrode was pointed in this area. The flashover occurred from the edge
to the diverter strips and the current was channeled to the metal base.

A thorough visual inspection after each attachment test revealed no
delamination to the dielectric material or damage to the lightning protection
system.
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ANALYSIS AND MEASUREMENTS OF LOW FREQUENCY LIGHTNING COMPONENT

PENETRATION THROUGH AEROSPACE VEHICLE METAL AND GRAPHITE SKINS

John D. Robb
Lightning & Transients Research Institute

Ta Chen
Texas Instruments

INTRODUCTION AND SUMMARY

An analysis of the shielding properties of mixed metal and graphite compos-

ite structures has illustrated some important aspects of electromagnetic field
penetration into the interior. These include: (a) that graphite access doors
on metallic structures will attenuate lightning magnetic fields very little;
conversely, metal doors on a graphite structure will also attenuate fields from
lightning strike currents very little, i.e., homogeneity of the shield is a
critical factor in shielding and (b) that continuous conductors between two

points inside a graphite skin such as an air data probe metallic tubing connec-
tion to an air data computer can allow large current penetrations into a vehi-
cle interior. The true weight savings resulting from the use of composite mate-

rials can only be evaluated after the resulting electromagnetic problems such
as current penetrations have been solved, and this generally requires weight
addition in the form of cable shields, conductor bonding or external metalliza-

t ion.

APERTURE COUPLIAG

The basic concept of electromagnetic shielding is that Stokes type counter
currents are setup in an exact but generally unknown pattern which produce in-

terior electromagnetic fields that will cancel any fields from an external

source. This mechanism requires that for shielding to occur, the counter cur-

rents, which would be set up as if there were no aperture, need to be establish-

ed essentially without distortion of the current pattern in the conducting cover
over an aperture. To shield properly, an aperture in a metal aircraft must
therefore be covered with a metal skin with good peripheral bonding which allows
the unimpeded establishment of the counter currents. Because a graphite door
has a resistivity several thousand times as high as surrounding metal, the
lightning current flows around a graphite door, not through it and therefore

couples large magnetic fields into the interior. Bethe theory permits an esti-
mate of the interior fields for large cavities (ref. 1), i.e., cavities large
compared to one access door dimension. It is based on the analogy to a magnetic
dipole equivalent to the current concentrations around the edge of the aperture.

431

"-a az IIAhI-bdr IUInll



A

Conversely a graphite aircraft skin would require a graphite access door
to allow the establishment of the proper counter current patterns across the
aperture and across the aperture boundries which are required for proper shield-
ing. A metal door in a graphite skin would distort the normal current flow
(which would exist without an aperture) and thus also leak magnetic field into
the interior. The pattern of current flow in a metal skin through a door with

a resistivity 10 times higher for the DC or quasi static case is shown in Fig-
ure 1.

Because the lightning energy lies primarily below one megahertz correspond-
ing to a 300 meter wavelength, a typical aircraft aperture would have dimensions
which would be a small fraction of a wavelength and the problem may be thought
of as primarily quasi static. As may be seen in Figure 1, the current flows
essentially around the door.

The horizontal flow pattern shows the electric field lines and represents
the current flow pattern for the metal skin with a high resistance door such as

one of graphite. It should be noted, however, that this solution to the LaPlace
equation also applies to the inverse situation; a high resistance skin such as
graphite with a metal door, except that in this case the flow would be vertical
and the lines shown would be equipotentials rather than electric field lines.

Measurements on a loop sensor inside a graphite access door illustrate the

relatively low attentuation provided as shown in Figure 2. The interior magne-

tic field is only reduced a few db when an open aperture is covered with a

graphite door.

The analysis thus indicates the importance of homogeniety in external skins.
Graphite access doors in a metal aircraft are ineffective shields unless they
are covered with metallic coating and metal doors in a graphite skin leak mag-
netic fields into the interior nearly as badly as does an opening with no door.

CONDUCTION THROUGH INTERNAL CONDUCTOIS IN AN AEROSPACE VEHICLE

Conduction currents through the interior of an aluminum vehicle can be re-
latively large. Calculations confirmed by measurements on actual avionics eq-
uipment located in a totally enclosed shield (corresponding to the equipment
bay of a commercial transport aircraft), have shown currents of the order of a
thousand amperes. This represents only about one-half percent of a total light-
ning current of 200,000 amperes but is well beyond the currents that equipment
cases were designed to withstand. With graphite, the penetration currents be-

come even larger.

Skin effect is not too significant as only the low frequency components of
the natural lightning waveform pass into the interior. The slight reduction in
the effective rise time of the driving potential on the inside of the skin as a
result of skin effect can be introduced in the driving function of the equation
to correct the result but in most cases it is not large.
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Analysis

A simple calculation, following the analysis of Hillan (ref. 2), permits a
determination of the interior currents as follows. As shown in Figure 3, the
equivalent circuit may be represented as a two branch circuit with a constant
current source, a reasonable approximation for lightning. The driving source,
ignoring skin effect is the lightning current in the skin. The internal mag-
netic field from the skin current can be ignored for cylindrical shapes and is
not large for typical polygonal Rhapes of aircraft structures. The current
passing through the interior is determined by both the ratio of internal conduc-
tor resistance to skin resistance, the DC case and by the internal wire induct-
ance as indicated below.

L di/dt + RI = IrI

where

rI = skin resistance

r2 = internal wire resistance

R - skin and wire resistance

L - internal wire inductance

I - lightning current

and where I is of the form

I = A (eat + e-At)

- 105 /sec

/9= 106 /sec

A = 225,000

Solving the differential equation gives a slightly complex expression.

I(t) - rI Io/wL • (e
-wt - (W1/W2 )) (e-Pt - e -Rt/I (1 - wl/w 2 )) (1)

where

10 = the lightning current

R - total resistance, skin(r')
joint resistance and (r)
internal circuit resistance

a - lightning wave tail time constant
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b = lightning front of wave time constant

L = internal circuit inductance

x - -a + R/L

y - -b + R/L

This expression has been solved in terms of 10, the lightning current, R,
L and a normalizing function fl(t) plotted in Figure 4 for easy use in deter-
mining internal currents.

I(t) = 10 (rl/R) x fl(t) (2)

where fl(t) may be determined from the graph of Figure 4.

Practical Application

This simple analysis permits one to estimate the percentage of current
penetrating a vehicle interior and although it is generally a low percentage of

the total current, the current traveling through a specific piece of equipment
may be substantial. Several thousand amperes may be a small percentage of a
200,000 ampere lightning strike but this current magnitude can have a substan-

ial effect when passing directly through a piece of electronic equipment. For
example, one may consider the current passing from a pitot tube located near
the nose of an aircraft via metal connecting tubing into an air data computer.
Whereas most equipment cases are fairly well shielded from external fields,
they are not designed to withstand currents of several thousand amperes.

In applying this approach to a specific example, all that is needed is the
skin resistance which is typically 100 microhms, nose to tail or wing tip to
wing tip, for an early piston engine aircraft or a modern wide body metal jet
transport, and the resistance and inductance of the connection between the two
interior points on the skin. This internal path, of course, does include in its
path, the avionics equipment. The inductance of the conductor may be deter-
mined from the formula for a conductor over a ground plane.

L = (60/c) x ln(4 h/d)

where

L = inductance

c - speed of light
h - height over ground plane
d - diameter of conductor

The spacing over the ground plane (the skin) or over an equipment rack will vary
somewhat but because the inductance varies as the logarithm of the spacing, it
can be approximated and still give reasonable answers for the current magnitudes.
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Metal Skin Vehicles

As a specific example, we will assume the following constants for the pitot
tube to avionics black box connections shown in Figure 3. Assume a run of 1/4
inch copper tubing 10 meters in length spaced an average distance of 8 inches
over the skin or equipment rack.

Assuming that the pitot tube has a flange to skin joint resistance of 2.4
milliohms, a metal skin resistance of 0.100 milliohms, for a total skin path re-
sistance of 2.5 milliohms r') and a total tubing resistance for the path from
the pitot tube to the avionics equipment of 7.5 milliohms (r), we find a total
tube-over-ground-plane plus skin loop resistance of 10 milliohms (R). For the
assumed tubing diameter of 1/4 inch and a spacing of 8 inches, the inductance
would be about one microhenry per meter or 10 microhenries for the 10 meter
length of run. This results in an R/L ratio of

R/L 1 10 x 10-3/10 x 10-6 . 103

fi(t) - .042

For a 200,000 ampere high current cloud to ground type natural lightning
strike as specified in MIL-B-5087B with a slightly modified 2 x 50 microsecond
waveshape (2 microseconds to crest, 50 microseconds to half value), we find us-
ing Figure 4 and equation (2) that a current of about 2800 amperes penetrates a
metal skin into the avionics equipment case.

l'(metal) - Io (r'/R) x fl(t)

- 2 x 105 (.0025/.0075) x (.042)

I'(metal) = 2800 amperes

Graphite Skin Vehicle

For graphite, the skin resistance would be about 2000 times greater or 200
millioluns and the penetration current would be

R/L - 202.5 x 10-3 /10 x 10- 6 = 20,000

f (t) - 0.26

l'(graphite) - lo (r'/R) x fl(t)

I'(graphite) - 2 x 105 x (202.5 x 10"3/10 x 10- 3 x 0.26 - 50,142

The results indicate a current of 50,142 amperes passing from a side mounted
pitot tube or total temperature probe through the connecting aluminum tubing
directly into an air data computer case which is solidly bonded to the internal
ground as an exit point for the lightning stroke.

435



T

The results show that while large currents pass through conductors con-
nected across the interior of a metal skinned vehicle, very large currents pass
through one with a graphite skin.

CONCLUSIONS

Investigations of some of the practical aspects of lightning electromag-
netic pulse penetration of graphite skins for aircraft has shown that

o Graphite access doors in a metal vehicle skin or a metal door in a
graphite skin result in negligible shielding of the low frequency
magnetic field in the lightning current waveform.

o Large currents can penetrate the interior on conductors exposed to
the exterior such as the tubing from an pitot tube to an air data
computer.

436



REFERENCES

1. Bethe, l.A., Phys. Rev. 66 163 (1944).

2. Hillan, A.B., "Currents and Fields Created Inside a Conducting Ordnance

Capsule by a Lightning Strike," AWRE, United Kingdon, Hero Congress, 1961.

437



Door Resistivity- (P1

Figure I.- Solution to LaPlace equation shows current flow through
and around door for resistivity difference of ten to one.
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APPENDIX I

CURRENT AROUND A COMPOSITE DOOR

INTRODUCTION

Consider a composite disc mounted on an infinite metal sheet. Let dc be
the conductivity of the composite disc and let d m be that of the metal sheet.
Let b be the radius of the composite disc. We will treat both the composite
disc and the metal sheet as isotrophic mediums. In this case, the problem is
isomorphic with that of a two dimensional electrostatic problem, with the con-
ductivity playing the same role as that of the capacity E (Smythe, 1950, p. 231).
In particular the solution of the problem of a dielectric cylinder with radius b
placed in a uniform field E can be applied here. Thus, the voltage Vm in the
metal sheet is given by (For example, Smythe, 1950, p. 68):

V M E (r - (k-l/k+l) (b2r)) cos e (1)m

And the voltage Vc in the composite disc is given by

Vc - (2E/k+l) r cos e (2)

where E is the ambient field and k is given by

k - dc/6m (3)

The coordinates systems used in these equations are as shown in Figure 1.

The current density J is given by

J-d'vv (4)

Thus, from Eq. (1), we can calculate the current density outside the composite
disc (i.e., in the metal sheet)

Jm " Jmx UX + Jmy Uy (5)

Where Ux and U are the unit vectors in the x and y directions respectively and
x y

Jmx n (Vm/ x) - J0 (1 - (k-i/k+l) (b2 (y2-x2 ))/(x2+y2)2) (6)

Jmy - 2 Jo (k-l/d+l) (b2xy/(x2+y2)2) (7)

where Jo = d'mE is the ambient current density and

x a r cos e (8)

y - r sin e (9)
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Inside the composite disc, the current density is given by

Jc - Jcx Ux (10)

Jcx = dc(2E/(kti)) (11)

icy =(2Jok/(k+l)) (12)

Jc = 0
cy

STREAMER FUNCTION

The streamer function u is given by the conjugate function of v, that is

(au/ay) =- (av/Zx) and (au/ax) = (--v/ay)

In the domain of the metal sheet, we have

um = -E (r + (k-1/k+l)(b 2/r)) sin e (13)

Figure 2 gives a numerical example.

MAGNETIC FIELD

Since the ambient current density Jo produces no field in the inside of the
meta sheet we subtract J from Eq. (5), so that the current responsible for the
leakage magnetic field is given by

~or
o rJ 

= J - J u

Jmx = mx

S- Jo (k-l/k+l) (b
2 (y2 2)/(x 2+y22

Jmy = 2 Jo (k-l/k+l) (b2xy/(x2+y2 )) in the metal sheet (14)

Jcx = "o (2k/(k+l) - 1) in the composite disc

cy (15)

The streamer lines of the current ' is shown in Fijure 3.

The leakage magnetic field at any point P is given by

B (P/4f)Vx fs (i'dA/R) (16)

Where dA is the element area, R is the distance between P and dA. i' is
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given by Eq. (14) and (15) and the surface integral is over the whole x-y plane.

Numerical integration is too involved to be given here. However, a few qualita-

tive conclusions can be drawn by inspection of Figure 3 and Eq. (14) and (15).

a. The total amount of current is given by the total current through the disc or

l't - 2b x Jo (2k/k+l - 1) (see Eq. (15)) (17)

and the shortest path around the current is 4b (around the thickest part of the

disc). Therefore the maximum field intensity can be estimated as

H (l't/4b) = (io/2) (2k/k+l - 1) (f

For example

J- 30,000 amp/meter

k =0.1

we have

H = 12,000 amp/meter

b. All field lines are perpendicular to x - axis, i.e., perpendicular to the
ambient current density. Thus maximum coupling occurs when the loop area is
parallel to the ambient current density as shown in Figure 4.

c. The overall magnetic field pattern resembles that of a dipole field. The

two poles are approximately located at the top and the bottom of the composite
disc as shown in Figure 5.

d. The streamer function of "leakage current" I' is given by

Um - - (k-I/k+l) (b2 /r) sin e

Note that if we replace K by l/k, we get

Um(l/k) = - (1/k -1)/(I/k +1)) (b 2r) sin e

= - (l-k/l+k) (b2 /r) sin e

= - Um(k)

That is if we mount a metal disc on a composite sheet, the leakage field will be
exactly the same as that of a composite disc mounted on a metal sheet, except

that the field direction is reversed.
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Figure I
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FULL SCALE LIGHTNING TEST TECHNIQUE

Lawrence C. Walko
Air Force Wright Aeronautical Laboratories

John G. Schneider

Technology/Scientific Services, Inc.

SUMMARY

A test technique has been developed for applying a full scale mean value
(30 kiloampere peak) simulated lightning return stroke current on a complete
flight ready aircraft to assess the threat of lightning to aircraft electrical
circuits. Computer-aided generator design was used to establish the parameters
of the test system. Data from previous work done on development of low induc-
tance current return paths determined the basic system configuration.

INTRODUCTION

Tests have been conducted on aircraft to determine the level of voltages
and currents induced into the various electrical and electronic circuits as a
result of lightning current flowing on the aircraft's surface (ref. 1,2,3).
The results of these tests are used to evaluate the severity of the lightning
threat to the integrity of the circuits. The majority of the tests have been
done at low simulated lightning current levels with the induced results
extrapolated up to full threat levels of 200 kiloamperes (kA) peak.

One of the aircraft that has been subjected to this simulated lightning
test is the YF-16 aircraft (ref. 4,5). The F-16 aircraft has been designed
to sustain a full threat lightning strike without incurring effects impacting
safety-of-flight. Preliminary tests were used to determine the amplitude of
lightning induced energy on F-16 FCS circuits. The induced energy levels ob-
served on internal wiring were then extrapolated to full threat levels and
this threat, with some additional safety margin, was used to establish FCS
design criteria.

Having incorporated design changes into the aircraft, a final qualification
was to be performed on a production equipped aircraft. This test would involve
the direct injection of an average full scale lightning current impulse (30 kA)
through an F-16 aircraft to observe the effect of this impulse on the flight
control system.

This paper describes the steps taken to realize a system that could
accomplish this qualification test. It was the responsibility of the Flight
Dynamics Laboratory of the Air Force Wright Aeronautical Laboratories to
provide the test set-up, high current impulse generation and measurement equip-
ment and personnel to carry out this test.
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THE LIGHTNING SIMULATION TEST CONFIGURATION

Applied Current Waveshape

The typical Lightning Simulation Test (LST) configuration is a series

R-L-C circuit which consists of a current impulse generator (a capacitor bank)
waveshaping resistors, current return path(s) and the test article as shown

in figure 1. The circuit parameters are chosen so that, including the charac-

teristics of the test specimen, the impulse current flowing through the circuit
has a unipolar, double exponential, waveshape. Such a waveshape is described

by the following equation (ref. 6) and illustrated in figure 2.

V -at
i(t) = e sinh (kt) (1)

R (a T L (2)

k= a7 2 (3)-LC (3

where i(t) is time varying current through the circuit, amps, V is capacitor

charge voltage, volts, L is circuit inductance, henries, R is circuit resis-
tance, ohms, and C is circuit capacitance, farads.

The rise time (tr) of the LST waveform is defined by the intercept of a

line drawn between the 10% and 90% points on the front of the waveform and the

maximum value of the current. The decay time (tt) is defined by the time at

which the current decays to 507 of its maximum value.

For analysis purposes using equations I through 3 the circuit capacitance
is assumed to be that of the impulse generator, the circuit resistance is that
of the waveshaping (damping) resistance, and the inductance is that of the test

specimen and return path.

The problem that has to be dealt with is the selection of circuit compon-
ent values that give the desired waveform and that are readily available.

CIRCUIT COMPONENTS

Current Return Path

One of the major factors in obtaining a 30 kA or higher peak current is
the overall inductance of the test circuit. If the test is simulating a nose-

to-tail lightning strike a large part of the total circuit is the aircraft and
the current return lines back to the impulse generator. Previous tests using
lower peak currents were done with total circuit inductances of between 15-17
microhenries (IjH) with return leads placed under the aircraft or a number of
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parallel strung wires returning on both sides of the aircraft (ref. 2). The
high peak current impulse needed for the full scale tests would be difficult
to achieve if the same type of return leads were used.

Burrows has investigated the problem of the inherent high inductance of
such a physically large test circuit (ref. 7*z. To preserve the free space
magnetic field configuration around the aircraft he suggests two contrasting
designs for the return conductor system. A single return conductor kept well
away from the aircraft (10 fuselage diameters) would minimize field distortion

but would not reduce total inductance. A coaxial return system as shown in
figure 3 would allow for an evenly distributed field and a much lower induc-
tance; this would allow a higher current peak magnitude and would improve the
di/dt value of the applied wave.

The final configuration chosen for the return paths was a system of
aluminum sheets, 1.2 m wide and 3.7 m long (4 ft. wide and 12 ft. long),
bolted together and supported to provide four parallel paths, 14.6 m long

(48 ft.). The sheets were placed as shown in figure 4, two above and two below
the wings. In order to have a practical test set-up, access to the aircraft
and especially the cockpit area could not be hindered by the impulse circuit
configuration. It was decided to space the aluminum sheets 1 m from the sur-
face of the aircraft to provide this access. The approximate inductance of
this configuration was calculated using the equation (ref. 8):

L = 0.2 (log e rl/r 2 )pH/m (4)

where r1 is the radius of a complete circular tube return path and r2 is the
radius of the aircraft fuselage. The inductance of the return path was cal-
culated to be approximately 4 pH.

Optimum Generator Design

Capacitors rated at 2.8 microfarad (pF), 60 kilovolts (kV) each were
available for the impulse generator. Given this known capacitance and the

calculations for the return path inductance, the problem now was one of
determining the configuration of the impulse generator.

From the statistical evidence of the natural characteristics of lightn-
ing and standard test waveforms (ref. 9), a lightning attachment simulation
requires the current discharge to have the following specific properties:

I = 30 kA (peak current)
P

t = 2 ps + 20% (10-90 rise time)r

t t = 50 ps + 20% (50% tail time)
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Since the peak current Ip is critical to the simulation in a full scale

test, the R, L, and C parameters shown in figure I are varied to achieve a
maximum peak current for a given aircraft configuration while maintaining the
required waveform tolerances.

Using an existing computer program (GEN FIX) which solves the series
R-L-C circuit equations (e.g. equation 1) values of resistance and capacitance
were derived which would satisfy the test waveform requirements. As a baseline

for the test configuration, a generator capacitance of 9 1F, a peak current
of 30 kA, a charge voltage of 120 kV, a 2 ps front time, and a resistance of
3 ohms were derived. The tail time of 50 pjs to half value was compromised in
order to obtain the peak current and the front time. Tail time was reduced to

25 pis. Also, the generator would have to be at least a two-stage Marx to

have a charge voltage of 120 kV.

Another computer program, ICOM, (ref. 10) was used to optimize the test

configuration. ICOM is an acronym for Interactive Computer Optimization Methods,
which is a collection of fifty-six FORTRAN subroutines and functions which
utilize numeric techniques to provide solutions to a wide class of optimization
problems. The results of that program are presented here to illustrate the
problem of obtaining a realistic design, given certain component and system
parameters.

To maximize the applied peak current (I max ) for this exercise the follow-
ing constraints were given:

L = 4 pH
C = 80/n 2  jF
V = 50n kV

tr = 2.6 ps

tt = 25 ijs

where n = number of series Marx stages.

The circuit was modeled using a lumped parameter RLC circuit. The Kir-

choff voltage equation for the lightning simulation test model at time
t = 0+ is:

I t  di

0=C I i(t)dt - V+Ri(t) + L --
(5)

0

In order to determine the mathematical relationship between the dependent

variables tr and tt and the independent variables R, L, and C the time deriva-
tive of equation 5 was taken:

I d di 2  (6)
0=! i(t)+Rd + L 2
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From this time derivative equation a discrete state-space approximation

was made. The peak current I was then optimized as a function of the R,rnaz
L, and C parameters using numeric techniques.

The following optimal constrained solutions were found for two and three
stage generators:

Stage I max(kA) R(OHM) L(pH) C(pF) t r(Ps) t t(s)

2 36.35 2.42 4.0 11.6 2.56 25.2
3 42.35 3.11 5.2 9.0 2.55 25.1

In two stage configuration, L is minimized, R is decreased until the t
constraint is encountered at which time C is increased to allow further re-
duction in R while maintaining a feasible solution. This process continues
until the tr constraint is approached due to the low R value. At this point,
the optimal constrained solution has been reached since further increase
in C causes the tr constraint to be violated and further decrease in R causes
the tt constraint to be violated. Notice that C has not approached the upper
single stage constraint of 20 pF.

In three stage configuration, L is not placed at the lower constraint
as might be expected. This result can be explained as follows:

The three stage configuration allows a higher discharge voltage, but
forces an upper constraint on C of 9 pF. The solution proceeds as in the two
stage case, R being decreased and C increased to maintain tt feasibility.
However, the constraint on C is encountered before R can be decreased suffi-
ciently to take full advantage of the tr censtraint; the configuration is,
in other words, capacitance limited. The solution in this case is to increase
L which in turn increased tt, thus allowing R to again be reduced until the
tr constraint is finally encountered. It is interesting to note that near the
optimum, the partial derivative of the objective function with respect to
R is approximately 15 times greater than the partial derivative with respect
to L. This fact allows L to be increased to feasible values while obtaining
a net improvement in objective function by decreasing R.

RESULTS AND DISCUSSION

The impulse generator used for the full scale tests consisted of a two-
stage Marx, each stage consisting of six 2.8 iF capacitors connected in
parallel for a total capacitance, per stage, of 16.8 pjF. In the charging

mode the two stages were charged in parallel but at opposite polarities using
a + 50 kV DC power supply. Each stage was charged through a charging resis-
tance of 500 k, . The Marx generator configuration results in a total capaci-
tance of 8.4 jiF. A damping resistance of 3S2 was placed at the output of the

generator.
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The generator was triggered through a spark gap between the two stages
using a previously designed pneumatic system (ref. 11). The generator dis-
charge was then transferred through input and return spark gaps to the air-
craft and return path conductors. Figure 5 is a schematic of the generator
and figure 6 is a photograph of the actual generator.

The impulse generator for the full scale lightning simulation test
achieved a peak current of 32.6 kA with a rise time of 2.55 lis. The four
conductor, aluminum sheet return path with the F-16 aircraft yielded an
actual overall inductance of 3.5 pH. This compares with previous multiple
wire return paths and aircraft configurations with total inductance in the
range of 15 pH.

The data acquisition equipment needed to make valid induced voltage and
current measurements on aircraft electrical circuits must operate under what
may be major adverse facility effects from the firing of the high current
capacitor banks. This acquisition equipment exists today (ref. 11) in the
form of shielded breakout boxes and fiber optics data links to insure mini-
mal noise pickup formerly associated with coaxial and triaxial cables.
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Figure 3.- Ideal test circuit with coaxial current return.
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Figure 4.- Full scale test setup shoving current return path configuration.
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Figure 5.- Schematic of full scale test impulse generator.

Figure 6.- Actual test setup on F-16 aircraft.
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