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PREFACE

Y

Our understanding of the solar-terrestrial environment has advanced enormously with
the development of satellite technology. Satellites not only provide in-situ measurements of
the atmosphere, ionosphere and magnetosphere, they are also able to monitor the incoming
radiations and particles, and even provide, at the same time, much broader and denser
geographical coverage of parameters that can be measured from the ground. Now that
satellites have provided data of various kinds over a complete 22-year solar cycle, the
Electromagnetic Wave Propagation Panel deemed it appropriate to hold a symposium on
““The Physical Basis of the Ionosphere in the Solar-Terrestrial System™. The meeting took
place in Pozzuoli, Italy, 28—31 October 1980, and was basically dedicated to reviewing our
current understanding of the processes that produce and control the distribution of ioni-
zation in the jonosphere as a component of the solar-terrestrial system, with some examples
of modelling and prediction techniques that can be applied by terrestrial users of the
electromagnetic spectrum.(\

The symposium consistel of six sessions and a round-table discussion. The first three
sessions covered the solar source, primarily the ultraviolet emissions and solar wind, the
production of the magnetosphere and ionosphere, coupling between the magnetosphere,
ionosphere and atmosphere, dynamical processes, special features of the auroral regions and
man-made perturbations. The last three sessions covered morphology, modelling, irregulari-
ties and predictions.

During the round-table discussion, the session chairmen summarized their views of the
current state of knowledge, and work still to be done. The sources of ionization are now
well understood. The seasonal variation is understood if the neutral atmosphere is taken as
a lower boundary condition, so that to some extent, our ignorance is referred back to the
atmosphere. There are still significant gaps in our understanding of coupling, dynamics and
the magnetospheric current systems that feed significant amounts of energy to the iono-
sphere at auroral latitudes. Coupling effects are more important than is generally realized,
since atmospheric ions have been detected throughout the magnetosphere, and solar wind
ions are regularly seen in the ionosphere. The whole concept of a quasi-static system has
given place to a magnetosphere in continual motion, even during “quiet”™ conditions,
charging up with energy from the solar wind and discharging this energy downward in a
geomagnetic substorm that typically occurs several times a day and is seen most spectacu-
larly in the auroral regions, but has global consequences on the ionosphere.

These proceedings contain papers presented at the symposium and reproduced directly
from copies furnished by the authors. I am pleased to acknowledge the help provided by
session chairmen in submitting the summaries and editing the discussions. Thanks are due
to the members of the program committee for their efforts in obtaining the speakers who
provided such a broad range of topics.

Special thanks are due to the EPP Executive and his secretary for making all necessary
arrangements before, during and after the meeting. We are also grateful to the Italian
Delegate to AGARD and the Commander of the Accademia Aeronautica for providing such
a delightful setting for the symposium.

ERWIN SCHMERLING
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THEME

In connection with aerospace systems, detailed knowledge of the ionosphere is
important for a number of purposes. When using ionospheric paths for communications
and navigation, it is clear that frequencies, look-angles and fading rates must be estimated,
and their short and long term variations understood. At very low and very high frequencies
the ionosphere limits the accuracy of radars and navigation systems, and ionospheric
irregularities limit bandwid ths and communication rates. Further progress in modeling
and prediction techniques requires new approaches which take into account other parts of
the solar-terrestrial system that influence the ionosphere.

In recent years there has been increasing interest and significant progress in a broad
class of problems linked together under the general title of “Solar terrestrial system studies™.
These start with the characteristics of the sun, and the temporal variations of its emissions.
These emissions control the terrestrial environment in a very complex way. To first order,
the solar wind particles control the magnetosphere, and the solar photons the ionosphere
and atmosphere. These studies have shown, however, the importance of coupling between
different parts of this system; especially between the hot magnetospheric plasma, the
cool ionosphere plasma, and the atmosphere. Motions of both the hot and cool plasma
across the geomagnetic field set up current systems and these, in tumn, control dynamical
processes in other parts of the “circuit”. The closure of the current systems presents a non-
trivial problem, and seems to be related to the storage and periodic precipitation of particles
in substorms — an effect of particular importance in the high latitude ionosphere.

Ionospheric data are now available for several solar cycles, and a wealth of information
is being developed concerning the sun, the inter-planetary medium, the magnetosphere and
the atmosphere. The next advance in understanding the ionosphere will come by considering
it in the context of the solar terrestrial system.
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SUMMARY

by

) S.H.Gross
AGARD Meeting in Naples, Italy
Session I — The Sun, Solar Wind and Magnetosphere

This session encompassed four papers, two on solar radiation, one on the solar wind and one on magnetospheric
and ionospheric flow in relation to the interplanetary magnetic field. Unfortunately, the third paper on the solar wind
could not be presented. This summary is therefore on the papers presented.

The first paper entitled “The Solar Ultraviolet Source for the Ionosphere and Its Variation™ was by
Dr H.E.Hinteregger. It was directed at the formation of the ionosphere by solar EUV and its variation. He presented
information on the considerable variability of the spectra as measured by the Atmospheric Explorer satellites during the
present and previous solar cycles. With respect to the ionosphere he pointed out the importance of the effects of the
variation of composition and the feedback effect of the solar radiation on the composition and distribution, as well.
The relationship or non-relationship of solar EUV to popular non-EUYV indices, such as Fy, ; and sunspot number, and
the feasibility of EUV indices were discussed. He described the complexity of the problem of modeling and the need
for more work.

The second paper was by Dr G.Schmidtke and was entitled “Solar Radiations and Their Interaction with the
Terrestrial Environment”. This paper was also concerned with the variability of solar radiation. Dr Schmidtke discussed
the problem of determining changes in solar radiation from ionospheric measurements and noted that some large local
fluctuations cannot be directly explained in this fashion, requiring consideration of dynamics as well. He stated that
sources of energy originating from the solar wind, such as Joule heating, also compete with EUV radiation under some
conditions. A further difficulty is the changes of parameters with time, such as heating efficiency.

The need for simpler indices more directly related to EUV was brought out in the questions following these two
papers.

The last paper of the session was given by Dr S.W.H.Crowley and was entitled ‘““Magnetospheric and lonospheric
Flow and the Interplanetary Magnetic Field”. As the title suggests, Dr Crowley reviewed the relationship between the
IMF and flow patterns in the ionosphere. Major differences in cell structures were described when the z-component of
the IMF takes on negative and positive values. Asymmetries in the field and flow structures arising from the dawn-dusk
component were also described, as well as the effects of a component in the sunward direction. Questions after the paper
noted that not all ionospheric effects are directly correlated with the IMF; some associated with substorms appear to be
much more complex.

w




THE SOLAR ULTRAVIOLET SOURCE FOR THE IONOSPHERE AND ITS VARIATION

Hans E. Hinteregger
Air Force Geophysics Laboratory, Hanscom Aixr Force Base
Bedford MA 01731, U.S.A.

ABSTRACT

Ion production in the ionospheric E and F regions is primarily due to solar EUV fluxes at wavelengths
below 102.7 nm, where the flux ratios of maximum/minimum for the present solar cycle were found to range
from values around 3 for the dominant chromospheric emissions to much higher values for coronal emissions,
resulting in a factor of about 4 in the integrated flux of the range 14-102.7 nm. The vertical distribu-
tion of ion production depends not only on the incident solar EUV fluxes but also on the structure of the
absorbing neutral atmosphere (thermosphere)}. BAs the latter is strongly affected by solar EW fluxes above
130 nm (production of atomic oxygen and heating), the observed increase, with ratios ranging from about
1.2 around 175-185 nm to about 2.3 around 140 nm, is at least indirectly important in the solar-cycle
variation of the ionosphere. EUV variability models of the ionosphere using non-EUV indices such as Fyq4 7.
Ry, or Call plage indices are valuable as a crude guide only, but not for Quantitative representations.

1. INTRODUCTION

Ionospheric physics, like all other branches of the physics of the earth's upper atmosphere, experienced
an enormous enrichment by the advent of rockets and satellites used as powerful tools of experimental
space research. The latter led to a fairly rapid progress in many areas of ionospheric research. Unfor-
tunately, the progress toward establishing observational data on full-disk solar EUV fluxes, including all
essential spectral detail as well as the various types of temporal variabilities, appears rather painfully
slow from the viewpoint of the quantitative requirements of advanced theories of ionospheric physics and
aeronomy in general. The aeronomical significance of this situation has been reviewed by various investi-

gators (Hinteregger, 1970, 1976; Timothy, 1977; Schmidtke, 1978; Hinteregger, 1979).

Observations of solar EUV irradiance at wavelengths from 14 to 185 nm made by the so-called EUVS experiment
(Hinteregger et al., 1973) on the satellites AE-C (1974-1978)and AE-E(1976-present) have revealed unexpectedly
great differences between the present solar cycle 21 and the previous cycle 20. This is the first time
that measurements by the same set of instruments monitored long-term variation of solar EUV irradiance

over a period as long as that from the minimum through the maximum of a sunspot cycle.
1.1. Solar EUV Fluxes Incident on Top of the Earth's Atmosphere

The solar EUV fluxes incident on top of the earth's atmosphere, on [photons m-2 sec_ll, responsible for
the day-time ionization in the E, Fl' and Fz regions, consist of wavelengths (A) shortward of 102.7 nm

[1 nm=10 &), including many different types of emissions stemming from grossly different source regions in
the solar atmosphere, mainly the chromosphere, transition region, and corona. Hence it is not surprising

that both short-term and long-term variabilities of I° are generally strongly A-dependent, often even

within small wavelength intervals. The brightness diszribution of virtually all solar EUV emissions across
the visible part of Sun (the solar disk) is generally far from uniform, showing more or less drastic con-
trasts between quiet-disk areas and active-region areas. The latter are unimportant only under nearly
ideal conditions of solar minimum such as those met by AE-E satellite spectrometer observations in the
period of 13-28 July 1976. Both the neutral atmosphere and the ionosphere obviously respond only to the

total so-called "full-disk fluxes".

Therefore, a division of Iok into a "quiet-disk component" and an "active-region component", Iolrlgx+12x'
might appear superfluous for aeronomical applications. However, some distinction is important for the
understanding of the variability of the full-disk fluxes, e.g. the often strikingly different patterns of
27~-day variations for different periods of solar activity. A similar distinction appears even in the
formulations of the conventional thermospheric and ionospheric models which do not include any actual EUV
data input, but use the most readily available quantitative index of solar activity, i.e. the 2800 MHz
solar radio flux. Using the latter one distinguishes a daily index, r10.7 (same or previous day), from a

slowly var.able index, <F ).

92 (e.g. defined as 8l-day running mean value of Fl

10. 0.7
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1.2

1.2. The Intertwinement of Neutral Atmospheric and Ionospheric Effects

The earth's ionosphere is commonly divided into the D, E, Fl, and F2 regions identified by layers or
ledges in the vertical profile of clectron density. This ionospheri~ 2lgsignation refers to the charged
particles consisting of various ion species (i) and elections. Their distribution is described in terms
of densities, n(i)[m-3], n+=£n(i), and ne[m_3], and effective values of temperatures, T(i) and Te, where
the latter are gene: .lly not the same as the kinetic temperature of the neutral atmospheric gas, Tn. The
atmosphcric medium in this height range called ionosphere is indeed only weakly ionized, i.e. most of the
particles are neutral. The distribution of the neutral particle densities, nj[m-sl, in the so-called
thermosphere (neutral atmosphere above the level of the temperature minimum called mesopause, which occurs
around 90 km) reflects thermal equilibrium, Tngn' and approaches gravitational diffusive equilibrium above
about 115-125 km (“"turbopause”) at least for the three major constituents, j=1(0), 2(N2) and‘3(02). This
means that the corresponding partial pressures have scale heights inversely proportional to the particle
mass, Hj=kT/mj9- This explains the well known dominance of atomic oxygen at greater heights in the upper

thermosphere, i.e. in the topside ionosphere.

The intertwinement of neutral atmospheric and ionospheric effects caused by variations of solar EUV is
clearly apparent in the formulation of the production rate of ions of any given species (i) resulting

from EUV absorption by a given neutral particle species (j).

(i), =-3__ -1, _ (i)
Rj [m “sec 7] = )/;Aj nj(P)IA(P) dax (1)

(%) is the photon interaction cross section of j-particles absorbing radiation of wavelength A re-

where o,
sulting in the creation of a certain ion species (i). This production is in general not simply a function
of the incident solar EUV, IoA' but involves the optical depth of the atmospheric column extending from
the given reference point (P) in the solar direction, TX(P)' This means that the local photon flux

density IA(P), appearing in equ. (1) above,
I,(P) = I ,expl-T,(P)] (2)

in general involves attenuation ratios, I,(P)/I ,, which are different for different wavelengths, since
the optical depth, TA(P),iS more or less strongly wavelength~dependent. This is due to the dependence of
T, on the absorption cross sections of the absorbing neutral species in the atmospheric column extending

from P in the solar direction (s), given as

T, (P) =/§o)‘jnj(s)ds (3

where o,. is the total absorption cross section of j-particles for wavelength A, i.e. o

A3
ig) (sum of all ionizing as well as non-ionizing photon absorption cross sections).

,=Lg +
Aj i A5

o4

This implicit involvement of the neutral atmospheric effects in the total ionospheric response to EUV
variability increases in complexity as one progresses from the highest ionospheric regions (topside Fz)

downward. The simplest situation exists in the upper F, region, at altitudes sufficiently high to neglect

2

the attenuation for all relevant EUV wavelengths, so that one can set IA(P) practically equal to on.

The probability of the solar EUV induced creation of one ion of a given species (i) per unit time from

one neutral particle of a given species j, called production rate coefficient or ionization frequency of

W _, (1)

that ion species (i) qj Rj /"j’ is then given as

(i) (i) _
q - = [ I .4\ (4)
b] ail T, +o o3 /Aj o)

For this low-attenuation region, TX << 1, these so-called "unattenuated ionization frequencies" then be-

come pure functions of the incident EUV fluxes, I ., as shown in equ. (4) above.

oA
Proceeding to lower altitudes in the Pz, Pl, and E region, one meets a much more complicated situation.
This complication is caused mainly by two effects, i.e. (a) the spectra of the local EUV fluxes, IA(P),
now become functions of altitude which are generally different for different wavelengths (A-dependent ‘A)
and (b) atomic oxygen starts losing its role as the only important absorber. Therefore, the local ioniza-
tion frequencies, q(i), are then no longer given by the simple expression of equ. (4) but decrease below
the value of qgi)(Tx*d for decreasing altitudes below the F2 peak. The functions of their altitude de-
pendence are then also generally different for different wavelengths. A detailed discussion of these

complications is obviously not within the scope of the present paper.




1.3. Significance of EUV' Wavelength Range of 120-195 nm
The ionospheric D region is distinctly different from the ionosphere above. Ranging from about 40 to 90

km, this ionospheric region is mainly due to (a) the photoionization of a minority constituent of the
neutral atwosphere (NO ionized by solar H Ly-a 121.6 nm) as well as (b) the photoionization of N2 and 02
by solar x-rays of wavelengths below about 1 nm. As the present review is limited to effects of solar
EUV of wavelengths ranging from about 14 to 185 nm, it will touch D-region problems but briefly, i.e. by

referring to the variability of the solar H Ly-a flux.

The great importance of variations in the neutral atmospheric structure induced by the absorption of
solar EUV of all wavelengths including those not capable of creating ionization, is perhaps best illus-

trated by the photodissociation of 02 in the Schumann continuum (A < 175 nm) and the Schumann-Runge bands
(175-195 nm) showing a major impact on the composition and on the temperature profile of the lower thermo-

sphere and upper mesosphere, respectively.

2. REPRESENTATIONS OF THE SOLAR EUV SPECTRUM AND ITS VARIATIONS

The present section first deals with the requirements of spectral detail (Section 2.1.) and then briefly
reviews "EUV-Variability Models" of various categories (Sections 2.2.-2.6.). The entire Section 2 is

based on a paper on the same topic presented at the most recent COSPAR meeting (Hinteregger, 1980a).
2.1. Requirements for Spectral Details in EUV Flux Data

The aeronomical (ionospheric) requirements for details of the solar EUV spectrum can be divided into two
categories, in accordance with typically different cbjectives summarized as follows:

(a) The practically desirable use of a reasonably small number of EUV-variability indices for an at

least approximately correct representation of the temporal variability of the incident fluxes, Io , for

all of the known solar emission wavelengths throughout the total range of interest, say for A < 200 nm

(or at least for the range of 14-185 nm which covers the ionospherically most important part and also
represents the range of actually existing long-term observations for the present solar cycle 21).

(b) The scientifically compelling need to account for the known spectral details of EUV photon-

interaction cross sections, at least for the major constituents of the upper atmosphere.

Attempts at approaching the latter objective (b) by the crude substitution of "effective values” of cross
sections for a very small number of very wide wavelength intervals, pursued throughout the earlier stages
of ionospheric and aeronomical theories, have been essentially rejected in the more recent developments
of computer-aided, quantitative theoretical models. For the latter, the actual use of known details in
cross-section data is obviously much more sensible than any simplistic substitution of poorly defined
mean values. Therefore, the statement of objective (b) now certainly does not imply that the avajlable
(i)

data on axj and OXj

some small number of wavelength intervals. This means that a compression, if deemed necessary at all, is

should be converted into some compressed data set listing only the mean values for

now considered suitable for quantitative ionospheric-thermospheric applications only if a sufficiently
large number of wavelength intervals is used. This situation is illustrated by the selection of 37 wave-
length intervals shown in Table 1 which has been extracted from a recent paper on ionization frequencies
(Torr, et al., 1979). These wavelength intervals are essentially the same as those used by Heroux and
Hinteregger (1978) in their summary table for the aeronomical reference spectrum F74113 which actually in-
cludes records for 1957 different wavelengths. Compared with the latter, the number of 37 wavelength

intervals used in Table 1 is cbviously small. On the other hand, this same number would appear rather
unattractively large from the viewpoint of the first objective, (a) above.

Regarding the first objective, (a) above, from the viewpoint of thermospheric model developments, one can
hardly ignore the very remarkable success of models such as MSIS (Hedin et al., 1977a,b) or the Jacchia
Models (e.g. Jacchia, 1977) which have used no more than two variability indices for the repregentation of
the "EUV effect"”. This success appears even more remarkable, if one appreciates that the two most commonly
used variability indices, F10'7 10.7 >(e.g. defined as Bl-
day mean valqe centered on given date), express the solar radio flux at 2800 MHz, which indeed penetrates

(daily value for same or previous date) and <F

the upper atmosphere without any physical interactions.

Shortcomings inherent in this simple procedure of using FlO 7 and <r1° 7 > as "EUV" indices have been dis-

cussed by many investigators in the past. However, the level of verified inconsistencies between actual

aeronomical observations and corresponding model predictions is apparently not serious enocugh to advocate
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the use of a very large number of solar variability indices for the practical approach to objective (a). ;

Hence, a subdivision of the EUV spectrum into the 37 intervals of Table l(a,b), with the same large
number of interval-peculiar variability indices, would hardly be desirable. On the other hand, an even
finer subdivision into significantly more than 37 intervals would be needed to avoid the inclusion of
solar emissions of clearly different variability character within any interval. For instance, interval 3
of Table l(a,b) would require a number of different variability indices for different parts of that inter~
val, 15.0 - 20.0 nm, which is known to be dominated by emissions of FeIlX, FPeX, FeXI, FeXII and FeXIII,

with relative variability amplitudes spread over a range in excess of a factor of two.

Table 1.* Irradiance and Cross Sections (0,N2) for 37 Wavelength Intervals (5-105 nm)

(a) INCIDENT SOLAR EUV FLUXES (b) IONIZATION AND TOTAL ABSORPTION CROSS SECTIONS OF O
1013 photons. m~2 gec™l AND N, (effective values for given wavelength interval)
in units of megabarn [1 megabarn = 10-22 p¢)
Inter- AVG.JUL 19 FEB
val A\/nm Ident. 1976 1979 o*(4s) O*(2D) O*(2p) O*(4P) O+(2P*) O(ABS) N,(ABS) N,(IONK)
1 5-10 .4382 1.3710 .32 .34 .22 .10 .03 1.06 .60 .60
2 10-15 .1687 .4675 1.03 1.14 .75 .34 .27 3.53 2.32 2.32
3 15-20 1.8692 5.7024 1.62 2.00 1.30 .58 .46 5.96 5.40 5.40
4 20-25 1.3951 7.1448 1.95 2,62 1.70 .73 .54 7.55 8.15 8.15
5 25.6 HeIl, SiX .5064 1.0832 2.15 3.02 1.95 .82 .56 8.43 9.65 9.65
6 28.415 FeXxv .0773 5.7229 2.33 3.39 2.17 .89 .49 9.26 10.60 10.60
7 25-30 1.3556 12.1600 2.23 3.18 2.04 .85 .52 8.78 10.08 10.08
8 30.331 SiX1 .6000 4.6908 2.45 3.62 2,32 .91 .41 9.70 11.58 11.58 ;
9 30.378 HelX 7.7625 14.3956 2.45 3.63 2.32 .91 .41 9.72 11.60 11.60 ;
10 30-35 .8671 6.8315 2.61 3.98 2.52 .93 .00 10.03 14.60 14.60 i
11 36.807 MgIX .7394 1.5355 2.81 4.37 2,74 .92 .00 10.84 18.00 18.00
12 35-40 .2121 2.5423 2.77 4.31 2.70 .92 .00 10.70 117.51 17.51
13 40-45 .4073 1.5310 2.99 4.75 2.93 .55 .00 11.21 21.07 21.07
14 46.522 NeVII .3299 .7358 3.15 5.04 3.06 .00 .00 11.25 21.80 21.80
15 45-50 .3081 1.8228 3.28 5.23 3.13 .00 .00 11.64 21.85 21.85
16 50-55 .5085 1.6486 3.39 5.36 3.15 .00 .00 11.91 24.53 24.53 ).
17 55.437 o1V .7992 1.5163 3.50 5.47 3.16 .00 .00 12.13 24.69 24.69
18 58.433 Hel 1.5875 4.3005 3.58 5.49 3.10 .00 .00 12.17 23.20 23.20
19 55-60 .4843 1.0477 3.46 5.30 3.02 .00 .00 11.90 22.38 22.38 :
20 €0.976 MgX .6333 2,4838 3.67 5.51 3.05 .00 .00 12.23 23.10 23.10 :
21 62.973 ov 1.8484 3.8701 3.74 5.50 2,98 .00 .00 12.22 23.20 23.20 !
22 60-65 .4002 1.3672 3.73 5.50 2.97 .00 .00 12.21 23.22 23.22 %
23 65-70 .2623 .5388 4.04 5.52 .47 .00 .00 10.04 29.75 25.06 t.
24 70.331 OIIIX .3915 . 7461 4.91 6.44 .00 .00 .00 11.35 26.30 23.00 v
25 70-75 .1667 .4287 4.20 3.80 .00 .00 .00 8.00 30.94 23.20
26 76.515 NIV .1997 .4386 4.18 .00 .00 .00 .00 4.18 35.46 23.77
27 77.041 NeVIII .2425 1.1873 4.18 .00 .00 .00 .00 4.18 26.88 18.39 -
28 78.936 o1v .7831 1.5140 4.28 .00 .00 .00 .00 4.28 19.26 10.18 {
29 75-80 .8728 2.4541 4.23 .00 .00 .00 .00 4.23 30.71 16.75
30 80-85 1.9311 4.8538 4.38 .00 .00 .00 .00 4.38 15.05 .00 A
31 85-90 4.4325 12.2187 4.18 .00 .00 .00 .00 4.18 46.63 .00
32 90-~95 3.6994 9.8513 2.12 .00 .00 .00 .00 2.12 16.99 .00
33 97.702 CIII 4.8400 10.2165 .00 .00 .00 .00 .00 .00 .70 .00 <
34 95-100 1.7155 4.0779 .00 .00 .00 .00 .00 .00 36.16 .00
35 102,572 HI 4.3750 11,8519 .00 .00 .00 .00 .00 .00 .00 .00
36 103.191 oVl 1.9425 6.1049 .00 .00 .00 .00 .00 .00 .00 .00
37 100-105 2.477% 6.0928 .00 .00 .00 .00 .00 .00 .00 .00
Fi0.9 (10"%%m %02ty 68.0  243.0 Tall data of Table 1 (a,b,c) have been extracted froma
<F10'7> (10'22wm'2nz'1) 7n 202 recent paper by Torr, et al. (1979).
(¢c) UNATTENUATED IONIZATION FREQUENCIES [sec-l] FOR MAJOR IONOSPHERIC SPECIES
02" n,’ et of-ror. otwus) oty otm  otwe  of(apm
13-28 JUL 5.43 3.89 4.89 2.80 1.09 0.96 0.56 1.34 6.17
,‘ 1976 x1077  x077  x10®  x0”7  x077 x107)  x1077 x107®  x107°
I
i 19 FEB 1.73 1.28 1.93 9.35 3.39 3.25 1.94 5.34 2.45
1979 x10°  x107®  x1077 x1077  x1077 x1077  x10”7 x10®  x107®
These considerations lead to the conclusion that the method of subdividing the EUV spectrum into wave-
: length intervals is a fundamentally poor approach to objective (a) above.
1

The parts (a) and (b) of Table 1 illustrate only the range of ionizing lolgr EUV radiation of wavelengths
shortward of 102.7 nm (i.e. omitting the D region sources, H Ly-a at 121.6 nm,as well as x-rays of

<
Ad 4 1.0 nm. Results of recent calculations of ionization frequencies of the major thermospheric constit-

uents as a function of solar cycle 21 (Torr et al., 1979) are abstracted here in Table 1 (c), restricted
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to a comparison of the solar minimum period, represented by data averages for 13-28 July 1976, with the

near-maximum conditions of solar activity of 19 February 1979.

2.2. Model Representations of EUV Variability

The various possible representations of EUV variations by models using a certain number of daily indices
can be divided into categories depending on the physical nature of the quantities used as indices and on
the number of such indices actually used. For instance, one may regard the conventional indices, F10.7
and <F > either as two different indices or as two different quantities based on the same basic index,

10.7
i.e. F . However, the more important distinction is that of identifying both P1o 9 and <P’1°.7 > as "Non-

EUV Indices”. Other Non-EUV Indices of solar activity, actually used but rarely in aeronomical studies,
are the daily values of Zirich sunspot numbers or the Call plage-area index.

The other major category of variability models, introduced only recently, is that of using actual "EUV
Indices”, defines as a set of daily values of the incident solar full-disk flux for some given EUV wave-
length(s) or wavelength interval(s). The development of variability models based on such indices derived
from actual EUV flux observations originated only very recently (Schmidtke, 1978; Hinteregger, 1980a).
Much more detailed investigations remain to be completed before one may formulate a sufficiently matured
model that should eventually replace essentially all of those presently used variability models which use
Non-EUV Indices.

The basic characterization of any EUV-variability model requires not only a statement of the type of daily
indices used as variables but also a detailed statement of the specific formulations converting the input
of these daily indices into a sufficiently detailed list of EUV flux values for the given date. The most

important part of the second statement is represented by a list of adjustment constants. The size of this

array of constants will of course depend on the degree of spectral detail. Since the latter indeed should
involve more than the 37 wavelength groups of Table 1 (for reasons already discussed in the preceeding
section of this paper), these types of variability models are obviously recommended only for computer-aided
investigations. Accepting this fact, one is left with no serious objection against the actual use of a

fully detailed reference spectrum.

2.3. "Non-EUV Indices"” Used "Without EUV-Observation Fits"

The traditional type of EUV-variability representation in terms of the daily indices F 7 and <F > used

10. 10.7
in the well-established thermospheric models (e.g. MSIS or Jacchia Models) actually by-passes the entire

problem of spectral detail in both solar EUV emission and terrestrial atmospheric absorption. They define

specific formulations for the conversion of the daily indices into the desired model values of thermo-
spheric constituent densities and temperatures, using alist of adjustment constants determined empirically
by fitting to a very large data base which include satellite-drag observations and results of in-situ
measurements of thermospheric quantities, none of which are formally related to any characteristics of the

EUV spectrum.

The recently published "Two-Component Model" called CBV below (Cook et al., 1980) expresses variations of
solar EUV jrradiance in the range of 117.5-210 nm simply as a function of the fractional coverage of the
solar disk by active regions. The authors of the CBV model actually do not recommend it for any quantitative
aeronomical applications, particularly in the range of wavelengths below about 120 nm, where the CBV model
would indeed belong to the same category as the traditional models.

2.4. "Non-EUV Indices" Used "With EUV-Observation Fits"

The most dissatisfactory aspect of the treatment of the "EUV-effect” in the traditional atmospheric models
(see Section 2.4) has been the use of mean values of the solar radio flux at 2800 MHz taken over a long
period guch as that of 81 days centered on the given date of the desired calculation of atmospheric
model quantities. The authors of these models have often emphasized that they never suggested that the
atmospheric response to solar variations could really extend 40 days into the past, let alone the nonsensi-
cal assumption of any response to 40 days of the future. Hence one had to accept the use of <!‘1°.7 >as a

purely pragmatically justified method of accounting for the long-term variability in solar activity, as

distinguished from day-to-day variability or the well known variations with the 27-day period of solar
rotation.
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Our preliminary study of AE-E cbservations during 1976-1979 has included regression analysis for several
important solar BUV emissions (Hinteregger, 1980a). These analyses were carried out for two types of
asgociations with 2800 MHz fluxes, i.e. (A) fitting '1 (EUV) data to a linear expression of the type .A -
A°+A1r10.7.and (B) fitting to the two-component expression, 0' - 'o*.1<'10.7> + '2 ('10.7."10.7”' The
comparison of the correlation coefficients for the two fit types showed that 0. is clearly superior, thus
proving that BUV fluxes indeed correlate with the paramster <r1°.7 > more strongly than with the daily

r10.7' This result provides the first physically meaningful explanation for the indisputably great success
of thermospheric models such as MSIS or the Jacchia Models.

The numerical values of the coefficients By Bl and B2 of the fit function .B are of course different for
different wavelengths. This is illustrated here by giving a numerical example for the Ly-a lines of
hydrogen and HeIl. Using a preliminary AE-E data base limited to the EUV observing period from 3 June 1977
to 14 August 1979, we obtained Bo = 22627, Bl = 3885 and 32 = 740 for H Ly-a; Bo = 3782, B1 = 57.5 and

32 = 21.7 for "30.4 nm" (blend of HeII and SiXI lines shown separately in Table 1). With these coefficients
one can then calculate "predicted" values of EUV fluxes (.k) for any date by inserting the corresponding
data of Pl K and <P10..’ > into the expression of & noted above [using the conventional units of 10.22

wn 2 gec T for F 0.7 ¥e obtain ¢, in units of 10" photons m~ 2 sec ll. This predicted value of ¢, is
obviously not recommended for gquantitative application to any date for which the value of the actually
observed flux, PA’ is available. The actual agreement between 'X and FA is considered surprisingly good
in a statistical sense (Hinteregger, 1980a) but may be quite poor for some specific dates or entire sub-
sactions of dates even if one stays within the period of the observations of l"x to which the coefficients
of OB have been fitted. On the other hand, the agreement is sometimes surprisingly good even for some
prediction date outside the original fitting period. For instance, using the aforementioned coefficients
for Ly-o and 30.4 nm to calculate- 'b for 10 l:zvember 1979 (l’m = 381, <!‘H.7 z 3 10.7
<F1°'7> = 157) we found ¢ (Ly-a) = 1.01 x 107 and ¢ (30.4 nm) 2.01 x 10 [ph]; gec "] in surprisingly
good agreement with actual measurements for that date giving P(Ly-a) = 9.15 x 107~ and F(30.4 nm) =

2,07 x 1014. This numerical example is given here only for the purpose of illustrating the importance of
thteo..,)-usociatad term which is seen to exceed the other variable term quite substantially, in spite
of the rather large magnitude of P1°'7 - <F10.7> = 157. For that limited purpose, the quality of the

preliminary incomplete data base was certainly adequate.

.7 >= 224, i.e. P -

2.5. EUV Class-Variability Model

The EUV class-variability model (CVM), discussed most recently in some detail elsewhere (Hinteregger,
1980a), is being developed mainly for the aeronomically desirable purpose of transforming a fully detailed
EUV reference spectrum, Pok’ into equally detailed flux data for some other date, PDA’ without actually
requiring new data for each of the thousand or more individual wavelengths listed. Since the best avail-
able set of long-term satellite observations of golar EUV fluxes is related to the present solar cycle 21,
it seemed undesirable to use F74113 (Heroux and Hinteregger, 1978) as base-line reference spectrum for
AE-E data analysis (F74113 applies to 23 April 1974, i.e. still within cycle 20). Therefore the develop-
mwent of our CVM is based on a detailed reference spectrum names F76REF which applies to the period of 13-
28 July 1976 which was selected for two reasons. First, the day-to-day variations within that period of
spotless sun with no visible active regions were indeed found to be practically negligible, allowing a
great enhancement of statistical significance of even weak line signals by averaging all good instrumental
scan records obtained during that period. Secondly, it seemed most profitable theoretically to work with
a reference spectrum reflecting the simplest possible solar conditions, where the full-disk fluxes include
essentially no contributions of active regions.

Letting the subscript X = 0, 1, 2,...designate a class identification, defining E":,A as the F76REF value of

flux for any given wavelength A [also given class K())], and denoting the corresponding updated flux as
'DA' we define our variability model by the relation

R= rDl/’oX -1+ (llK‘l)CA (5)

where K = X{1) and c)‘ are listed for each A in F76REF and P’K is the ratio of 'm/'oA for one or more wave-
lengths listed with Cy = 1 and same class K. Hence, the quantity

P
DA
;> (6)
* ( For )Cx' 1

will be briefly called "class ratio” below. The physical implication of this relation is obvious, i.e. the




flunes in all emissions ()) of the same class (K) and same adjustment constant ‘Cx) are assumed to vary
identically,

The prisary goal of our CVM development is to express EUV flux variabilities in terms of a reasonably ssall
number of variable class psramsters, 'X’ in connection with sets of adjustment parameters, Cx' treated as
constants (over a reasonably limited date range). The first phase of this davelop t (Hinteregger, 1980a)
was based on the definition of only three variability classas (K = 0, 1, 2) with the following “key wave-
lengths” (defined by setting C, # 1) 1l(x-0) = A} 177.5-185 na (quasi-continuum); lK(l-l) = 58.433
(Hal); AK(x-z) = 13.541 nm (PeXV'); assigning class K=] to the various solar emissions with ionization
potentials B, ~200 eV and K = 2 for those with !i 2200 V. The class X = O consists of those emissions
in the range 110-185 nm identified as "Quasi-continuum”, denoted as QUASI(C) in FP76REF (as well as P74113).

The continuing development of our EUV variability model will aim at an improved trede-off between simpli-

city and accuracy. This trade-off condition is inherent in the method of determining best-fitting values
of CA for some selected period of existing cbservations. If this period is extended over a truly long time
span, say 2-3 years, the best-fitting C, values indeed differ more or less significantly from those found
by fitting a shorter period of observations [(see Table 3 of paper by Hinteregger (19680a)). It is hardly
surnrising that the model representations for the shorter periods were found to be somewhat more accurate.

2.6. Critique of Simplified Model Concepts

The specific forw of equ.(5) might suggest the adoption of an attractively simple model, which regards the
increase of full-disk solar BUV fluxes after 1976 as a straightforward consequence of the increasing nusber
of active regions, with C, playing the role of products of active-region areas and specific relative con-
trast ratios of active-region/quiet-disk brightness, i.e. assuming that there is no solar-cycle variation
of the quiet-disk component itself and also implying that there is no long-term variability in these con-
trast ratios. However, this model can be justified only as a greatly simplified concept. Por instance,
the assumption of an invariant quiet-disk radiance appears to be in conflict with & number of completely
independent observations such as those reported by Hinteregger (1977, 1979), by Mount et al., (1980)

[AXA >120 nm], and by Vidal-Madjar and Phissamay (198C) (H Ly-a].

3. IRRADIANCE VARIATIONS RELATED TO THE PHASE IN SOLAR CYCLE AND SOLAR ROTATION

The compilation of relevant solar irradiance data by Delaboudiniere et al., (1978) covers the period of
the solar cycle 20, showing intercomparison graphs of results obtained by the various investigators. The

emphasis of this intercomparison was clearly on the long-term variation rather than day-to-day variations
or the so-called 27-day variation due to solar rotation. Considerable amplitudes of the latter are still
apparent in the AE-C satellite observations throughout the year 1974, i.e. relatively close to the end of
the solar cycle 20 [see Fig. 1 of paper by Hinteregger et al. (1977)]. The irradiance minimum of solar
chromospheric emissions between the activity cycles 20 and 21 appears to have occurred already around

20 April 1975, i.e. remarkably sooner than the minimum in the monthly mean value of the 2irich sunspot
number around June-July 1976. This early minimum of solar chrowmaspheric EUV, first identified from AE-C

satellite observations (Hinteregger, 1977) has been confirmed by AEROS-B satellite data reported by
Schmidtke (included in Fig. lb of paper by Hinteregger (1980a)] as well as by 0S0-5 satellite observations
of the H Ly-a flux reported most recently by Vidal-Madjar and Phissamay (1980).

A graphic reproduction of the aforementioned features of the declining phase of cycle 20 and the transition
toward cycle 2] is shown only on slides in oral presentation of this paper, but haas been omitted here in

the interest of conserving enough space to illustrate EUV variations for t!e present solar cycle 21 for

which much better observations have been accumulated.
3.1, Overview of the Development of Solar Cycle 21

The appearance of a new solar cycle is certainly not a sudden phenomenon. There is a relatively long
period of several years during which ground observations of specific sunspota and Ha-pllqc regions are
known to be classified either as "old-cycle activity" or as "new-cycle activity”. Therefore, the declara-
tion of a specific month, let alone a specific date, as "the solar minimum” or as “the start of the new
solar cycle" is meaningful only in reference to some specific value of one of the conventional activity
indices (Rz"1o.7
some specified wavelength or for a specified category of solar emissions. For instance, the aforementioned

), or, where available, the observed variation in the solar full-disk flux of EUV for

finding of an EUV minimum in April 1975 applies only to chromospheric emissions, whereas the minimum of
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BUV irvadiance for coronal emissions appears to have occurred around June-July 1976, i.e. essentially co~
inciding with the minisum seen in the smoothed values of the conventional indices of solar activity,
<lz> and <'10.1>' Our reasons for selecting the period of 13-26 July 1976 as base-line reference for
studies of the solar cycle 21 (Hinteregger, 1980a,b) have been explained in Section 2.5. above.

The present solar cycle appears to have gone through its "main maxisus" for both the conventional indices
« '10.7" < lz” and BUV irradiance during roughly the same period, say November 1979 - Pebruary 1980. The
solar EUV “"pre-maximum” of January - Pebruary 1979 already came fairly close to the sain-maximum in the
EUV fluxes of essentially all wavelengths. AE-E cbservations of the development of cycle 21 are summar-
ized in Pig. 1 (reproduced from a recent paper {(Hinteregger, 1980b)]. The full range of solar EUV wave-
lengths observable by the EUVS experiment on AR-E is illustrated in simplified graphical form by Pig. 2
below (Hintereqger, 1980a).
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Fig. 1 Monthly msan values of solar irradiance for six different EUV fluxes are represented by the solid
circles shown for the period of January 1977 through June 1980. The points were calculated as 3l-day sean
values (centered on the middle of the month) of all existing AE-E observations(i.e. covering about 60-70%
of the dates of a given ll-day intexrval). The bars on the time line marked A show the corresponding data
for the observations of spotless solar conditions during the pariod of 13-28 July 1976. The connections to
data circles of January 1977 are drawn as straight dashed lines only, reflecting a regrettably long period
of instrument-diagnostical turnons, new command-sequencs developments, and most unfavorable conditions of
orbital-solar geometry during the scheduled exposures. Both diagrams (a) and (b) include plots of the
associated quantities of <P, 7 >and <R, >on the same absolute ordinate scale. This logarithmic ordinate
scale has no absolute meaning for the plots, which have been shifted to provide a good view of the
temporal variations, completely ignoring the actual intensity relationships among these six EUV fluxes.
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7ig. 2 Solar EUV flumes in wavelength intervals of 2.5 nm (25 K) still show considerable spectral varias-
tions illustrated by Jdiagram (a) which represents incident energy flux densities (el w~2/2.5mm] for each in-
terval, obtained for a specific date of relatively high fluwes within the "pre-meximm® period of cycle 21.
Diagram (b) illuatrates the ratios of these fluxes relatiwe ®o our reference period of 13-28 July 1976.
Appraisals of the importance of the spectral region of 120-18% nm have been given in various receant re-
ports (Torr et al., 1980; Cook et al., 1980; Mount et al., 1980; Minteregger, 1980h).
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3.2. Variation of Daily Values of EUV Irradiance

The observed changes in the dsily average values of solar EUV irradiance such as that depicted for the
period of 1978-1979 in Pig. 3 are well known to be primarily due to the non-uniform solar-longitude distri-~
bution of relatively bright localized source regions (active regions, plage areas). If both the quiet and
the active regions remained invariant, all full-disk EUV fluxes would exhibit variations with exactly the
same periodicity of about 27 days per solar rotation. The real situation iscbviously much more complicated,
for a number of well-known reasons related to (a) the long-term variations in the average fractional plage~
area coverage of the solar surface, showing rather drastic differences between the maximum

and the minimum of a solar cycle, (b) the variations in the brightness of any given active region during
its lifetime which is generally different for different active regions, and (c) the poorly understood but
apparently significant variations in the so-called quiet-disk brightness which may remain unimportant for
several years within the same solar cycle, but should not be neglected over an entire solar cycle or the
transition between two solar cycles, e.g. the period of 1974 - 1976.

4. cowcLuSIONS

Variations in the neutral, thermospheric structure caused by variations in the incident solar EUV fluxes,

I oA’ lead to important modifications in the purely ionospheric response to these EUV fluxes. The complex-
2 region downward. The accounting for the important
details of wavelength-dependent ionization cross sections, at least in the form illustrated by Table 1l(b),

ity of this intertwinement increases from the topside F

has now become characteristic of any advanced ionospheric studies. A generally less-satisfactory situation
appears to exist in the treatment of the aforementioned intertwinement with the neutral atmospharic re-
sponse. Even otherwise advanced recent ionospheric studies had to resort to grossly simplifying assumptions
such as adoption of an invariant neutral atmosphere model for the study of the ionospheric response to
solar EUV variations. This obvious shortcoming has been clearly due to the very slow progress toward more
satisfactory representations of the variabilities of the spectrum of the incident solar EUV fluxes for
quantitative aeronomical use. The presently accomplished progress in this direction (Hinteregger, 1980a)
still reflects only an exploratory stage of development.
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SOLAR RADIATIONS AND THEIR INTERACTIONS WITH THE TERRESTRIAL

ENVIRONMENT

G. Schmidtke
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SUMMARY

Most of the energy of the earth atmosphere is originated from solar electromagne-
tic radiation and from solar wind. The measurement of these parameters and the
tracing of the energy conversions are rather difficult especially in view of the
solar variability. Therefore, quantitative results in the energy ranges of in-
terest for different atmospheric layers could be achieved in the last few years.
Not only the measurement of the solar wind parameters but also of the solar elec-
tromagnetic radiation in the different spectral ranges must be considered of being
at an early stage, yet. The variability of the radiations and some aspects of these

competing energy sources for the terrestrial atmosphere will be discussed.

1. INTRODUCTION

Variations of the solar electromagnetic radiation are predicted since about a
century due to evidence of climatological changes with solar cycle. Long series

of mountain top measurements were performed to define the range of possible vari-
ation. OQut of those, the measurements of Charles Abbot are of special interest. By
reevaluating the data collected from about 1908 through 1952, Aldrich and Hoover
(1954) limited the range of possible variations up to about #I Z. A closer limit

could not be defined in view of the uncertainties of the variability of radiation

absorbing atmospheric parameters.

The search for the variability of the solar electromagnetic radiation has been

strongly promoted by the modern technological developments of experimental platforms
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aboard balloons, aircrafts and rockets, In addition the importance of particle
radiation from the sun and its variation could be measured by satellites. Some
aspects of these competing energy sources for the terrestrial atmosphere will be

discussed here.

2. VARIABILITY OF THE SOLAR IRRADIANCE

One of the best known sun-related terrestrial effects is the ionization enhancement
in the ionospheric D-region during solar flares and during high levels of solar
activity caused by increased X-ray emission from active regions of the sun. This
radiation can be measured by relatively simple devices such as Geiger counters or
ionization chambers as developed in the laboratory since long. For these reasons
X-rays were measured aboard many rockets and satellites exhibiting a very high de-
gree of variability ranging from two orders of magnitude during flares up to five
orders of magnitude and more on a solar cycle time scale (Fig. 1). Of special in-
terest are satellite measurements with the longest series of measurements performed
by the Naval Research Laboratories. Aboard the SOLRAD 11 satellites broadband sen-
sors were operated during solar minimum through solar maximum conditions of the
solar cycle 21 (Horan and Kreplin, 1980). Currently the geostationary satellites
GOES-2, 3 and 4 are monitoring the solar X-rays within the spectral band of 0.05 -
0.4 nm and 0.1 - 0.8 nm with samples every three seconds. The data evaluation is

still underway.

In the soft X-ray spectral region between 2.5 - 15 nm very few measurements are
known (Fig. 2). Fig., 3 delineates the variability derived from a careful study of

these measurements.

A survey of the EUV spectral region is presented in the preceding talk by Hinter-
egger describing the most exciting results derived from the experiments aboard
Atmospheric Explorers—-C and E. Combining these and the data from the satellites
AEROS-A and B (Schmidtke, 1976; Schmidtke et al., 1977) solar EUV flux data on a
daily base are available now almost continuously from end of 1972 through today
(Hinteregger, 1980). Between 15 - 125 nm the integral variability ranges up to
about 25% during very strong solar flares, up to 50 Z during very pronounced solar

rotations and up to about a factor of three during the solar cycle 21,

Very few experiments are performed in the gpectral region from 125 - 180 nm
(Delaboudiniere et al., 1978). From Atmospheric Explorers-C and E data are collec-

ted from solar minimum conditions from 1974 through solar maximum in 1979 exhibi-

-
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ting solar cycle variations up to about a factor of two at 140 nm down to a change

of about 25 Z at 180 nm (Hinteregger, 1980).

For the solar cycle 21 a maximum variation of about 20 7 at 200 nm is estimated
by Simon (1980). Changes up to 3 Z are measured with solar rotation for the same
wavelength. These values strongly decrease with increasing wavelengths. However,
for wavelengths longer than 200 nm the experimental accuracy still exceeds the ex-
pected long-term solar variability resulting in a lack on data representing solar
cycle variations. On a medium~term scale e.g. for solar rotations, data on a re-

lative scale show about 1 Z variation at 250 nm important for the ozone layer.

For longer wavelengths similar measurements with high accuracy are not known, since
data including the visible spectral range primarily represent the solar "constant"
containing infra-red and ultra-violet spectral regions as well. Though the total
flux from the sun was determined for many years, so far, there is no indication

for a solar cycle variation (Fréhlich, 1980). However, during the last solar mini-
mum no measurements were performed anymore after the solar "constant" was con-
sidered to be known. On the other hand, a long-term steady decrease of the total
solar flux by 0,03 7 per year from 1966 through 1980 seems to be possible to de-
rive from balloon and satellite observations being correlated with a decrease in

the global mean temperature (Fréhlich, 1980).

On a medium-term base total flux decreases up to 0.2 7 over seven to ten day peri-
ods (Fig. 4) are reported (Willson et al., 1980) being highly correlated with the
development of specific sunspot groups. These data showing significant fluctua-
tions even on an orbit-to-orbit base (96 min per orbit) represent the first high
precission spacecraft measurements. They are carried out aboard the Solar Maximum
Mission by the Active Cavity Radiometer Irradiance Monitor experiment implementing
statistical uncertainties as small as +0.001 7. Measurements and data analysis are

still going on.
3. SOLAR RADIATIONS AS ATMOSPHERIC ENERGY SOURCES

After solar EUV radiation was predicted by astronomers, ion-electron production
and ionization equilibrium profiles were calculated on a relative base before the
ionosphere was discovered (Rawer, 1981). Later the interpretation of ground-based
ionospheric observations required a quantitative determination of the ionizing

radiation requesting "ultraviolet excess factors" up to 106 with respect to black

body radiation. Though the measured electron densities could be explained by a
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total ionizing energy flux of about 0.1 mWM~2 because of a compensating error in
the recombination coefficient, the EUV flux measured directly by rocket experi-

ments (Hinteregger et al., 1965) was almost two orders of magnitude larger.

Ionospheric observations gave strong indications for the variability of the solar
EUV radiation on a short-term (flares) and long-term base. However, a quantitative
determination of solar radiation changes derived from ionospheric measurements is
still not possible due to the complexity of the series of processes involved. On
the other hand, since direct radiation measurements revealed changes of this im-
portant energy source, a model study could be performed (Roble and Schmidtke, 1979)
to compare variations of ionospheric/atmospheric parameters observed and of those
calculated from a model of the ionospheric E- and F-regions with a constant neutral
atmospheric model (Figs. 5 and 6) interacting with a variable solar EUV radiation.
The latter data are based on the AEROS measurements (Schmidtke et al., 1977).
Similar conclusions were drawn when the MSIS atmospheric model (Hedin et al., 1977)
was used applied to the time period of interest (Schmidtke, 1979): Changes of the
solar EUV flux cannot directly explain the large local fluctuations e.g. of
electron density and electron temperature as measured by numerous experiments.
Ionospheric and atmospheric dynamics seem to have stronger impacts on these para-
meters, though on a global scale similar studies are yet to be done. Probably this

will be a topic for the next future.

Another problem is related to the energy budget of the upper atmosphere. If the
energy loss by airglow is neglected and if all heat sources other than EUV radi-

ation are ignored, the exospheric temperature L and the solar EUV input "at the

0s
top" of the upper atmosphere, I, could be related by (Bauer, 1973)

1/s

T « I
exos o

with the parameter s depending on the constituents. This relation could not yet be

proofed by experimental data.

The semi-empirical models of the upper atmosphere based on a wealth of satellite
data are trying to take into account solar EUV radiation and geomagnetic energy
sources originated mostly from solar particle radiation. Both solar energy sources
cannot be monitored from ground observations. Also direct measurements in space on

a routine base are not yet planned. Therefore, two indices, F and Ap, both

10.7
derived from ground measurements are used as substitutes to represent the solar

heat sources in the atmospheric models. Though the physical background of these
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two indices and the solar radiations they are supposed to represent is quite
different, the atmospheric models (e.g. Jacchia, 1971; Hedin et al., 1977) des-
cribe the atmospheric parameters quite well for most of the applications. However,
at certain times especially during solar minimum conditions, the agreement between
exospheric temperatures derived from EUV absorption measurements and those com-
puted from the MSIS atmospheric model are not satisfactory. For example, for the
period of AEROS-A (December 1972 through August 1973) the total solar EUV flux
decreased by about 30 7 with the declining solar cycle 20 (Schmidtke, 1976). The
exospheric temperatures derived from EUV extinction data of the same experiment
neither reflect the long-term decrease of the solar EUV irradiance nor the medium-
term changes with solar rotations. Geomagnetic activity is controlling the exo-
spheric temperatures stronger. Also, for higher values of the index Ap the MSIS
model represents too low temperatures for the same periods. Similar observations
are made by Hinteregger (1979). At the beginning solar cycle 21 when the solar
EUV radiation increased significantly exospheric temperatures were rather constant

on a long-term scale (Hinteregger, 1978).

The decrease of energy of the EUV radiation during the mission of AEROS-A was for
the whole earth of the order 10]] Watts, which is about the order of magnitude for
the energy involved in a geomagnetic storm. Thus Joule heating and particle
dissipation of solar wind origin are competing with solar EUV radiation as upper

atmospheric heat sources at least during solar minimum conditions.

It is rather difficult to investigate the influence of the different heat sources
in the upper atmosphere separately in view of the dyaamics of the earth-atmo-~
spheric system. In addition, most of the parameters involved change with time.

For example the heating efficiency of the solar EUV radiation is not constant

(Torr et al,, 1981), neither with atmospheric height nor with time (Fig. 7). Since
the energy coEXer?quifzems to be more efficient for higher exospheric temperatures
and vice versa, this parameter must be taken into account for a quantitative ana-
lysis of the energy budget of the upper atmosphere. This latter is not yet poss—
ible to be performed, because too little is known concerning the atmospheric
heating efficiency of the solar wind and its variability and the role of the

atmospheric airglow. These fields are yet to be investigated in more detail,
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MAGNETOSPHERIC AND IONOSPHERIC FLOW

AND THE INTERPLANETARY MAGNETIC FIELD

S.W.H. Cowley
Blackett Laboratory
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London, SW7 2BZ, U.K

SUMMARY

The flux tube and plasma flow within the Earth's magnetosphere and the resulting flow in the iono-
sphere are discussed, with particular reference to effects associated with the interplanetary magnetic
field (IMF). When IMF B_ £ O, or is at least not strongly positive, two-cell convection occurs at high
latitudes with antisunward flow over the polar cap. The size of the cells depends on IMF B_, as expected
from the Dungey open magnetosphere model, but part of the convection appears to be driven by 'viscous'
magnetopause boundary layers. Asymmetries occur in the two-cell flow about the noon-midnight meridian
in response to IMF B which form a consistent set with a ready qualitative interpretation in terms of the
open model. Sunward~tailward shifts in the cells also occur in response to IMF B_, which may be similarly
interpreted. When IMF B_ is strongly positive a qualitatively different ionospheric flow pattern occurs
at high latitudes with sunward flow in at least part of the polar cap. Observations pertaining to this
condition are reviewed, together with theoretical interpretations.

1. INTROBUCTION

The single most important factor governing the morphology and properties of the Earth's magneto~
sphere and its internal plasma populations is the convection of flux tubes and plasma within it driven by
the flow of the solar wind. The magnetospheric electric fields associated with the flow map along equi-
potential (at least on a gross scale) magnetic field lines into the ionosphere and drive ionospheric flows
and current systems which dominate at high latitudes, above the plasmapause. The flow is important in
determining the distribution of high latitude ionization, and the resulting Joule heating can be an impor-
tant energy source. Particle precipitation from the magnetosphere also contributes to both the energy
and ionization budgets.

In this paper the ionospheric flows driven at high latitudes by magnetospheric convection will be
discussed. For recent reviews of the effects of convection in determining magnetospheric plasma popula-
tions and their ionospheric images the reader is referred to the recent works by, eg Vasyliunas (1979),
Wolf and Harel (1980) and Cowley (1980).

The flow at high latitudes is observed to be strongly influenced by the strength and direction of
the interplanetary magnetic field. When IMF B_ (the south to north component) is negative, or at least
not strongly positive, a twin-cell convection pattern occurs,with antisunward convection over the polar
cap. The magnitude of this convection depends upon the magnitude of B . Asymmetries appear in the con-
vection pattern about the noon-midnight meridian in connection with the IMF B_ (dawn to dusk) component,
and these are discussed in detail in the next section. Effects associated with the IMF B component
(Sunward directed) will also be commented upon. When the IMF B_ component is strongly poSitive, however,
a qualitatively different convection pattern is observed, with Sunward flow in at least part of the polar
cap. This behaviour forms the basis of the discussion in section (3).

2. CONVECTION WITH IMF B, < O AND THE EFFECTS ASSOCIATED WITH IMF B, AND B,

2.1, The Basic Two-Cell Convection Pattern

When the IMF B_ component is negative, or at least not strongly positive, the plasma convection
pattern observed over“the Earth's polar regions consists of two flow cells, with anti~sunward convection
over the polar cap and return sunward flow in the auroral zones, as sketched in Figure (la). The known
correlation between the size of the polar cap, the potential drop across it and the IMF B_ component
(g& Holzworth and Meng, 1975; Akasofu, 1977, chapter 4 and references thereiny Meng, 1980? strongly
indicates the importance of the role played by magnetic merging in driving this convection, as originally
suggested by Dungey (1961). The convection cycle for a southward-directed IMF is illustrated by the
numbered field line sequence in Figure (1b). An X-type neutral line ring encircles the Earth in the
equatorial plane, across the dayside section of which closed field lines become opened into the solar wind
(field line 1). The solar wind flow carries the open'ends' downstream, stretching them out into a long
geomagnetic tail, and the solar wind electric field E_, mapping down the open field lines into the iono-
sphere, results in anti~sunward convection over the lear cap. The field lines become closed again across
the nightside sectior of the X-line, possibly mainly impulsively during substorms (lines 5) and then
return to the dayside via the dusk and dawn auroral zones where the cycle repeats. Typical polar cap
convection speeds of 500 m 8™, result in typical transpolar convection times of ~2 to 4 hours, so that
the length of the tail connected to the polar regions is ~1000 Ry (Dungey, 1965). The tail neutral line,
however, may typically lie much closer to the Earth. Similarly, the time taken for closed tubes to con-
vect back from the tail to the dayside may typically be ~8 hours, so that the total convection cycle time
is around half a day, generally encompassing several substorms. While the correlation of this flow with
IMF B_ indicates the importance of the above process, at least part of the flow appears to be driven by a
viscous-like interaction at the magnetopause on closed field lines (Eastman et al., 1976; Eastman and
Hones, 1979, McDiarmid et al., 1979), as originally proposed by Axford and Hines (1961). This flow is
indicated schematically in Figure (la) by the regions of antisunward flow external to the open field line
boundary, where the field lines remain closed throughout the convection cycle. The magnetospheric magne-
tic structure envisaged is that proposed by Crooker (1977). At the present time the relative importance
of the two convection-driving processes (measured by the relative potential drops imposed across the mag-
netosphere) and its dependence on IMF conditions is not well determined, but magnetic merging may be
dominant under typical, and certainly under disturbed conditions.




2.2 Observed IMF By-dependent asymmetries

The convection pattern in Figure (la) is shown symmetrical about the noon-midnight meridian, but
under the influence cf the IMF B_ component which is generally present a number of asymmetries have been
observed to occur about the meridian. These asymmetries are oppositely directed in opposite hemispheres
and reverse in sense when the IMF B reverses. The effects observed in the northern hemisphere for
IMF By > 0 are sketched in Figure (¥a) and itemized below:

(1) Fairfield (1977), Potemra and Saflekos (1979) and McDiarmid et al. (1979) have suggested on
somewhat slender evidence that the narrow 'throat' of flows into the dayside polar cap (originally des-
cribed by Heelis et al., 1976) may be displaced from noon in a direction dependent on the IMF B component
ie eastward in the northern hemisphere and westward in the southern hemisphere when IMF B_ > 0,”and vice-
versa for IMF B_ < O. The existence of this effect is somewhat questionable, however, and most recently
Primdahl et al.”’ (1980) have present evidence which they interpret as indicating that this local time shift
may not in fact occur. This question will be briefly discussed further below.

(2) Newly opened flux tubes in the dayside cusp have a strong azimuthal flow whose direction
depends on the IMF B_ direction (Galperin et al., 1978; Heelis, 1979). The azimuthal flow drives an oppo-
sitely-directed Hall’ current along the cusp whose magnetic signature on the ground is the Svalgaard-
Mansurov effect, or DPY disturbance (eg Mansurov, 1969; Friis-Christensen et al., 1972; Svalgaard, 1973;
Berthelier et al., 1974; Friis—Christensen and Wilhjelm, 1975; Akasofu et al., 1980). The electric field
associated with the flow will also drive a north-south Pedersen current across the cusp which will close
in the solar wind via roughly azimuthally aligned field-aligned current (FAC) sheets, as predicted by
Leontyev and Lyatsky (1974). This current system results in azimuthal 'transverse field disturbances'
above the ionosphere between the FAC sheets as observed by McDiarmid et al. (1978b, 1979), Wilhjelm et al.
(1978), Iijima et al. (1978), Saflekos et al. (1979), and Saflekos and Potemra (1980). These transverse
fields are generally expected to be directed opposite to the flow in the northern hemisphere and roughly
parallel to the flow in the southern hemisphere, as is necessary to realize the required downward flux of
electromagnetic energy and momentum into the ionosphere. In the cusp these 'transverse' fields thus have
the same direction as the IMF B_ component in both hemispheres, such that the field above the ionosphere
is slightly tilted in a manner €onsistent with that expected for a field mapping into a dissipative medium
and being azimuthally 'pulled' at large distances.

(3) The magnitude of the antisunward flow in the polar cap, eg in the vicinity of the dawn-dusk
meridian usually exhibits a strong IMF B_ dependent dawn-dusk asymmetry which is consistent and continuous
with the preferred sense of azimuthal f1dw in the dayside cusp (Heppner, 1972, 1973; Mozer et al., 1974).
The effect is also seen in ground magnetic perturbations, (Maezawa, 1976). The polar cap 'transverse field
perturbations' show a corresponding asymmetry (McDiarmid et al., 1978a, 1979), suggestive of a distributed
and fairly uniform FAC flow into or out of the polar cap resulting from the flow electric field gradient.
For IMF B_ > O the suggested current flow is out of the northern polar cap and into the southern polar
cap, and Vice-versa for IMF By < 0, ie the same directions as the dominant poleward cusp FAC.

(4) The two-cell pattern appears to become shifted towards dawn or dusk by a few degrees of lati-
tude depending upon the IMF B_ component, the shift being opposite in opposite hemispheres. The northern
hemisphere pattern is shifted’ towards dawn for IMF B_ > O and towards dusk for IMF B_ < 0. This shift has
been observed in the electric field (flow) pattern (ﬁeppner, 1972, 1973; Mozer et al., 1974), the resulting
ground magnetic disturbance pattern (Friis-Christensen and Wilhjelm, 1975), and most recently in the loca-
tion of the aurorae (Meng, 1980), although the latter result is preliminary at the present time.

(5) In the auroral zone at a given invariant latitude the flows in and near the dawn-dusk meridian
are of unequal magnitude on either side of the pole, the sunward flow being strongest on the side in
which the polar cap flow is strongest (Mozer and Lucht, 1974). This effect may be considered to be a
corollary of the shift in location of the flow pattern, since auroral zone flows often become stronger with
increasing latitude before reversing across the flow boundary.

It is important to note that the cusp and polar cap asymmetries described in (2) and (3) above need
involve only open flux tubes which map into the solar wind via the geomagnetic tail lobes, but that
asymmetries (4), (5) and (1) (should it in fact occur) involve closed auroral zone flux tubes as well.

The dawn-dusk shift in the pattern, for example, may mean that at a given invariant latitude and given
longitude a field line may belong to the polar cap region in one hemisphere but to the auroral zone in the
other hemisphere. Mozer and Lucht (1974) previously drew attention to the appearance of asymmetries on
closed flux tubes, noting that their results implied either a "lack of conjugacy" on auroral zone field
lines (to be suggested here), or non-equipotential closed field lines on a gross scale (which seems to
have been their preferred explanation).

With regard to the proposed shift in the dayside 'throat' (effect (1)) we note that effect (2), the
preferred sense of azimuthal flow in the cusp, can occur independently of the latter, although the local
time extent of such flows may be expected to depend on the 'throat' location. If the full local time width
of the 'throat' is only about two hours, as suggested by Heelis et al. (1976) on the basis of the AE-C
flow data, and the centre of the 'throat' remains fixed at noon independent of IMF B , then the B_-
dependent azimuthal cusp flow poleward of the throat and its associated magnetic effécts (DPY on the ground
and azimuthal transverse disturbances at satellite altitudes) would be expected to be observed essentially
only on one side of noon or the other, ie prenoon in the northern hemisphere and postnoon in the southern
hemisphere for IMF B_ > O and vice-versa for IMF B < O. On the other side of noon a much weaker and
oppositely directed Yzimuthal flow and field pertufbation pattern would be expected, the cusp FAC pattern
being essentially that originally suggested by Iijima and Potemra (1976) (see also the review by Potemra
et al. (1980)) but with asymmetrical magnitudes on either side of noon. On the contrary, however, cbser-
vations have been presented which indicate that the 'preferred' azimuthal cusp flow and associated magne-
tic disturbances extend continuously across noon in a zone which is at least 5 hours LT wide and centred
roughly on noon (eg Fris-Christensen and Wilhjelm, 1975; McDiarmid et al., 1978b; Burch and Heelis, 1980).
These results are not consistent with a narrow throat which remains undisplaced near noon, and they thus
indicate that either the throat does become displaced as described in item (1) above, or that the throat
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is much vider than reported by Heelis et al. (1976) (ie typically ~5 hours LT wide and therefore essentially
non-existent as a 'throat-like' feature). The evidence presented by Primdah) et al. (1980) which is inter-
preted as indicating that the 'throat' does not move concerns the occurrence of the 'Slant E Condition'
(SEC) in high-latitude ionograms, a condition which appears to be related to an instability in the E-
region driven by rapid flows. It was previously shown by Olesen et al. (1975) that SEC-occurrence in the
central polar cap (at Thule, A - 86°) had an IMF B_-associated dusk-dawn asymmetry in line with the
observed flow asymmetry (item (3) above), a result’which Primdahl et al. confirm. The latter authors

then go on to show that at lower latitudes typical of the poleward part of the cusp region (Godhavn,

A - 77.5°) no significant asymmetry is observed, a result which they interpret in terms of the non-
displacement of the throat. However, as pointed out above, if the throat is narrow and does not become
displaced then the strong azimuthal flows in the poleward part of the cusp, to which the Godhavn iono-
sonde will presumably respond, would be expected to show a marked asymmetry about noon. In fact the
symmetcy of SEC occurrance about noon at Godhavn seems to be quite in agreement with the continuity across
noon of the other B -associated cusp phenomena discussed above, which we interpreted as indicating that
either the 'throat'’does become displaced, or is much wider in LT than has been reported. We therefore
conclude that Primdahl et al.'s (1980) results may, in fact, be consistent with a displaced 'throat', but
would equally emphasize the need for further experimental study of the dayside cusp region in order to
elucidate this matter.

I[MF-B  associated effects have also been observed at large distances in the geomagnetic tail as
sketched in *igure (2b): |

(6) The occurrence frequency of the plasma mantle at the lunar distance shows a strong IMF-B
dependent dawn-dusk asymmetry which is oppositely directed in the two tail lobes (Hardy et al., 1976!
1979). These authors thus deduced the existence of a dusk-dawn asymmetry in the tail lobe flow speed
and hence electric field (which convects the mantle plasma inward toward the tail centre), an asymmetry
which is entirely consistent with the ionospheric polar cap flow asymme*ry in item (3) above. The
observed mantle occurrence frequency asymmetry has been interpreted in Figure (2b) as indicating that on
average the mantle is thicker on one side of the tail than the other depending on the direction of IMF B
(thicker on the dawn side of the northern lobe and on the dusk side of the southern lobe for IMF B, > 0 7
and vice-versa for IMF By < 0). y

(7) Fairfield (1979) found that a fairly wniform B, field appears across the tail lobes and plasma
sheet in the distance range X ~ =20 to -30 , having the Yame sign as the IMF B_. The field is roughly
proportional to the IMF B but about a factor ten less in magnitude. It is impottant to emphasize that
the B, field appears to ofcur not only in the open tail lobe region but also on closed field lines in
the plasma sheet.

2.3, Interpretation of the IMF B -associated effects in terms of the reconnection model, and comments
on IMF Bx effects y

The above described suite of effects associated with the y component of the IMF form a mutually
consistent set which find a ready qualitative explanation in terms of the reconnection model of the
magnetosphere, outlined in its simplest form in section (2.1.). The inclusion of IMF B_, however,
requires modification of the description of the details of reconnection process and the’magnetic field
. configuration, as discussed by Cowley (1973) (see also Dungey, 1963, Stern 1973, Mozer et al. 1974 and
Gonzales and Mozer, 1974). The gross picture remains as shown in Figure (1b), except that the X-type
reconnection line becomes tilted out of the equatorial plane by the presence of B . Crooker (1979) has
presented a somewhat different qualitative picture, but, irrespective of these defails essentially any
open model will be qualitatively consistent with the observations.

Beginning at the day side, the tension on newly opened flux tubes has a net east-west component in
the presence of the B_ field, which is oppositely directed in northern and southern hemispheres. These
oppositely directed férces constitute a torque exerted by the IMF on the magnetosphere, and, in response,
oppositely directed azimuthal flows occur in the dayside cusp in the directions observed, as sketched in '
Figure (3a) (Atkinson, 1972, Jérgensen et al., 1972; Russell and Atkinson, 1973; Stern, 1973; Gonzales
and Mozer, 1974; Crooker, 1979). The azimuthal flows imply asymmetric addition of open flux to the tail
lobes, flux being added preferentially to the dawn side of the northern lobe and to the dusk side of the
southern lobe for IMF B, > 0, and vice versa for IMF B, < 0. The flux tube motion is such as to reduce
the torque which the M would continue to exert on th¥ down-stream tail.

The asymmetric addition of flux tubes to the tail lobes may be expressed in terms of an asymmetry
in the distribution of the field normal to the tail lobe magnetopause about the noon-midnight meridian
over the boundary as sketched in Figure (3b). The figure shows a cross~section through the tail, the
external field lines attached to the boundary representing projections of magnetosheath field which
connect across the boundary at the location of the cut. To a lowest approximation sheath field lines are
draped around the magnetopause (ie the magnetosphere is closed), but a narrow bundle connects across it
due to dayside reconnection, whose transverse width well away from the magnetosphere is typically around
one fifth to one tenth of the tail diameter, as inferred from the relative internal and external electric
field strengths. The cross-tail potential is typically ~50 to 100 kv, while the potential drop in the
solar wind along a line of length equal to the tail diameter and parallel to the solar wind electric field
is ~500 kV( eg Stern, 1973). This factor, having a value around a few tenths is sometimes referred to as
the "efficienty of reconnection". The connected interplanetary field lines have been drawn equally spaced
in the uniform IMF region at large distance from the magnetopause in Figure (3), so that equal magnetic
flux is contained between them. The tail flux asymmetry implied by the cusp flows is then indicated by
the uneven distribution of their points of intersection with the magnetopause. Equal potential differences
exist between each of the sheath field lines depicted, so that an electric field asymmetry is also directly
implied, Quantitatively, the tangential electric field imposed by the sheath flow v_ at the tail magneto-
pause boundary is E = v.B where B is the field strength normal to the boundary. Consequently, assuming
v_ to be roughly constant over the boundary, the internal electric fields will be strongest and the inward
flow speeds fastest in those quadrants of the tail in which most magnetic flux crosses the magnetopause.
This effect is clearly related to the observed polar cap electric field asymmetry and plasma mantle




! ad

occurrence asymmetry noted in items (3) and (6) above, and most recently Cowley (1980) has constructed
simple open tail lobe and plasma flow models which explicitly demonstrate these effects. In Figure (3b)
the tail electric field asymmetry is illustrated by the short-dashed lines within the tail which indicate
equipotentials in the plane of the cut with equal potential drops between them. These lines are also the
projections of equipotential tail lobe field lines, and plasma streamlines as indicated by the arrowheads.

The asymmetry of the tail magnetopause normal flux distribution about the midnight meridian also
necessarily implies the cross-tail magnetic field component observed by Fairfield (1979). Flux enters the
tail preferentially on one side of the meridian and exits preferentially on the other, so that by flux
conservation net flux must cross the midnight meridian, associated with an internal B_ field of the same
sign as the IMF B_ field. The magnitude of this internal field is readily estimated from Figure (3b),
on assuming that the figure represents a cut through a roughly two-dimensional system. It is clear that

\ when substantial asymmetry exists in the boundary normal flux distribution (such that most of the flux
enters on one side of the tail central meridian and leaves on the other) the internal B field will be
comparable to the mean normal field component B , and will be less than the intetplanetgry field strength
B, by the ratio of internal to external electric field strengths, since both the potential drop and the
magnetic flux in the plane of the diagram are conserved between the connected bundle of IMF lines and the
tail lobes. Thus in general the internal B_ field and the IMF are connected in magnitude by the "efficiency
.0 vwowmnection” factor of around one or twd tenths in agreement with Fairfield's (1979) results.

The above qualitative argument can be quantitatively elaborated as follows. Suppose the total open
flux in each tail lobe is ¢_, and that of this total a fraction (1 + K)/2 enters the northern lobe on the
dawn side (and (1 - K)/2 on the dusk side) while, assuming symmetry, a fraction (1 + K)/2 leaves the
southern lobe on the dusk side (and (1 - K)/2 on the dawn side). The net flux entering the tail on the
dawn side is then K¢, equal to the net flux leaving on the dusk side. This same quantity of flux must
then cross the midnight meridian inside the tail. The sign of K is the same as the sign of IMF B_, and
[K] < 1. Assuming this 'transverse' flux is uniformly distributed over the meridian in the tail,’of area
A =2 where is the tail radius and its length, then the mean internal B field B_ is given by
- N o - E - @l ’ ’ o)
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where 55 is the mean_magnetopause normal field and B_ is the near-Earth tail lobe field strength. Thus
for |K| ~ 1 we have B, * B and B_ << B_ (the latter by factors 50 since R, ~ 20 Ry and L; ~ 1000 Rp).
Referring to Figure (%) flux andypotengial conservation then give

E
. 2, T
E:—- = "(EI) 2)
I
where B, is the interplanetary field transverse to the solar wind flux vector and E

T and EI are the tail

and inte;planetary electric fields respectively. Substituting (2) into (1) then gives
E
3 T
B, = K(=D)B, (3)
Y B
so that for |K| ~ 1, ﬁ; is related to B, by the ratio of the electric fields. This result may be ela-

borated somewhat further by introducing }igple functional forms for K and E /EIZ If ¢ is the angle
between B, and the solar magnetospheric -z axis, measured positive toward Ihe y axis, then the simplest

functional form for K is sin(¢/2), such that, egK is zero for a purely southward field and equal to N
for B, /|B, | = ry respectively. Similarly the simplest form for E,/E; is Bcos(¢/2) vhere © is the

B

"effic}encylof reconnection"” for a purely southward interplanetary field. Then (3) becomes
= _  _8in . B
B, - > B_‘I 2 8y )

ie with these simple and plausible, but ad hoc assumptions we obtain a linear dependence of the mean
internal field B, on the IMF B , with the proportionality constant being half the "efficiency of reconnec-
tion" factor for’a purely southward IMF. Fairfield's (1979) observations indeed indicate a linear
dependence between B and By , the proportionality constant being ~0.13. This result is in good agreement

with (4) and observed values of the magnetospheric cross-tail potential which indicate & ~ 0.1 to 0.3,

Having thus discussed the IMF B_ effects observed on open flux tubes (items (2), (3), (6) and (7)
in section (2.2.)) we now turn to the effects ((1), (4) and (5)) which also involve closed auroral zone
flux tubes, and which seem to indicate a lack of conjugacy between northern and southern hemispheres. In
this connection we would point out that if an IMF-associated B_ field exists in the open flux tube regime
in the geomagnetic tail, then in general we may expect this co‘ponent to be retained on closed flux tubes
following reconnection in the tail. Fairfield's (1979) observations certainly seem to support this idea
as previously noted. Then, to a lowest approximation the tail lobe B field, of order the IMF B dimi-
nished by the "efficiency of reconnection” factor, may pervade the entire magnetosphere in a steddy state,
such that the simple illustrative dipole plus uniform IMF field' open magnetosphere models described
eg by Dungey (1963), Stern (1973) and Cowley (1973) may have more detailed applicability than their authors
might originally have supposed.

A B field present in the region of closed flux tubes will introduce shifts in the conjugate points
of the field lines which are opposite in opposite hemispheres and which will reverse in sense when the IMF
B reverses. The direction of the shift depends upon local time. In the dawn-dusk meridian the shifts are
Ytitudinal and the resulting asymmetries are those associated with the polar cap boundary and the auroral
zone flow speed (items (4) and (5) in section (2.2.)). In the noon-midnight meridian the shift is longi~
tudinal, relating to the possible shift of the 'throat' location (item (1)).
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The effect of these conjugate point displacements on the mapping of a uniform sunward flow in the
equatorial plane of the Earth's dipole is shown in Figure (4), taken from Cowley (1980). Here we have
projected equally-spaced equipotentials (corresponding to the lines Y =0, *3 R., ... 12 ) from the
equatorial plane along numerically integrated field lines, assumed equipotential, into the northern hemi-
sphere. Figure (4a) shows the resulting ionospheric flow for the undisturbed dipole field, while in
Figure (4b) we have added a 5nT B field, a much larger value than generally expected (by a factor -10) in
order to clearly demonstrate the ¥esu1ting effects. The flow lines are terminated at the dashed line which
is the projection of an equatorial circle of 14.93 radius (ie Lo = 75°). The diagram represents the
closed field line counterpart of that previously presented for the open field line regime on a similar
basis by Stern (1973). The shift of the pattern towards dawn (for B_ > 0), the auroral zone flow speed
asymmetry and the local time shift of the 'centre' of flows into the’dayside polar cap to the post-noon
hours are all evident. We emphasize that the simultaneous asymmetries are all reversed in semse in the
southern hemisphere, and that they are all produced solely by the change in the field mapping.

Figure (4b) indicates that longitudinally-directed flow asymmetries should also occur in the night-
side auroral zone. The flow shown in reminiscent of the Harang discontinuity (eg Heppner, 1977), but, of
course, the sense of the IMF-related asymmetry reverses with IMF B , However, Heelis (1979) and Heelis
and Hanson (1980) find both senses of asymmetry in AE-C flow data,’although it has not been shown that
these relate to IMF B . The sense of the IMF-associated asymmetry is such that in the northem hemisphere
nightside auroral zoné eastward flows and westward Hall currents should be enhanced when IMF B > 0, and
westward flows and eastward Hall currents should be enhanced when IMF B < O (and vice-versa if the
southern hemisphere). A hint that a weak effect of this kind may be ocfurring is contained in the northern
hemisphere ground magnetic perturbations analysed by Frus-Christensen and Wilhjelm (1975) (see the
'residual plots' in their even-numbered figures). The most distinct effect of this nature which they
found was a significant enhancement of the wcstward electrojet for IMF B > O during winter months, a
result which is at least consistent in sign with the above suggestions.

The conjugate point displacements are alsc relevant to studies of the conjugacy of aurorae. It is
well known that equivalent discrete auroral forms in northern and southern hemispheres can be displaced
a few 100 km at times relative to their expected locations (eg Bond, 1969; Stenbaek-Nielsen et al., 1972).
The possible role of IMF B has never been demonstrated for these detailed auroral observations, but the
recent preliminary results’presented by Meng (1980) from the analysis of DMSP images do indicate that the
location of the aurorae on a gross scale does respond to IMF conditions. In the northern hemisphere he
found dawnward shifts of the centre of the auroral oval for IMF B_ > O and duskward shifts for IMF B < O
as expected. The magnitude of the shift is generally « 1° latitude, but can be much larger. In the
southern hemisphere no clear trend was observed with IMF B from the limited data sample available. He
also investigated the possibility of sunward-tailward shifis of the oval with IMF B , and indeed found that
the northern oval is shifted tailward for B_ > 0 and sunward for B_ < O and vice versa in the southern
hemisphere, The shifts are again ~1 . Thls result appears to inficate that like the B component, a B
component may also occur through the magnetosphere whose sign depends on the IMF B_. a simple 'dipolg
plus uniform field' model the shift of the oval is oppositely directed to the uniform field direction in
the northern hemisphere, and in the same direction as the uniform field in the southern hemisphere.
Consequently tailward shifts in the northern hemisphere and sunward shifts in the southern hemisphere
observed for IMF B > O are, for example, compatible with B_ > O appearing within the magnetosphere. Our
conclusion that the results are compatible with simple models differs from the conslusions reached by
Meng (1980), due, it seems, to some typographical errors concerning the sign of Bx in Stern's (1973) paper.

The possible appearance of B_ within the magnetosphere may, like B_, be considered as being due to
inter-hemispheric differences in th& flux tube tension on newly opened da%side field lines. As shown in
Figure (5), when IMF B_ is positive the flux tube tension resulting in poleward contraction of the newly
opened tubes will be greater in the northern than in the southern hemispheres (and vice-versa for
IMF B_ < 0), Consequently the poleward contraction rate of the tubes in the northern hemisphere will be
greater than in the southern hemisphere, and the normal flux through the magnetopause correspondingly less.
In other words, if we follow the 'ends' of the interplanetary field line following reconnection on the
dayside and consider where these 'ends' intersect the magnetopause at subsequent times, then the northern
end intersection should always, following reconnection, be displaced tailward of the southern end (for
IMF B - O, and vice versa for IMF B_ < 0), as shown in Figure (5). The effect is not dependent on the sign
of the IMF y component. It is clear that this displacement is equivalent to the imposition of a net x-
directed flux along the magnetospherc in the same direction as IMF B . In the tail at a given X, therefore,
the open lobe flux will be slightly greater in one tail lobe than thd other (greater in the northern lobe
than the southern for IMF B_ - 0 and vice versa for IMF B_ - 0), and consequent upon the fact that the two
lobe field strengths must be very nearly equal from pressire balance considerations across the central
current sheet, we then conclude that the central current sheet must itself be displaced in the z-direction
(southward, ie to -ve z for IMF B_ » 0 and northward for IMF B_ - 0). The displacements are likely to
be a few tenths of an R_ in magnifude. Within the near-Earth magnetosphere, however, the imposed cross-
magnetosphere x-directed flux may appear more straight forwardly as a perturbation field vector which
shifts the conjugate points of field lines in a manner consistent with Meng's (1980) observations, and
tilting the nightside field lines in a manner consistent with the north-south shitt of the central current
sheet in the tail.

Finally, before concluding this section we should point out that the x-component also appears to
exert significant control on particle access and precipitation in the polar caps. The effects on high-
energy solar particles have been extensively reviewed bv Paulikas (1974), while Mizera and Fennell (1978)

have revicwed low-energy magnetosheath electron precipitation, With regard to the latter, the presence
of the x—component results in the northern polar cap being magnetically connected te a hotter moagneto-
stieath electron population than the southern polar cap when the IMF B - 0 (away sector), and vice versa
tor IMF B - 01, This presumably accounts for Yeager and Frank's (1978) result that few 100 eV electron

fluxes ovdr the acrtnern polar cap are much more intense during away sectors than during toward sectors.




3-6

3. CONVECTION WITH IMF B, POSITIVE
3.1, Appearance of a new convection pattern for IMF Bz R 1T

Consideration of the simple dipole plus uniform field model indicates that a magnetically open
magnetosphere having the same topological characteristics as shown in Figure (1b) can occur for all orien-
tations of the IMF except due north, when a closed magnetosphere is expected for strictly steady conditions
(eg Dungey, 1963; Stern, 1973; Cowley, 1973; Yeh, 1976). Similarly, intensive theoretical investigation
of the reconnection process has failed to reveal any finite minimum angle between merging fields below
which reconnection cannot take place, independent of the relative magnitudes of the fields (Cowley, 1976,
and references therein). Consequently, we might then expect that as the IMF B_ turns from south to north
the high-latitude flows would decrease both in magnitude and in spatial extent” (consistent with decreasing
open flux in the tail lobes) but would remain qualitatively as shown in Figure (la). That is, we might
expect a weakening two cell pattern to remain, presumably dominated at sufficiently positive IMF Bz by
a closed field line two-cell flow driven by the magnetopause boundary layers.

This seems not to be the case., When the IMF B_ is sufficiently positive (a consensus of opinion
favours B_ 3 1 nT) a steadily accumulating body of evidence appears to indicate that a qualitatively
different " flow pattern occurs at very high latitudes, with a sunward-directed flow appearing in the noon
sector of the polar cap whose magnitude increases as IMF B_ increases. When IMF [B I < 1 nT only the two-
cell pattern seems to occur, the flow magnitude of which dépends upon the magnitude“of IMF By (Maezawa,
1976).

3.2. Observational evidence

Observation of sunward flow in the polar cap and related magnetic disturbances is relatively infre-
quent ( ¢ 102, say, of typical polar orbiting satellite passes), no doubt reflecting in part the unusual
nature of the IMF conditinns required to produce such flows, and in part the spatially restricted and very
high-latitude region in which they occur. Consequently, the experimental literature is sparse. In the
monoaxial 0GO-6 electric field data Heppner (1972) observed that a region of dusk-to-dawn electric field
occasionally appears in a localized region of the central polar cap when magnetic activity is low, as
sketched in Figure (6a) (see also Langel, 1975). However, in the absence of vector information it was
not possible to infer whether this was due to the occurrence of a qualitatively different multi-cell flow
pattern, or to a distortion of the usual two-cell flow, as was considered more likely by Heppner (1977).
Flows having a sunward component but primarily directed east-west can certainly occur in the dayside polar
cap, for example, as a result of the distortions of the 2-cell pattern associated with the IMF B_ com-
ponent discussed in the previous section (Heelis et al., 1976; Burch and Heelis, 1980). That this is not
the cause of sunward polar cap flows when IMF B_ 3 1 nT is indicated by the S$3-2 electric field measure-
ments presented by Burke et al. (1979), who foufd that the east-west flows were not large compared with
rhe sunward flows in such regions, and who argued on the basis of the extent of the region where such flows
were observed that they could not be due to a distortion of the normal two-cell system. Rather, they
suggested that a four-cell system was being observed, as sketched in Figure (6b). They also found that
such flow patterns occur only when the IMF B_ is positive, and that they always occurred in their data
set when B_ > 0.7 nT. From electric field meéasurements on balloons Mozer and Gonzales (1973) and Mozer
et al. (1974) had also inferred the existence of dusk-to-dawn electric fields in the high latitude polar
cap in a number of cases when the IMF Bz component was positive.

The analysis of ground magnetic perturbations has produced some conflicting results. Friis-
Christensen and Wilhjelm (1975) found that when IMF B_ > 1 nT the effects of the two-cell convection
pattern disappear entirely. There remains, however, a one-cell IMF B _-dependent DPY disturbance pattern
whose form and current magnitude is essentially the same as that whick occurs for B_ ¢ 0 (then super-
imposed upon the two-cell pattern), but displaced towards higher latitudes. Maezawi ?1976) found a
similar B_ dependence, but, on statistically removing this effect then found a two-cell flow pattern at
latitudes’above 78~ whose direction is the reverse of the 'mormal' pattern for IMF B_ < 0. Similar results
and their IMF Bz dependence were first reported by Iwasaki (1971), These results aré broadly in agreement
with the electric field observations of Burke et al. (1979) (which eg also show IMF B -dependent asymme-
tries), except that the lower-latitude 'normal' flow cells as shown in Figure (6b) aré not represented.
Maezawa's (1976) analysis may have been confined to too high a latitude (A > 78°) to have detected these,
particularly on the dayside, while Friis-Christensen's (1975) conclusions may have been affected by their
choice of baseline. More recently Horwitz and Akasofu (1979) have re-examined high-latitude magnetograms
for times of IMF B_ > O and have suggested that the perturbation pattern is quite consistent with the flow
pattern sketched in Figuer (6b). 1In particular they find that the region of sunward flow in the polar cap
at A = 85 occurs only in the noon sector and does not extend .nto the nightside hours as suggested by
Maezawa's (1976) results. On the nightside the ground magnetic perturbations are consistent with anti-
sunward polar cap flow but at a considerably reduced level to thut which occurs for IMF B_ < 0. It may be
noted that Burke et al's. (1979) observations of sunward flow also i zeneral appear to beé confined to
the dayside of the polar cap.

Most recently McDiarmid et al. (1980) and Saflekos and Potemra (1980) have presented observations
of 'transverse field perturbations' during periods of strongly positive B_ which show essentially identical
behaviour to Burke et al's. (1979) and Heppner's (1972) electric field obServations shown in Figure (6a).
The region of sunward flow appearsas an antisunward field perturbation in the northern hemisphere
(McDiarmid et al., 1980) and as a sunward-directed perturbation in the southern hemisphere (Saflekos and
Potemra, 1980). Again, we note that all such observations published to date occurred on the dayside of the
polar cap. It is to be emphasized that the perturbations associated with sunward flow are by no means
small, and appear to increase in magnitude as B_ increases, reaching 4000 nT in one case published by
McDiarmid et al. (1980) when IMF B_ probably had the unusually large value of 30 nT. The dependence on
B is illustrated in Figure (7) whére the maximun perturbation associated with the region of sunward flow
i8 plotted versus IMF B for the six satellite passes published to date for which IMF B_ is known. The
solid circles are from ficDiarmid et al. (1980), the open circles from Saflekos and Potefira (1980). By
comparison, it is known that the peak field perturbations associated with the sunward 'auroral zone' flows
(of the lower latitude cells in Figure (6b)) do not increase with IMF Bz' but instead appear to continucusly




fall from values of typically several 100 nT when IMF B is substantially negative to values 100 - 200 nT
when IMF Bz is substantially positive (egMcDiarmid et af., 1978a).

It is of obvious significance to know whether the region of sunward flow occurs on open or closed
flux tubes. McDiarmid et al. (1980) investigated this question by examining the pitch angle distributions
of energetic solar electrons which were present during the three passes with IMF Bz > 0 which they presented.
In one case, with IMF B_ ~ 9 nT, they found the region of sunward flow to be on opén field lines, as was
the surrounding region Of antisunward flow. All of the sunward 'auroral zone' flow is on closed lines,
together with part of the antisunward flow adjacent to it, as is usually the case (see Figure la). These
results are in apparent agreement with the observations of Burke et al. (1979) who indicated a rough posi-
tion of the polar cap boundary obtained from energetic electron data. In their diagrams the 'polar cap’
so defined appears to encompass both the region of sunward flow and the two adjacent regions of anti-
sunward flow as well. This may be the situation under normal circunstances. However in two passes .
observed during very disturbed conditions (B_ - 30 nT) McDiarmid et al. (1980) found that at least the major
part of the central region of sunward flow was unequivocally on closed field lines, while the surrounding
region of antisunward flow remained on open field lines.

3.3. Theoretical Interpretations

Interpretation of the sunward-directed flow in the polar cap has traditionally centred on the possi-
bility of magnetic merging between a northward-directed IMF and tail lobe field lines poleward of the day-
side cusp. A variety of descriptions of the process are then possible, depending upon whether the tail
lobe fields are taken to be open or closed, and whether a given interplanetary field line is taken to
connect with only one or with both lobes. Several possibilities are sketched in schematic form in
Figure (8). In Figures (8a - c) the interplanetary line connects to both lobes, while in Figures (8d - e)
it connects only to one. In Figures (8a, b, d) the lobes are closed, while in Figures (8c, d) they are
open. The numbers indicate the sequence of the merging process in each case.

The case shown in Figure (8a) corresponds to that described by Dungey (1963) for a strictly north-
ward interplanetary magnetic field. The field topology is that of a strictly closed magnetosphere
(eg a dipole field plus uniform northward field), except that the north and south neutral points must
presumably be imagined as being elongated in the dawn-dusk direction into lines so that finite flux trans-
fer can take place. The only field lines which connect both to the Earth and to the IMF pass through
these neutral lines, ie there is zero open magnetic flux. In the process depicted in Figure (8a) the
northward IMF on the dayside reconnects simultaneously in the northern and southern hemispheres, with the
net result that closed nightside flux tubes become closed dayside flux tubes. These dayside flux tubes
can then be transported back to the tail via the magnetopause boundary layers so that a steady state can
be envisaged. In the equatorial plane closed flux tubes 'appear' over a segment of the dayside magneto-
pause mapping to the neutral lines, along which a dusk-to-dawn electric field exists. These flux tubes
then flow tailward in a layer adjacent to the magnetopause before 'disappearing' again over a similar
nightside segment of the boundary of closed field lines. The convection cycle of these tubes corresponds
to the high-latitude two-cell system shown in Figure (6b). The ionospheric image of the neutral lines is
a line joining the centres of the two cells, the nightside to dayside flux transfer taking place as the
streamlines cross the line. The two lower latitude flow cells in Figure (6b) then correspond to an inner
part of the boundary layer flow where the flux tubes return to the dayside by flowing back through the
'middle’ of the magnetosphere connected to the lower latitude 'auroral zones' in the usual way. In this
system, therefore, closed flux tubes are transferred from the dayside to the tail via the magnetopause
boundary lavers and return to the dayside cither via the auroral zones or via the flux transfer process
depicted in Figure (8a).

Figure (8b) shows a simple variation on the above theme which may occur with either an IMF B field
or with a tilrted dipole. In this case the north and south reconnection processes do not occur simuf-
taneously on one interplanetary field line such that the two neutral lines are not magnetically connected.
In the case depicted in Figure (8h) the line is first connected to the northern lobe and field lines in
both hemispheres are temporarily open before connection occurs to the southern lobe. The ionospheric
image of the two neutral lines are theretore not now coincident, and between them there exists a "hole"
of oper magnetic flux. The flow in this hole will be sunward in direction as is readily seen on mapping
the dusk-to-dawn dirccted interplanet.i-v electric field along the open magnetic field lines into the iono-
sphere. The overall tlow pattern reme: as shown in Figure (6b).

In Figure (8c) the equivalent situation is shown for open tail lobe flux tubes, the latter being !
connected to downstream IMF lines having a differing orientation (southward as shown in the figure).
Here the net effect is to remove open flux tubes from the lobes and to increase the closed flux on the
dayside. The newly closed tubes are then swept back into the tail via the boundary laver flow. The mag-
netic topology in this case may be imagined to he that obtained by taking a dipole field plus infinitely
conducting sheet in the y - 2z plane on the dayside (as in the Chapman-Ferraro problem) and adding te i: a
weak southward-directed uniform field, such that the equatorial neutral line ring which occurs in the
ahsence of the sheet no longer encircles the Earth but is confined to the nightside, and terminates at
two equatorial neutral points on the sheet. The dayside magnetopause then resembles that of a closed
magnetosphere, with a bounded surface of field lines mapping from the southern to northem 'cusp' neutral
points (which we imagine as being extended into lines so that finite flux transfer can take place via the
process shown in Figure (8c¢)), whilce the nightside field remains that of a classical open magnetosphere.
The bounding field lines of the closed dayside magnetopause surface map from the northern and southern
'cusp' neutral lines to the termination of the equatorial nightside neutral line on the sheet, so that the
three neutral lines (northern and southern cusp and equatorial nightside) are magnetically connected. They
map in the ionosphere to a closed ring which encircles and bounds the region of open flux. Over a dayside
segment of this ring the electric field is dusk-to-dawn directed, corresponding to the flux transfer pro~
cess in Figure (8c), while over the remaining (nightside) scgment the electric field is from dawn to dusk,
corresponding to continued coanection to the downstream southward interplanetary field and continued
reconnection of the open flux tubes in the tail. The region of open flux thus continuously shrinks,
consistent with Faraday's law applied to this ring, and the end state is the closed magnetosphere of
Figure (Ba). This occurs with the closing around the nightside of the field lines mapping to the northern
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and southern cusp neutral lines, such that the equatorial neutra: .ine and the region of open flux simul-
taneously disappear. While the open flux tubes are in the process of disappearing the ionospheric flow
will retain antisunward flowsin the region of open flux tubes while the reversed high-latitude two-cell
system will emerge on the dayside. The flow will reverse in direction across the dayside open field line
boundary (mapping to the cusp neutral lines), which may appear peculiar at first, but it should be remem-
bered that this boundary will be moving polewards as the open flux decreases, at a rate somewhat in excess
of the antisunward flow speed on the high-latitude side of the boundary, consistent with net flux transfer
from open lobe tubes to closed dayside tubes. In this picture the sunward flow on the dayside is again on
closed tubes, but if the two cusp reconnection processes are not simultaneous, as taken in the above dis-
cussion for simplicity (ie the picture is modified to that shown in Figure (8b)), part of the sunward flow
adjacent to the original boundary of open flux tubes will also be on open tubes, as discussed above in
relation to Figure (8b).

The discussion so far has assumed that each incoming interplanetary field line connects, at least
eventually, with both northern and southern lobes. This process may occur when the IMF is very nearly
northward pointing, and the dayside sunward flow then occurs mainly on closed flux tubes as discussed
above, possibly relating to the observations of McDiarmid et al. (1980) when B_ =~ 30 nT. However, when a
significant IMF B_ field is also present, a given interplanetary line is likely to comnect with only one
lobe, as first panted out by Russell (1972) and discussed further by Maezawa (1976). In Crooker's (1979)
model only this latter process occurs; northward field lines never become connected to both lobes. The
process is illustrated for closed and open tails respectively in Figures (8d, e). In Figure (8d) closed
tail field lines become open dayside field lines so that the process is inherently non-steady and involves
increasing open flux, while in Figure (8e) open flux tubes are transferred from the lobes to the dayside,
the net amount of open flux remaining unchanged. The former case is that discussed by McDiarmid et al.
(1980) in relation to their observations of sunward flow on closed tubes. The latter case corresponds to
that discussed by Russell (1972) and Maezawa (1976), (see also Crooker, 1979). In both cases the iono-
spheric flow associated with the open dayside flux tubes will have a sunward component, but the field line
tension associated with the IMF B component will also introduce a preferred sense of azimuthal flow
(ie the Salgaard-Mansurov effect)’and asymmetric addition of the open flux tubes to the tail lobes exactly
as previously described in section (2). Although it is n¢t easy to depict in two-dimensional sketches
such as Figures (8d, e) connection of differing interplanetary lines may (but need not) proceed simul~
taneously in both northern and southern hemispheres since the dayside field lines shown do not lie in the
plane of the figure due to the presence of B_. For the case shown in Figure (8e) Maezawa (1976) and
Crooker (1979) suggest the possibility of continuous circulation of open flux tubes within the polar cap.
Maezawa suggests two cells, while Crooker suggests one, whose direction depends on B_. In the latter work
this cell coexists with the normal two-cell pattern when B_ is small but negative, aBd these in general
also coexist for positive B_. This type of continuous open flux tube circulation appears to agree with
the observations of Burke ef al. (1979) and McDiarmid et al. (1980) of sunward flow on apparently open flux
tubes, although a full account of the process remains as yet to be given. The remaining possible explana-
tion is in terms of a highly distort:d two-cell system, which has not yet quite been decisively rejected.
The observational picture, at least, should become clearer when more extensive observations of the iono-
spheric flow under positive IMF B_ conditions are analysed. In this regard integration of electric field
data to provide the electrostatic potential pattern would be especially useful.
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(a) (b)

Figure 1. (a) Sketch of the basic two-cell convection pattern observed under usual conditions, when the
IMF Bz 1s not strongly positive. The dashed line is the boundary of open field lines, and the antisunward
conveCtion just equatorward of it maps to the magnetopause boundary layers on closed field lines. The
flow in the vicinityof noon is represented as a narrow 'throat' structure in conformity with the observa-
tions of Heelis et al. (1976), but no attempt has been made to represent the 'Harang discontinuity' on
the nightside (see eg. Heppner, 1977). The coordinates are magnetic latitude and local time.

(b) Sketch of the convection cycle proposed by Dungey (1961) initiated by dayside reconnection
between the Earth's maguetic field and a southward-directed interplanetary magnetic field.
indicate the successive positions of a flux tube in the cyclic flow.
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Figure 2. Sketch of observed magnetospheric asymmetries associated with the IMF B component (a) in low
altitude polar flows (norther hemisphere shown), (b) in the geomagnetic tail, for”8_ > 0. When B_ < O

the asymmetries reverse in sense. These asymmetries are: (1) Local time displacemeth of the "th¥oat'

of flows into the dayside polar cap (?); (2) preferred sense of azimuthal flow in the dayside cusp;

(3) asymmetric polar cap flow speed; (4) dawn-dusk shift of the polar cap boundary; (5) auroral zone flow
speed asymmetry; (6) plasma mantle occurrence frequency asymmetry; (7) By field in the tail.
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Figure 3. Sketches of the effects of the IMF B_ component on magnetospheric convection on the dayside
and in the tail. y

(a) Schematic view of newly opened flux tubes on the dayside, illustrating the field line tension

T which results in oppositely directed azimuthal flows in northern and southern cusp regions. The case

shown is for IMF B_ > O and the flows reverse for IMF B_ < O. The dashed line represents the open field
line boundary. y

(b) Sketch of a cross-section through the geomagnetic tail, showing the IMF flux bundle (for
IMF B_. >0 as in (a)) which connects across the magnetopause at the location of the cut. Equal magnetic
flux and potential drops occur between each of the IMF lines drawn, and the magnetopause normal flux

asymmetry and applied electric field asymmetry are then indicated by the uneven distribution of the points

of intersection of the lines with the magnetopause. The asymmetry results from, and is continuous with the
azimuthal flow depicted in (a). The short dashed lines show the same equipotentials within the tail lobes;
these lines also represent projections of equipotential tail lobe field lines and alsoc plasma streamlines,
as indicated by the arrows. The long dashed lines indicate the boundary between the open tail lobes and
the central layer of reconnected field lines.
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Figure 4. Shown here are the streamlines in the northern auroral zone ionosphere obtained by mapping a
uniform sunward flow in the equatorial plane along equipotential closed field lines. In (a) a pure dipole
field has been used, while in (b) a 5 nT uniform B_ field has been added, and the field lines numerically
integrated. The dashed line shows the mapping of a¥circle at R = 14.93 (A = 757) in the equatorial
plane. In (b) note the dusk-dawn asymmetries in and near the dusk-dawn eridian and the local time
shifts in and near the noon-midnight meridian. The simultaneous asymmetries are reversed in sense in the
southern hemisphere, and are produced solely by the change in the mapping of the field resulting from the
presence of the By field.
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Figure 5. Sketch of the recomnection model in the presence of an IMF Bx field (and B_ < 0) showing the
unequal flux tube tensions on newly opened dayside flux tubes, and the Tesulting di-pfacement along the
x-axls between the magnetopause intersection points of the two 'ends' of the IMF f.eld line. The dis-
placement requires the existence of a net x~directed flux internal to the magnetosphere, which will result
in sunward-tailward shifts in the polar cap boundary and low altitude flow pattern, and a north-south
displacement in the central current sheet in the geomagnetic tail.

E(mvm™) 12
A

T 50

Dusk__\ N\ /\\DGW" 18 06
L/

85>
+-50 80

S—— 50
24

(a) (b)

Figure 6. Sketch of the electric fields and inferred flow pattern in northernhemisphere high latitudes
when IMF B > 1 nT. (a) Electric field pattern observed in a near dawn-dusk pass in the dayside part of
the flow. “Positive values correspond to a dusk-to-dawn electric field direction and sunward flow. Larger
values of antisunward flow are shown on the dawn side of the polar cap, corresonding in the northern
hemisphere to IMF B_ > O.

(b) Inferred flow pattern from polar electric field measurements, transverse magnetic field per-
turbation measurements, and observations of ground magnetic field disturbances for IMF B_ : 1 nT. The

pattern shown is symmetric about the noon meridian, but asymmetries occur dependent on 1fF B_ as indicated
above.
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Figure 7. Graph of the maximum transverse field perturbation observed in the region of sunward polar
cap flow versus IMF B_ for the six published passes where the IMF is known. Solid circles are from
McDiarmid et al. (19808), open circles from Sflekos and Potemra (1980). A positive correlation is evident.

(d) (e)

Figure 8. Schematic sketches of reconnection between northward directed IMF lines and open and closed tail
lobes. In (a) to (c) connection occurs to both lobes, not simultaneously in (b), while in (d) and (e)
connection of a given IMF line occurs to only one lobe due to IMF B_ although other IMF lines may similarly
be connecting to the other lobe. The numbers indicate the field 1ife sequence and the heavy dot the
location of the neutral line. The dashed lines indicate the flow in the vicinity of the latter. Case (a)
is that discussed by Dungey (1963), case (d) by McDiarmid et al., (1980) and case (e) by Russell (1972),
Maezawa (1976) and Crooker (1979).
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SESSION DISCUSSION

SESSION I — THE SUN, SOLAR WIND AND MAGNETOSPHERE

Chairman and Editor - Prof. S.H.Gross
Polytechnic Institute of New York
Route 110
Farmingdale, N.Y. 11735, USA

THE SOLAR ULTRAVIOLET SOURCE FOR THE 10NOSPHERE AND ITS VARIATION
by H.E.Hinteregger

J.S.Nisbet, US
It would be very useful for many purposes associated with ionospheric modeling to have simple solar indices based
on EUV measurements. It would be desirable, for example, to have an index of the intensities of those lines ionizing
the F region, others for the D and E regions, and one for thermospheric heating. These would be much more satis-
factory than current indices such as R; or Fyo4. Do you think these indices are possible?

Author’s Reply
My answer is either yes or no, depending on how we approach the problem. If the preparatory steps of the compu-
tational procedure include (a) all of the known spectral details of all relevant types of absorption and ionization
cross sections in connection with a fully detailed EUV reference spectrum and (b) detailed instructions for the
conversion of the reference spectrum into an equally detailed one for the required modeling date, based on the input
of date-peculiar values of several EUV indices such as those for at least three “‘classes’ described in my COSPAR
1980 paper, then one can provide any desirable ‘‘simple solar indices” such as those you mentioned or any desirable
others as well. My conviction is simply to emphasize that this desirable goal of simplicity should be accomplished as
a result of detailed computations, i.e., not via an irretrievable loss of detailed known aspects within the
computations.

J.Forbes, US
Wouldn’t the product of absoprtion coefficient times solar flux, integrated over the appropriate wavelength ranges
for the appropriate constituents, form a more physical data base for construction of indices to predict perturbations
in ionospheric and neutral atmosphere densities?

Author’s Reply
My answer to tiis question is to emphasize that both “simple indices™ and any desirable set of “‘composite indices”
could be produced most reliably as an appendix to detailed standard computations, indeed giving special results from
suitable programs accessing the physically most significant data base available. I have no comment on predictive
capabilities other than expecting progress from first studying variabilities in past observations.

R.Sharp, US
A comment on a possibly related phenomena that may be of interest to this group is that certain satellites are
showing anomalous long term warming trends which have been attributed to be at least partially due to thermal
control surface degradation associated with the unusually high EUV fluxes reported by Dr Hinteregger during this
current solar cycle.

Author’s Reply
I cannot offer any specific comments on either long-term warming or surface-degradation. In general terms, let me
just repeat that both the conventional solar activity indices and the EUV irradiance measurement have indeed shown
that the present solar cycle has a maximum much higher than the previous cycle 20.

SOLAR RADIATIONS AND THEIR INTERACTIONS WITH THE TERRESTRIAL ENVIRONMENT
by G.Schmidtke

H.E.Hinteregger, US
Dr Schmidtke (Paper No. 2) mentioned calculations of ionospheric response to solar EUV variations published by
Roble and Schmidtke; I believe their use of an invariant model of the neutral atmosphere in connection with
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otherwise very advanced ionospheric modeling details reflects the great persisting difficulties of a proper treatment
of the very complex intertwinement of neutral atmospheric and ionospheric response to solar EUV varniations. This
complexity indeed increases drastically from the upper F, region downward, in the F, and E regions in
particular.

Author’s Reply
The study by Roble and Schmidtke has been conducted further applying the MSIS atmospheric model [ Schmidtke,
Ann. Geophys., t. 35, 141 (1979)]. The conclusions are still the same as derived from the static atmospheric model.
However, it is true the problems involved are of such complex nature, that these studies must be considered as
being at an early stage, yet.

E.R.Schmerling, US
Nature seems to have partly solved the difficult problem discussed by the two last speakers in providing two surpris-
ingly good indices: the sunspot number and the 10.7 cm flux. We now need to make further progress in two
directions:
1. To develop our understanding of the sun; to understand the generation of sunspots and the production of the
10.7 ¢cm emissions.

2. To provide a theoretical framework for the formation of the ionosphere that accounts for:
(a) The solar radiation that controls the neutral atmosphere.
(b) The solar radiation that ionizes the neutrals. ;
(¢) The effects of coupling-in the solar wind.

From such a theoretical framework it should be possible to derive a model with indices better than the sunspot
number or the 10.7 cm flux, based on an understanding of the physical interactions of the sun with the earth’s
environment and the variability of the solar emissions.

Author’s Reply
It must be recalled that the successful application of those indices to stratospheric modeling was performed by semi-
empirical fitting to a large amount of experimental data from mass spectrometers and incoherent scatter stations.
The application of the models to other periods are not always satisfactory [Schmidtke, Space Research XIX, 193
(1979)]. Because of the complexity involved and of the different physical backgrounds of the indices mentioned
compared to the EUV, I do not see a realistic way to construct the theoretical framework requested.

Supplementary answer by H.E.Hinteregger
Let me just emphasize what I believe to be the most relevant requirement for future “‘theoretical” model develop-
ments, i.e., to retain all known aspects of all known spectral detail of solar emissions and cross sections, etc., within
the computational structure of any modern theoretical program and to try to obtain the various desirable goals,
such as specific “simplicity” from a given viewpoint, or better theoretical transparency as results of continuing
research in the future.

MAGNETOSPHERIC AND IONOSPHERIC FLOW AND THE INTERPLANETARY
MAGNETIC FIELD
by S.W.H.Cowley

A.Egeland, No
During substorm activity in the dayside cusp aurora both optical and magnetic activity correlate both in time and
magnitude with night-time activity, and probably less closely with the Interplanetary Magnetic Field (IMF). Would
you comment on that? Do you believe that IMF is more important for the dayside cusp during quiet than disturbed
conditions?

Author’s Reply
There seems little doubt that some magnetospheric processes, notably substorms, are not related on a one-to-one
basis with IMF conditions, in the sense of an IMF “trigger” for substorms, although negative IMF B, is necessary
to predispose the magnetosphere to substorms. In the dayside cusp we should expect to see responses both to
substorms and more directly to IMF conditions via magnetic connection of cusp field lines into the solar wind. Only
the latter effects were discussed in the paper due to the emphasis on direct solar-wind-ionosphere coupling, but it is
certain that direct response to the IMF and to substorms both occur. I think we still have a lot to learn about the
high-latitude dayside region and the relative importance, the relationship and the interaction between the two j
sources of influence which you mention. I don’t think we can be definite about these points at the present time.
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J.Forbes, US
What is the response time-constant associated with full shifts of the asymmetric pattern of the polar ionospheric
current system following a change in direction of B»y and how small is this compared to the average time hetween
changes in the sign of By?

Author’s Reply
In general the solar wind B, and By field components are governed by the Archimedes spiral direction and the
section structure, so that By can have a preferred sign for many days on end. However, within each sector By can
fluctuate in sign on shorter time scales, such that, for example, within a given sector of positive By one will often
find hourly averaged By fields which are negative. With regard to the magnetospheric-ionospheric response time to
changes in By, 1do not think that this is as yet well determined experimentally. but if one considers for example
the response time for changes to occur on newly opened flux tubes in the dayside cusp then the time scale should be
very rapid, corresponding to the time scale for Alfven wave travel between the dayside magnetopause to the
ionosphere, which is minutes. On the other hand, for the asymmetry patterns to develop fully throughout the
magnetosphere one may have to wait for time scales of the order of the convection time scale, which is hours. By Is
often constant in sign on such time scales, however.

M.Lockwood, US
Recently published observations from Atmospheric Explorer C indicate that convection flow reversals do not always
occur at the boundary of the open field lines. Can you explain how this arises”

Author’s Reply
Antisunward convection occurs on open field lines over the polar cap and on adjacent closed field lines mapping into
the boundary layer. The flow reversals, therefore, actually occur on closed field lines, at least in and near the dawn-
dusk meridian. There seems no reason to suppose that reconnection at the dayside magnetopause and viscous
interaction are mutually exclusive processes, and observations show pretty clearly that both occur. The real
question is the relative importance of these processes, measured in terms of their contribution to the
cross-magnetosphere potential. Information on this is rather hard to come by, but under normal conditions it seems
that they may be roughly comparable in importance, each process contributing a few tens of kV. During disturbed
times the cross-magnetosphere potential may go as high as 200 kV, reconnection then probably being completely
dominant.

J.S.Nisbet, US
Satellite measurements in the cusp show that cusp currents are present at all times although they increase with
increasing B,. Does this not mean that the basic ionospheric current systems associated with the four cell
convection pattern are always present even though they may only be seen in electric field and magnetometer
measurements 107% of the time when they become large?

Author’s Reply
No, I don’t think it does. I don’t see any evidence to suggest that small high-latitude cells occur in the polar cap
under usual conditions, and that these simply become bigger as B, gets more positive. It is, | suppose, just possible,
but I think it much more likely that the 3 or 5 cell patterns are due to a new process occurring when B, gets rather
positive as [ discuss in the paper. Ishould also mention that the cusp currents are very different in direction for
B, positive ({, InT) and negative. In the latter case the resulting transverse field perturbations are largely east-west
directed depending upon IMF By, consistent with a distorted two-cell pattern. In the former case, they are pre-
dominantly noon-midnight directed, consistent with a 3 or 4 cell pattern.




MAGNETOSPHERIC INFLUENCES ON THE IONOSPHERE ‘

H. Kohl
Max-Planck-Institut fir Aeronomie
3411 Katlenburg-Lindau 3, FRG

SUMMARY

The magnetosphere influences the ionosphere mainly at high latitudes where magnetospheric particles,
electric fields and waves have direct access to the fonosphere along the linking magnetic field lines.

The resulting effects like production of ionisation by penetrating particles, fast convection due to elec-
tric fields, heating by dissipation etc. make the high latitude ionosphere basically different from that at
lower latitudes and certainly much more variable. A number of the prog'lems Tike the polar cap ionosation,
the formation of the trough, the energy input from Joule heat and others will be discussed,

1. INTRODYCTION

The subject of ionosphere-magnetosphere coupling is a very wide one and here only a few problems can be i
discussed, but more aspects of the subject will be presented by several authors in this symposium, e.q. !
by Axford, Cowley, Brekke and others,

In general the magnetosﬁhere influences the ionosphere by particles, electric fields and plasma waves origi-
nating in the magnetosphere and propagating downwards., The penetrating particles produce ionisation and
optical emissions, the electric fields make the ionosphere above about 150 km to take part in magnetospheric
convection, and they also induce electric current flows in the lower ionosphere. The waves associated with 1
Pc5 effects are an example of plasma waves of magnetospheric origin that are effective in the ionosphere.
A1l of the three phenomena also deposit energy in the ionosphere or upper atmosphere.

2. PARTICLES 1

Mainly particles in the energy range below some tens of keV are responsible for producing ionisation. Some-
times harder particles penetrate deeper and cause anomalous D-layer fonisation.

Fig. 1 shows calculated ion/electron production rates for different energies (Banks, Chappell and Nagy,
1974). It can be seen that soft particles produce fonisation higher up than hard particles. This is not
only because particles of lower energy get stuck in the atmosphere after a few jonizing collisions, but
also because the cross section for fonisatfon is larger for low ener?y electrons, It can be clearly seen
in Fig. 1 that at 200 km height, for instance, 10 keV electrons are less ionizing than 1 keV electrons. In
general F-layer {onisation is produced by particles around 1 keV and below, while E layer jonisation needs
electrons of about 10 keV, ﬂ

It may be noted that the model calculations shown in Fig. 1 have been performed in a very sophisticated way
including the rltch angle distribution of the fncident particles, pitch angle scattering, the contribution
of secondary electrons and so on. -

Fig. 2 (Xnudsen, Banks, Winningham and Klumpar, 1977) shows an fonisation rate vs. height profile for dif-
ferent regions of the polar ionosphere. Measurements of energetic particle fluxes, which were considered
typical, were used together with calculations Yike in Fig. 1 to derive such curves. The results show that
particles can produce fonisation rates of the same order as EUV-radiation in the auroral oval and in the
cleft, which is the region where the ma?netic field 1ines are connected to the dayside boundary of the
magnetosphere and where magnetosheath plasma has more or less direct access to the magnetosphere and

even to the {onosphere.

It is also possible to do the reverse operation, that is to deduce from observed electron density vs. height

profiles the flux and energy spectrum of fncident electrons. One has first to derive the {onisation pro- i
duction rate from the measured electron density using assumptions about the loss rate, and then, so to

say, expand the production rate into a series of functions of the kind shown in Fig, 1. The coefficients

of the expansion form the energy spectrum. Of course, this procedure is only possible when sunlight is

absent, because otherwise it can not be distinguished between particles and EUV as causes, A further

restriction is that at greater altitudes diffusion increases and complicates the relation between elec-

tron density and production rate. An example {s given in Fig. 3, where the electron density was measured

by the Chatanfka Radar in several beam directions. Direction "D" goes right through an auroral arc and

the corresponding energy spectrum has the hardest particles (Vondrak and Baron, 1976).

Sometimes, during proton events for instance, particles in the MeV range penetrate to very low altitudes
and produce anomalous D-layer ionisation. Fig. 4 is an example measured by the Chatanika Radar (Watt, 1975).
The production rate Q was calculated from proton flux measurements by the 1971-089 satellite; the effective
loss coefficient scwas determined as the ratio of production and density.

The energy that {s carried by the motntingepartichs {s finally converted into heat, except a small
fraction that s into optical emissions, T

tens of md/mt for the region above 100 km during particle events, This {s about
{nput from solar radiation,

amount of such heat releases is tymcany o:d the 0!‘2:: g: .
the same order as a




6-2

' 3. CONVECTION DUE TO ELECTRIC FIELDS

Electric fields map down from the solar wind along open field lines and produce a potential drop across

the polar cap that leads to an antisunward convection of the ionospheric plasma above about 150 km. Mow-
ever, the electric field can not be kept restricted to the polar cap, but it will spread out to lower lati-
tudes, The formal reason is that curl E = 0; but the mechanism that determines the electric potential dis-
tribution towards lower latitudes is the anisotropic conductivity, which together with the condition of
divergence free current flow leads to the well-known two cell convection pattern. For more detailed ex-
planation see Vasyliunas (1975) and for details about the shape of the pattern Cowley (this volume).

It may be noted here, that the extension of the electric field to lower latitudes is limited by the in-
fluence of the ring current. At the fnner edge of the ring current east-west gradients in particle density
occur that lead to field-aligned currents. Vasyliunas (19?2) has shown that this process is equivalent to
a strong increase in integrated Hall conductivity shielding the electric field from low latitudes. Fig, 5
shows results of a model calculation for the case that the equivalent Hall conductivity is ten times the
real one. It can be seen that at the inner edge of the ring current, which was assumed at several L-values
in the calculation, the north-south electric field drops by more than an order of magnitude.

The velocity of the convection at F-layer heights is about | km/s depending on the degree of disturbance.
This high velocity leads to several consequences that make the behaviour of the high latitude ionosphere
much different from that at medium latitudes. They will be discussed now.

Firstly, an anomalously high loss rate can result fram the large difference of speed between the charged
particles and the neutral gas. This is equivalent to an increase of temperature, because for a charge e -
change reaction between an ion and a neutral it is unimportant whether the relative velocity is due to
random thermal motion or bulk motion. Banks, Schunk and Raftt (1974) found that the rate of the reaction
0" + N, NO" +« N is increased by a factor of 3 for a convection velocity of 1 km/s and by a factor of

18 for2 km/s compared to zero velocity and T = 1000 K. It is evident that such strong changes in rate
coefficients can appreciably affect the F-layer electron distribution.

A question that is related to F-layer convection is what causes the fonisation over the polar cap in win-
ter. Fig. 6 shows measurements from ISIS 2 over one orbit from midnight to noon in winter (Whitteker,
Shepherd, Anger, Burrows, Wallis, Klumpar and Walker, 1978). In the lower part the electron density varia-
tion is drawn for several altitude levels and the upper part gives energetic electron fluxes from three
energy channels. At A=78° on the noon side there is a pronounced maximum of electron density at all heights.
It corresponds very well with a peak in the electron precipitation in the lowest energy channel. This is in
agreement with the above mentioned result that the F-layer fonisation should be mainly produced by electrons
at about 1 keV and below. The region of this maximum is the so-called cleft which has been mentioned in
relation to Fig. 2. Above the polar cap the measured electron density is about an order of magnitude lower
than at the cleft, while the soft electron flux is smaller by about two orders of magnitude. Thus, it

seems that the polar cap F layer can not completely be explained as a consequence of precipitation. Al-
ternatively, one has to discuss what the antisurward convection that moves ifonisation from the dayside

cleft across the polar cap contributes to the electron density above the cap. Possibly the ionisation ob-
served there is originally produced in the cleft and then spread over the cap. The difficulty with this idea
is that if the convection across the cleft is fast, say 1 km/s, then all ionisation produced there will be
swept over the a few hundred kilometers wide cleft region within a few hundred seconds into the polar

. cap, and one would not expect such a pronounced cleft maximum to develop. On the other hand, & slow con-

) vection means that a maximum can build up, but it would take a long time to move the ionisation across the
polar cap and it would decay in between. I do not see an obvious solution of this problem. It must, how-
ever, be remembered that Fig. 6 shows one particular orbit, which allows us to discuss typical problems,

But by no means it represents a standard high latitude F-layer, which is something that hardly ever
exists.

A further problem related to convection is the existence of a region of low F-layer electron density equa-
torwards of the auroral oval, the so-called trough, which is most pronounced on the nightside, Several ex-
planations have been suggested including vibrational excitation of N, (Schunk and Banks, 1975 and the
above mentioned anomalously high loss rate due to the relative bulk 3eloc1ty between ionisation and neu-
tral air (Banks, Schunk and Raitt, 1974). Here another point shall be discussed. Fig, 7 shows a schematic
convection pattern, on the right hand side seen from an observer rotating with the earth and on the left
hand side seen from an observer from outside. That means, on the left side of the diagram the rotation
velocity of the earth is added. On the evening side of the left hand pattern a stagnation point appears,
which means that the westward convection is cancelled by the eastward rotation of the earth. In the left
hand side of Fig. 8 the same situation is presented close to the stagnation point in a schematic way. The
dots on the flow 1ines denote the distance over which a plasma volume moves in hourly intervals. It can be
seen that Tower latitude flow lines just corotate with the earth, while the high latitude flow joins mag-
netospheric convection. In between there is a region where plasma moves slowly from the dayside into the
nightside, then swings around and slowly flows back. On the innermost flow line on that graph it takes

11 hours for the plasma to move from the 18h meridian to the stagnation point. The idea is that it is this
long time that makes the electron density decay by recombination and, thus, causes the trou?h. The right
hand side of Fig. 8 shows the result of a model calculation by Sqiro. Heelis and Hanson (1978). The devel-
opment of a sharp trough is clearly seen. Of course, this can only explain the trough formation at the
evening side. Other processes, as mentioned above, may be responsible elsewhere.

4, ELECTRIC CURRENTS CAUSED BY ELECTRIC FIELDS,

The same electric fields that cause the convection of the ionosphere above 150 km produce electric currents
at Tower altitudes. This happens because the electrons still have the same convection velocity (E x B)/B?
while the fons as a consequence of increasing collision frequency now move slower and in a different di-
rection, which means that an electric currents is set up. Such a current will release Joule heat in the
lower {onosphere, but it is only that component of the current parallel to the driving field that contri-
butes to Joule heat, because according to Pointing's theorem the only way to draw energy from an electric

-
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field is to have a field parallel current.

The amount of Joule heat under disturbed conditions can be easily larger than the solar EUV-input. Fig. 9
shows results from measursments with the Chatanika Radar (Brekke and Rino, 1978). The Joule heat was de-
rived from measurements of the electric field and the fon velocity. The peak energy dissipatfon is

100 mi/w* in the altitude region above 90 km. This is clearly more than the solar EUV input, although the
latter is difficult to compare, because it is also variable and one has to know the spectral range that
is absorbed above 90 km. A reasonable estimate may be 10 or 20 mW/m?, Such high Joule dissipation, how-
ever, occurs only sometimes and in a Timited spatial area. Nevertheless, Joule heat is probably of im-
portance for the total energy balance of the upper atmosphere.

This is not only true for the high latitude atmosphere, but is also relevant for lower latitudes, as Joule
heat produced in the auroral atmosphere can be transported equatorwards by gravity waves and wind circula-
tion. These latter phenomena are set up when the ene input leads to a heating and expansion of the upper
atmosphere. A drastic heat release on a short time scale will excite gravity waves, wh'lqe a more steady
heating will generate a neutral air circulation system. Fig. 10 shows neutral air compositions for several
orbits of ESRO 4 (Jacchia, Slowey and v. Zahn, 19;7) during disturbed conditions. It is obvious that an
atmospheric distortion spreads from high latitudes over the whole globe and the wave-like structure is
apparent on the graph.

An interesting approach has been made by Schlegel and St. Maurice (in press), who also used the Chatanika
Radar and measured electron and ion temperatures. Fig. 1! shows their result for an active period. It turns
out that both temperatures are very well correlated with the electric field. However, at an altitude of
137 km the temperature increases are strong in fon temperature but not in electron temperature, while at
112 km the opposite happens. Here Te is dramatically peaking at 1400 K.

The behaviour of the ions is understandable, although temperatures of up to 1700 K at 137 km were not ex-
pected. The maximum of the ion velocity parallel to the E-field should happen to be at about the upper gate
i.e. at 137 km. This is because at altitudes well above this level the ions more or less perform an

E x B/B2-drift perpendicular to E, while at much Tower alt{tudes, e.g. at 112 km, collisions are so frequent
That the ion velocity is small, Thus, it is not surprising that the fon draw much energy from the E-field at
137 km, but not at 112 km.

The situation is different for the electrons. They should join the E x B/BZ - drift at both altitudes with
a negligible velocity component antiparallel to the electric field. In order to explain the discrepancy to
the observations Schlegel and St. Maurice have worked out a theory that involves an additional energy in-
put from the dissipation of plasma instabilities. In my interpretation that would mean that such insta-
bilities finally lead to a velocity component of the electrons antiparallel to the E-field or, in other
words, the electrons can contribute appreciably to Pedersen conductivity. If this is true, then, Joule
heating in the lower £ region can be roughly twice as high as has been thought so far,

5. WAVES

Only one example for waves of magnetospheric origin may be mentioned here, STARE (Scandinavien Twin Auroral
Radar Experiment) does Doppler-measurements of instabilities in the auroral E-1a{er, which are interpreted
in terms of an £ x B/B* - drift of the electrons. During Pc5 events a regular behaviour of the spatial velo-
city pattern was observed, Fourier analysis of both north-south and east-west components of the velocity
was performed in the time domain for each spatial point of the observation grid and the result presented
in graphs 1ike Fig. 12 (Villain, to be published). An interesting polarization pattern is achieved, The
upper left of the figure shows a counterclockwise elliptical polarization, i.e. the velocity vector or the
corresponding E-vector rotates with the period of the pulsation. Then there {s a region of linear polari-
sation and finally of clockwise elliptical polarization. This is in agreement with theoretical considera-
tions by Southwood (1974), who derived this kind of polarization behaviour for the time before noon from

a field line resonance model.
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Fig. 12
during a Pc5 event. In the upper left the vector
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wise, in between it oscillates Vinearly (after
Villain, to be published).
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IONOSPHERIC DISTURBANCES

OF MAGNETOSPHERIC ORIGIN
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ABSTRACT

Various types of coupling between magnetosphere and ionosphere are distinguished. Some
phenomena occurring in connection with geomagnetic disturbances give a clear evidence of
magnetosphere-ionosphere coupling. The displacement of the midlatitude trough of the
ionosphere to lower L values (lower latitudes) with increased geomagnetic activity,which is
shown on the basis of AEROS-B observations, corresponds to a similar displacement of the
plasmapause. Some of the related observational facts may give a hint at underlying
processes. The large-scale magnetospheric convection is demonstrated by theoretically
derived pictures of streamlines. Though there is general agreement on the explanation of
the plasmapause in terms of these motions, certain characteristic details depend on
various factors. From some crude approximative relationships an expression for the
location of the plasmapause in dependence on Kp is obtained. Ionospheric storms require
various processes, involving electrodynamic coupling in the vositive phase of the storms
and varying composition of the atmosphere in the negative phase.

1. INTRODUCTION

The regular behavior of the ionosphere is determinend by ionization processes, by
mechanisms of decay of ionization, and by some state of worldwide motion. Ionization is
due to solar UV and corpuscular radiation that is preferably incident at high latitudes.
Disturbances of the ionosphere may be caused by solar events that affect the incident
radiations or they may originate from magnetospheric phenomena, which ultimately are also
the result of variable solar influences.

The following section 2 gives a short list of coupling processes linking the ionosphere
with the magnetosphere. Section 3 deals with the midlatitude trough of the ionosphere
and the magnetospheric plasmapause. The trough and the plasmapause offer a clear case of
evidence of a relation between magnetosphere and upper ionosphere (F2 layer). The trough,
on the other hand, is also interesting as separation line between midlatitide and high
latitude ionosphere, both showing quite different characteristics. In section 4 large-
scale magnetospheric motion is discussed with a view at the plasmapause as the boundary
between regions of closed and open magnetic field lines. The boundary is known to shift
with varying , in other words, with varying solar wind intensity. Ionospheric storms,
i.e. F2-layer storms accompanying geomagnetic disturbances, are the subject of section 5.
Positive and negative phases of these storms seem to be expressions of quite different
processes.

2., BASIC COUPLING PHENOMENA

The magnetosphere is characterized by the presence of atmospheric plasma and the geo-
magnetic field and by the validity of the laws of magnetohydrodynamics. Since these laws
are still valid in the upper ionosphere, down to roughly 150 km, there is a strong
electromagnetic coupling between ionosphere and magnetosphere. (Some authors even
consider the IonoupEere from 150 km up as part of the magnetosphere, despite the typical
ionospheric processes observed there.) In consequence of the coupling the large-scale

motions of the magnetosphere lead in the ionosphere to an electric field, to drift motions,
currents and modifications of the ionosphere (electron density and vertical structure).

Precipitation of particles from the magnetosphere is another source of ionospheric

phenomena. Protons are precipitated at higher latitudes on field lines passing through

the radiation belt of ring current region. Disturbances, e.g. the penetration of protons ,
in the energy range 1 to 100 keV from the magnetotail into the ring current region with

presence of thermal plasma, may cause instability, perhaps cyclotron instability with a

fall-out of the fast particles,

A variety of magnetospheric phenomena can lead to a deposit of ener in the ionosphere.
Currents and motions in the ionosphere, resulting from eIecEromaqnegic coupling, may, for
example be accompanied by a dissipation of energy in the lossy medium, Particles incident
from the ring current deliver their kinetic energy (at geomagnetic latitudes around and
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beyond 60°). Waves originating in magnetospheric instabilities, perhaps in connection
with corpuscular events, are another carrier of energy. Deposit of energy means heating
and possible modification of ionospheric chemistry. An elevation of the turbopause with
an increase of the concentration of diatomic molecules at a particular height might
result from the temperature increase. Processes of this type apparently play a role at
middle and high latitudes.

Diffusion of charged particles at a large rate takes place at latitudes beyond the iono-
spheric trough, where field lines extend into the magnetospheric region of low plasma
density, the 'plasma trough' of the magnetosphere. Plasma departing from the polar region
with a fairly high velocity (~ 10 xm/s) and consisting of light ions with electrons has
been observed and is called the ‘'polar wind'. At night the ionization decay in the iono-
Sphere may entail a diffusion of plasma from higher altitudes into the lower F region.

3. IONOSPHERIC TROUGH AND PLASMAPAUSE

The midlatitude trough (MLT) is an electron density minimum quite striking in observations
©f the topside ionosphere over a range of geomagnetic latitudes around roughly 60°

(NESKE, 1978). At night it is almost always observed and even seen at F2 maximum or below.
In daytime it is preseat frequently, but not at all local times (see table 1l). The
appearance during the day is more common at higher altitudes ( > 2500 km); a light-ion
trough (LIT) may be seen at lower altitudes.

Remarkable is the displacement of the MLT to lower geomagnetic latitude with increasing
geomagnetic activity. MLT and plasmapause are located nearly on the same field line shell,
i.e, at the same value of the MCILWAIN parameter L, varying in the same way with Kp.

Fig. 1 shows the L values in dependence on K,. The dots indicate locations of the MLT at
night according to measurements on the satelgite AEROS-B in 1974 and 1975(NESKE and KIST,
1974; SPENNER and DUMBS, 1974) .Empirical approximations for the position of MLT and
plasmapause based on results of various observation techniques are also represented. The
steeper solid line in Fig, 1 refers to a theoretical approach discussed in the next
section. The trough is in the average found at slightly lower L than the plasmapause.The
good correspondence seen on a statistical basis is however not evident in the course of
disturbances, which involve some time delay.

Table 1

PLASMAPAUSE / MIDLATITUDE TROUGH OBSERVATIONS

LOCATION OCCURRENCE PROPERTIES / MOTIONS DEPENDENCES
L35.5 % PERMANENT Te - reax LITTLE DIURNAL VARIATION \/
PLASMAPAUSE Leb-5V MO AFTERNOON BULGE (MIDLAT.) 7 iy, = (8.47-0.18x,) £0.27 LY/
ArTERNOON BuLGE (EquaToriaL) X
DAY <i% L Hl & [pisaPears wear 06 LT -4 [recuas v DIFFICULT TO DIuFNAL X
TROUGH >1500 wn (= 12(1y) REOBSERVABLE NEAR 15 L7—{—[01STINGUISH n seasomaL K
=26l % hpir.ugr ¥ AT L eony & SCINTILLA- oniversaL Time O
uiner with wicHer ko O |pirrenences 1o Lir it
L= mnumg;)é f"s - PEAK INDICATES LOCATION Lpp = 5.64-(0.78+ 0.12)V1_F‘
e -
PLASMAPAUSE c-de it s PERMANENT DURING MAGNETIC sToRMs [] Lpp = 5.7 - 0.47 x, X
L= K g’g) RECOVERY, TIMES OF DAYS AFTER
L= 3.5 -P5.5 (umomienn) sTORMS [\
NIGHT
>} KM L-g.gglnmcnr)* 00 - 03 L1 :>% 3% Te - PEAK A1) NO APPERENT ON LONGITUDE (
TROUGH <20 L=, uiGHeR During winter () |sTeerem ence poLewarp (O DIURNAL/MO SEASONAL ¥
L=3-6 O EQUATORWARD MOVEMENT 0.1 L/w 3 |ur
LOCATION SOUTH OF SCINTILLA- WiDTH DECREASES WITM INCREAS-
TION BOUNDARY O NG xg § Vo
v POLEWARD WALL CORRESPONDS TO THE L, * 5.64-(1.0920.22)Ve [ 3
pbusk tzﬁ &%ﬂ‘,’f}“’vv EQUATORWARD ELECTRON PRECIPITA- | T o g3 . LoV, L4
PLASMAPAUSE PERMANENT T10M REGION ¥
o L= 35V Dusk : N0 BULGE (MIDLAT.) )y
DAwN/ BULGE (EQUATORTAL
DuUSK
TROUGH Loann < Lousk O 602 ¥ DUSK : NO BULGE ¥ DEPTH : DU vzu-n (soUTHERN
DAWN : SEASONAL (SUMMER mtuan)*l"‘""mn
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The variation of the positions of plasmapause and trough during geomagnetic storms is
shown in Fig.2. A rapid onset of the displacement and a much slower recovery (in
comparison with the recovery of Kp) are apparent. Emptying the plasmapause seems to be
much faster than refilling it. The L value of the plasmapause (Lpp) in Pig. 2 was
determined indirectly from a maximum of the electron temperature gn the upper ionosphere.

In Table 1 observations referring to the plasmapause and the MLT are listed. Particularly
interesting is the persistent appearance of a maximum of the electron temperature at the
nighttime MLT. In daytime there is no such coincidence.

The plasmapause is the boundary of thermal plasma in the magnetosphere. Outside, only a
very low density of thermal plasma is observed, but energetic (suprathermal) particles
can accumulate.Presence of both thermal and suprathermal particles at the same location,
perhaps near the plasmapause, is supposed to lead to cyclotron instability with particle
precipitation and supply of wave energy to the ionosphere. The same process has been
known as a possible cause of stable auroral red (SAR) arcs near 40° latitude.

The MLT is by some authors thought of as the transition between the region of ionization
by UV and corpuscular ionization. This seems to be compatible with the idea that the
plasmapause, located at nearly the same L, confines the region that contains suprathermal
particles. The electron temperature maximum may be connected with energy deposit from the
instability near the boundary. A consequent change of the composition of the ionosphere
may offer an alternative explanation of the trough (cf. Section 5). For discussions and
references concerning the present topics see the review articles by CHAPPELL (1975), BANKS
(1975 and 1979) and THORNE (1975).

4. MAGNETOSPHERIC CONVECTION

The plasmapause ist generally explained as a field line shell separating closed field lines
from field lines that are at least some time during the day open (or widely streched out).
Field lines are supposed to 'move with the plasma’'. The motion consists of two parts: a
circulatory convection caused by the solar wind and rotation with the earth., Streamlines

in the equatorial plane (Fig. 3) were developed in accordance with this idea. Fig. 3
(OBAYASHI and NISHIDA,1968) shows the typical picture of the equatorial plane. The
streamlines are at the same time equipotential lines, The dashed line is supposed to be

the plasmapause. Voltages are noted in kVv. The figure is not based on strict analytical
derivations.

An analytical or numerical derivation seems to be possible only with severe simplifications.
The laws of stationary magnetohydrodynamics to be used are ]

ﬁ + ; X § = 0

v x B - (o}

or

vV x (3 X 5) = O,

The ionosphere is considered as the bottom surface of the magnetosphere and is characterized
by its two-dimensional conductivity tensor, which may also be given in a simple fashionl,
A reasonable assumption for the surface current density in the ionosphere is i

9+.1=o0.

In place of a boundary condition at the magnetopause it is common to assume a homogeneous
electric field in the polar cap of the ionosphere corresponding to a 'polar cap voltage'.

Equipotential lines calculated in this way by various authors are represented in Figs.4 - 7
(see the references in the captions). The equipotential lines are again streamlines. It

has to be noticed that Fig. 4 shows convective motion only, as seen from the rotating
earth, In Figs. 5 - 7 the rotation is included. Fig. 4 shows motions in the ionosphere

from 50° geomagnetic latitude up. Fig. 5 represents equipotential lines in the equatorial

. plane for a motion model similar to that of Fig. 4a, though in some respect refined. In

i these figures a dipole magnetic field was for simplification assumed. Figs. 6 and 7,

, referring to the equatorial plane were obtained with a more realistic magnetic field, in
particular paying regard to the magnetotail. Empty spaces in these two figures are due to

a failure of the computational method in certain regions.

The ionospheric conductivities (HALL and PEDERSEN conductivity) used in Fig. 4a varied
smoothly with location, whereas in Fig. 4b enhanced conductivities in the auroral zone
were assumed. This led to an increase of the electric field in the auroral zone and a
decrease at lower latitudes. The electric field at lower latitudes (L < 4)can be even \
| more reduced by various effects. Thering current can cause a reduction (VASYLIUNAS, 1972)
i and certain boundary conditions may act in the same sense (cf. next paragraph). As a
( consequence there should be nearly no influence of the magnetospheric convection at lower
latitudes (L < 4), The effect of field reduction, however, depends on the time constant
of the state of motion. Dynamic (or other) processes seam to prevent the reduction for
time constants ¢ 1 hr. This means that disturbances of such a duration (e.,g. substorm

—
usually without regard to the diurnal variation.
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phenomena, ionospheric storma, and magnetic DP2 disturbances) may well penetrate to the
lower latitude ionosphere.

Table 1 presents two examples of convective velocities as function of L, again calculated
with extreme simplifications, but not based on a homogeneous field in the polar cap
(POEVERLEIN, unpublished). Velocities at the boundary were prescribed instead. The
relative velocities in the ionosphere (L = 1) are found to depend decisively on boundary
conditions. Short time constants seem also in the present model to support penetration
to low L [case a) of table 2]. The limiting time constant depends on coupling between
plasma and neutral gas in the ionosphere, thus increasing at night.

Table 2

Calculated convection velocities
in the equatorial plane

Two examples

Maximum Maximum
radial velocity azimuthal velocity
(outward) (eastward)
L ]
relative : position relative | position
value l value :
]
] o !
a) 10 1 ! 0 0 1 -
-1 | oo
4 1.79.1071 | 1,8° 4.38:102 | 110.1°
- - l
~1 1.80.1072 1 21,3° 1.54.10~2 | 190.1°
: -t
b) 10 1 | 106.6° 7.340107" 21,8
4 7.14:1072 | 102,1° 7.89.1072 1 17,7°
I
| -
~1 0 H - 1.39.10°% | 0o°
| 1

The motion models calculated by LANDSCHULZ (Figs. 6 and 7)indicate a significant change
with increasing polar cap voltage, i.e. with increasing Kp. For higher Kp a separate flow
loop appears. This may with additional processes (LEMAIRE, 1974; LANDSCHBLZ, 1976) be the
reason for detached plasma islands cutside the plasmasphere - though an alternative
explanation of the islands by plasma removal is found in the literature.

Pictures of streamlines in the equatorial plane for various polar cap voltages should
indicate how the position of the plasmapause varies with the polar cap voltage.
Identification of the last closed streamline with the plasmapause in pictures for four
values of the polar cap voltage (2V_) that LANDSCHULZ represents lead to Fig. 8. The L
values were chosen for midday and °m1dn1qht and are certainly very inaccurate since the
last closed streamline is not well defined and no attention was paid to the pecularities
of the streamline pictures. At the right side of Fig. 8 an appropriate Kp scale 1is
introduced. A voltage of approximately 28 kV is seen to correspond to the quiet state
(K. =0),

P

In some theoretical pictures of equatorial streamlines theres appears a stagnation point
of the flow on the last closed streamline. The L value of this stagnation point may be
used to denote the position of the plasmapause and to derive an approximative expression
for its dependence on Kp. Perfect symmetry may be assumed in a crude approximation.

At the stagnation point the convective velocity v equals the rotary velocity:

Ve RELw

with the earth's angular velocity w. The solar wind velocity has been found to be roughly
proportional to Kp+5 (VASYLIUNAS, 1968). If a certain fraction of the corresponding
electric field enters the magnetosphere it generates a velocity near the magnetopause
that is

E
v -
w o By

[ v Snguanptns




or, leaving the numerical factor open,

s
Vmp - (Kp+5) Lyp

. Numerical examples such as case b) in table 1

3
y oL
M Lwp

as a crude approximation. The given relationships with elimination Of v and v and

with the magnetopause situated at L

suggest MP

adjustment of the numerical factor yleld MP
2 o 135

This approximation of the plasmapause position is represented in Fig. 1 (cf. the related
treatment by VASYLIUNAS, 1968).

S. IONOSPHERIC STORMS

Ionospheric storms (F2-region storms) occur in connection with geomagnetic storms. In
general two phases of the ionospheric storm are observed: an initial increase of N_F2
for a few hours, called the positive phase, and a decrease for two or more days, the
negative phase. Individual storms, however, can be quite varied. The appearance depends
to some extent on geomagnetic latitude, season, and local time. At fairly low latitudes
there is only a positive phase. The negative phase is stronger in summer than in winter.
The total electron content also shows some variation, increase and decrease. The two
phases are not coincident with the initial and main phases of the geomagnetic storm.
The transition in the two types of disturbances does not seem to be of the same origin.
For material and references on ionospheric storms refer to a recent review paper by
PRULSS (1980).

There i1s no doubt that an ionospheric storm is a complex phenomenon, built up of several
processes. A geomagnetic storm is initiated by a compression of the magnetosphere.
Descending motion of the ionospheric plasma i1s to be expected from the extension of the
disturbance E-field into the ionosphere, i.e. electrodynamic or electromagnetic coupling.
An ensuing compression of the ionosphere would primarily mean an increace of the electron
concentration.A descent of plasma all around the earth is however unlikely. It would be
accompanied by an unrealistically strong increase of the magnetic field strength - if
field lines 'move with the plasma'. There may be a descent (or compression) on the day
side in conjunction with an ascent on the night side. An ascent of F2-layer plasma at
night means a reduction of the ion loss rate, again with the consequence of an increase
of the electron concentration. Height displacements of 100 km or more may well be
possible. The calculated relative velocities of case a) in table 2, the case referring to
short-time events, indicate a displacement of 100 km for a shift of the magnetopause at
10 Rg by nearly 1 Rg.

The long-lasting negative phase of ionospheric storms can be ascribed to an increased

loss rate, which is expected from a deposit of energy in the ionosphere. The energy supply
presumably is at least partly due to particle events in the magnetosphere. Particles
incident from the magnetotail or from the cleft may enter the ring current region or
penetrate through the plasmapause. The question to which extent the enerqgy deposited in
the ionosphere comes from Joule heating and from deceleration of particles still requires
further investigation.

For the process by which the deposited energy affects the loss rate there are again various
possibilities. Increased temperature enhances the rate of the reaction between Ot and N2
with subsequent recombination. An excitation of N; molecules acts in the same sense. The
decisive process, however, seems to be an increase of the N, concentration due to the
energy deposit that may contribute to turbulent mixing. An increase of the Ny concentration
and a decrease of the O concentration support the loss of ions. Very good examples of
parallel variations of the maximum electron concentration and the O/N, density ratio in
negative storm phases are shown by PRULSS (1980). It might be emphasized that the second
phase of the storm has a complex nature, Transport phenomena and large scale circulation
are essential for it.

The variations of the O/N; density ratio are limited to middle and high latitudes. In
stronger storms the low latitude limit, though, is shifted equatorward. No O/N,; variations
are observed in connection with positive storm effects This may characterize them as the
result of a displacement of ionospheric plasma,
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Fig.5

Model of equipotential lines
in the equatorial plane
(Obayashi and Nishida 1968)
Potentials are given in kW

Equipotential contours at high latitudes in the ionosphere (Vasyliunas 1970)
a) without enhancement of the conductivity,
b) with enhanced conductivity from 65° to 72° latitude.
Relative values of the potential are given,

Theoretical model of
equipotential lines

in the equatorial plane
(Volland 1975)




Equipotential lines in the equatorial plane (Landschulz 1976)

Fig. 6

Equipotential lines in the equatorial plane (Landschulz 1976)
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ABSTRACT

It has recently been discovered that an important form of coupling between the magnetosphere and the
ionosphere occurs through acceleration mechanisms operative in the high altitude ionosphere on magrietic
field lines connecting to the auroral zone. Energetic ion mass spectrometer data from within these
auroral acceleration regions are presented to illustrate the characteristics of the mechanisms. Observa-
tions of ionospheric plasmas in the ring current, the distant plasma sheet, and the magnetotail lobes are
shown illustrating the extent of their circulation and the importance of their contribution to the plasma
in each regime. Finally the precipitating plasmas in the auroral region and the extent and peculiar ef-
fects of the O component of that precipitation on the ionosphere are illustrated.

t. INTRODUCTION

Until recently research in ionospheric physics and magnetospheric physics have proceeded relatively inde-
pendently, although it has of course long been recognized that the magnetosphere provides major energy
inputs to the ionosphere, particularly in the high latitude regions of auroral particle precipitation and
the joule heating driven by the magnetospheric electric fields. Newly discovered coupling mechanisms
between the two regimes have emphasized that they in fact form a mutually interactive system and that
neither regime can be understood without an understanding of the other. The most dramatic new evidence
of this coupling is found in the high altitude auroral ionosphere and will be described in this repert.
Other processes act in other regions. A historical review and detailed discussion of the state of our
current understanding in this area is contained in the NASA report entitled "Dynamics Explorer™ (Hoffman,
1978) which describes the next major thrust in research in this field. This will be a dedicated mission
to specifically investigate the interactive nature of the magnetosphere-ionosphere system with two simul-
taneous satellites making coordinated observations.

This paper will briefly describe some of the characteristics of the recently discovered ionospheric ac-
celeration mechanisms. We will then show how the circulation of the energized ionospheric ions through-
out the magnetosphere can be traced through the use of a newly developed class cf plasma Jiagnostic in-
struments known as energetic ion mass spectrometers (Balsiger et al., 1976; Shelley et al., 1378:. We
will then show how the energized ionospheric ions, particularly the 0 1ions, precipitate back into thre
ionosphere and affect it in ways that are not expected on the basis of pure proton precipitati:n,

2. AURORAL ACCELERATION REGION

The 53-3 satellite was launched in the summer of 1976 into a polar orbtit with an ap pee ¢ = L
This was the first scientifically instrumented satellite to explore this region and ! 4.3 ..ered a num-
ber of phenomena that affect our basic understanding of plasma physics as well as iocat.ne the scurce of
the much-sought-after auroral electrun acceleration mechanism (Shelley et ai., 197+, M rer et a.., 1577,

Torbert and Mozer, 1978; Mizera and Fennel, 1977).

Quasistatic electric potential drops of the order of 10 kV were found to be a commonly occurring phenome-
non in this plasma regime (Croley et al., 1978: Sharp et al., 1979; Cladis and Sharp, 197G¢). These po-
tentials act to violate the frozen-in field condition which has been extensively employed to analyze the
dynamics of the hot magnetospheric plasma and othe~ n~)-sma physics processes ranging from fusion reactors
to astrophysical systems (Falthammar et al., 1978). The potentials preferentially occur in such a direc-
tion that they energize precipitating auroral electrons and accelerate ambient ionospheric icns and in-
ject them in large quantities into the magnetosphere (Shelley et al., 1976; Ghielmetti et al., 1978a,
1979). This injection represents a direct form of ionospheric- magnetospheric coupling that profoundly
affects the plasma dynamics of the entire magnetosphere, so we shall examir: the process here in some
detail,

Figure 1 from Shelley et al. (1976) shows data from the Lockheed experiment on the S3-3 satellite on 13
July 1976 in one of the acceleration regions. The top panel shows the pitch angle of the inst:ument xiew
direction. The two center panels show the response of an energetic ion mass spectrometer to C and H
ions respectively. The energy per charge of the measured ions is indicated. One sees sharply peaked
pitch angle distributions corresponding to ions streaming up éhe fﬁeld lines from_‘he ionosphere. The‘
flux intensely cogrespsnding to the pqu response is 0,3 X 107 (cm” sec ster keV) for the 1,28 keV O
ions and 0.7 x 10~ (em” sec ster keV) for the .94 keV H 1ions., The lowest panel shows electron fluxes
{n the energy range from 0.37 to 1.28 keV. One sees that the electron loss cones are substantially
widened and deepened in the region of the upflowing ions relative to the adjacent regions. This is the
signature of a quasistatic electric field parallel to the magnetic field along the electron's trajectory
between the satellite and the atmosphere (Sharp et al., 1979). Such signatures are a common feature in
the 533-3 satellite data. They are generally found in association with broad regions of upflowing ions,
low frequency wave turbulence and fleld aligned currents (Mozer et al., 1980), A mass-per-unit-charge
spectrum measured at 1.28 keV/e for the upflowing fons at about 0715:47 UT 18 shown in Figure 2. One
sees that the entire flow consists of 0 and H® ions with no significant He® or He'* present. This is
typical of most of the upflowing ion events although occasionally a measureable he component is encoun-
tered.



An example of a second class of ionospheric acceleration mechanism not specifically associated with qua-
sistatic parallel electric fields is shown in Figure 3 (Sharp et al., 1977a). The upflowing ions in this
event result from a process acting primarily transversely to the magnetic field. The pancake-like dis-
tributions resulting from such a transverse acceleration fold inwards as the particleg move upward adia-
batically in the diverging geomagnetic field resulting in the observed maxima at "1300 pitch angle. This
is often referred to as a "conical™ pitch angle distribution. This class of phenomena has also been ob-
served at lower altitudes from the ISIS satellites (Klumpar, 1979) and from a rocket experiment (Whalen
et al., 1978) in association with intense electron precipitation events.

For ease in discussion we will refer to the upflowing ion events without a detectable minimum along B in
their pitch angle distribution as "beams" to distinguish them from the "conics". However, as discussed
by Ghielmetti et al. (1978a) and Gorney et al. (1980) the ability to detect such a minimum depends
strongly on the specific experimental parameters. Both types of distributions are consistent with com-
bined parallel and perpendicular acceleration processes, although they exhibit considerable differences
in their morphologies (Gorney et al., 1980).

During quiet times (Kp < 3) the conics are observed with constant frequency in altitude above ~1000 km
consistent with their being energized at approximately that altitude. Their local time distribution max-
imizes on the dayside and may be associated with the low altitude extension of the polar cusp (Gorney et
al., 1980). Beams on the other hand are observed primarily above 5000 km in the pre-midnight sector
(Ghielmetti et al., 1978a; Gorney et al., 1980)., 1In more active times (Kp 2 3) conics also appear to be
generated in this high altitude evening sector (Gorney et al., 1980).

The ion beams are often found in association with broad inverted-V shaped potential structures such as
the one illustrated in Figure 4. 1In this event the magnitude of the quasistatic parallel electric field
both above and below the satellite has been determined from an analysis of the electron distributions
(Cladis and Sharp, 1979). The circles and triangles denote the potential difference below the satellite
determined independently from the loss cone widths and depths respectively. The squares denote the total
potential difference which includes the potential difference above the satellite.

It is of interest to compare the magnitude of the potential difference below the satellite with the
energy spectrum of the upflowing ions in order to determine the importance of the electrostatic contri-
bution to their energization. In this example, the upflowing ions were almost entirely protons. The ion
energy spectra measured on satellite spins 2, 3, and 4 (which were identified on Figure 4) are shown in
Figure 5. Data from both the Lockheed ion mass spectrometer and the Aerospace Corporation electrostatic
anlayzer on S3-3 are shown. The mass spectrometer provides only a three point energy spectrum on each
spin (718 seconds). The electrostatic analyzer provides more spectral points and, since in this example
the flux is dominantly of one species, there is no ambiguity introduced by the lack of mass discrimina-
tion. The Aerospace analyzer is mounted on the spinning spacecraft such that it samples the upflowing
ions about 5 seconds before the Lockheed ion measurements and the times at which the potentials were de-
rived from the electron distributions. The more complete spectrum determined by the electrostatic ana-
lyzer exhibit peak fluxes at energies roughly comparable to the potential below the satellite determined
from Figure 4 at the appropriate times, i.e. at points on the abscissa about one~fourth of a spin period
prior to the numbered spins. The fewer Lockheed points are consistent with the peaks being at somewhat
higher energies 'n spins 2 and 3 and at lower energy on spin 4, as would be expected from Figure 4. The
data suggest L °. electrostatic acceleration was the dominant mechanism in this instance. However, it
should be noted that the energy spectrums are broader than would be expected for a pure electrostatic ac-
celeration and imply that some additional energy transfer process is taking place.

Collin et al. (1980) have made intercomprisons of the 0" and H® constituents of the upflowing ion events.
This study was conducted in the evening local time sector, during primarily quiet times, for events with
ion energies greater than 500 eV. Under these conditions Gorney et al. (1380) report that almost all the
events are beams rather than conies. For the Collin et al. study a few wide conics (pitch angle distri-
butions 2 50 FWHM) were deleted from the sample base in order to focus on a single phenomenon.

A comparlson of the average energies of the upflowing 0* and H" ions observed during the same events is
shown in Figure 6. The oxygen ions are seen to be systematically more energetic than the protons. The
ratio of average energles for the data set shown was 1.7. An examination of the pitch angle distribu~-
tions of the two species shows that the o* ions also had significantly wider beam widths than the B,
histogram of the occurrence probability versus the half width (at half maximum) of the beams is shown in
Figure 7.

These data (Figures 6 and 7) allow us to make an estimate of the relative importance of the transverse
and parallel contributions to the energization of the observed ions. From the results of Ghielmetti et
al. (1978a) and Gorney et al. (1980) we know that essentially all the energy in the upflowing beams is
acquired above “5000 km. If the ions derived as much as 50% of their energy from a purely transverse ac-
celeration, theg theiropltch angles in the altitude range of this study (6000 to 8000 km) would be
greater than 39 to 30" respectively. From Figure 7, therefore, we can infer that the bulk of the proton
energy was derived electrostatically in agreement with the inference from Figure 5. Since the electro-
static process is mass independent, the added O  energy shown in Figure 6 could have resulted from their
having entered the parallel field region at a lower altitude or from some ..dditional mass dependent mech-
anism. In the former case the O 1ions would be expected to have narrower cone widths and to be acceler-
ated to detectable energies (> 500 eV) at a lower altitude than the H'. As we see in Figure 7 the O
beams are in fact wider tban the‘H beams, and Ghielmetti (1978b) has reported that the relative fre-
quency of occurrence of O and H was not significantly dependent on altitude. We can infer therefore
that the additional energy of the O beams relative to the H beams derives from some mass dependent
transverse acceleration mechanism., Candidate mechanisms have been proposed by Lysak et al, (1980) in-
volving resonant wave-particle interactions and by Lennartsson (1980) involving fluctuating or small
scale transverse electric fields.




To summarize this section we conclude that the magnetosphere-ionosphere coupling in the auroral accelera-
tion region proceeds through at least two mechanisms; one energizing the ions transverse to the magnetic
field and one parallel. The parallel mechanism can be attributed to electrostatic acceleration. For the
ion beams we conclude that the parallel mechanism is primarily responsible for the proton energization
and the transverse mechanism preferentially acts on the O ions and provides, on the average, about half
of their energy.

T

3. PN TRCULATION

The circulation of the energized ionospheric ions resulting from the above described acceleration mechan-
isms is best studied with the data from the International Sun-Earth Explorer (ISEE). This satellite has
a near equatorial orbit with a high apogee (23 R.) and penetrates all of the diverse magnetospheric plas-
ma regimes., Its energetic ion mass spectrometer (Shelley et al., 1978) allows us to utilize the O com-
ponent of the upflowing ion streams as a tracer of the ionospheric ions since this species does not ori-
ginate to a significant extent from any other source.

An illustration of the extent of the energetic 0" contribution to the hot plasmas of the inner magneto-
sphere during active times is shown in Figure 8. This is one result of a synoptic study including all of
the principal magnetic storms that occurred during approximately the first year of the ISEE experiment
(Lennartsson et al., 1980). The measurements covered the energy per charge range from 0.1 to 17 keV/e
and pitch angles in the interval 90 + U457, Data near the peak of DST or in the early recovery phase of
10 magnetic storms were utilized covering the full range of local time. Each sample represents the aver-
age of the data over a radial distance of 71 RE‘

The histograms represent the fraction of the measured number density in the form of O+. The remaining
density was primarily H . He and He  were typically less than a few percent. The effects of the back-
ground on the density have been treated in two extreme manners represented by the solid and dashed histo-
grams., The most probable frequency of occurrence is expected to lie in between the two. We see that
there is a wide range of O compositions extending to well over 50% of the total density. When we con-
sider that some fraction of the H also represents plasma of ionospheric origin we see that the coupling
to the ionospere i3 a major determinant of the plasma dynamics of the inner magnetosphere during magnetic
storms.

Moving from the inner magnetosphere to the distant magnetotail we show as an example in Figure 9 the ISEE
data during a 90 minute interval on 2 March 1978 (Peterson et al., 1980). The satellite was in the plas-
ma sheet at a geocentric radial distance of 19 R_. at 03 hours local time. Kp was 3*. The plasma sheet
is generally characterized by a high temperature plasma (kT tyigally of the order of a few keV) under-
going strong flow (bulk velocitigg typically of the order of 10" km/sec). Number densities are typically
in the range of a few tenths (cm °) (Akasofu et al., 1973). The data in Figure 9 have been averaged over
four angular ranges centered on the directions indicated in the insert. (The spacecraft spins with the
instrument's view dirgction approximagely in the equatorial plane). "Earth" represents earthward flowing
plasma, etc. The He data and the O data above 2 keV/e (represented by dots) did not have sufficient
statistical precision to subdivide into quadrants and have been averaged over 360 .

One sees in Figure 9 that #" is the dominant constituent in terms of number flux; the 0" however forms
46% of the number density in the energy range below 17 keV. He is a useful tracer of plasma of solar
wigg origig as O is for plasma of ionospheric oslgin (Balsiger et al., 1980). The presence of both the
He and O suggests that some fraction of the H in this example is of solar, and some of ionospheric
origin.

The large o* density indicates that independent of the origin of the H*, the distant plasma sheet is at
times significantly populated by ions of ionospheric origin. No statistical studies of the plasma sheet
composition have yet been completed so we do not have a quantitative measure of how often the O contri-
bution is as high as it was during this period. Preliminary indications are that it is not a frequent
occurrence. The H component typically dominates both the flux and density in this energy range in the
distant plasma sheet.

This generalization is not true however for the magnetotail lobes. In this regime the plasma is typi-
cally in the3form of streams with low temperatures (kT of the order of 10 eV), and low densities (of the
order of 107~ cm °) (Sharp et al., 1980). This is a dramatically different population than that of the
plasma sheet,.

Figure 10 shows the result of a statistical study of approximately 70 hours of data when ISEE was in the
central magnetotail lobes during the Spring of 1978. Each "case" in the histogram represents the obser-
vation of an ion stream of the indicated species with properties similar to those noted above. The mea-
surements pertain only to the energy range above 100 eV. The peak flux intensity in the bulk flow direc~
tion (approximately tailward) is indicated on the abscissa. The frequency of occurrence of such streams
dgring the period of the study was 10.7 + 1.4% for tge H* ions and 16.6 + 1.7% for the 0* fons. Thus the
0" streams were more frequently occurring than the H streams and, as we see in Figure 10, they had on
the average a somewhat higher flux intensity. A detailed analysis of the properties of these central
tail lobe streams (Sharp et al., 1980) suggests that they are a different population than the magnetotail
boundary layer plasmas which are primarily of solar origin, and that both the O and H constituents are
probably ionospheric, originating from acceleration mechanisms similar to those discussed above, which
operate to produce the polar cap auroral arcs (Burch et al., 1979).

b, PRECIPITATION

The ISEE results have demonstrated the ubiquitous nature of the i{onospheric plasma throughout the mag-
netosphere, A3 a consequence of the large O content in the trapped plasma population, particularly
during magnetic storms, there is also a large 0 content to the precipitating plasma and this leads to
some interesting consequences for the high latitude ionosphere where this energy source {s significant.
Figure 11 shows the result of a study of the precipitating ion fluxes in the energy-per-charge range from
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0.7 to 12 keV/e during the maggetlc storms of 16-17 December 1971 at ~0300 hours local time (Johnson et
al., 1975). We see that the O ions provide the dominant portion of the precipitating energy flux in
this energy range over a substantial latitudinal interval. In contrast to precipitating energetic pro-
tons the O ions lose their energy primarily through momentum transfer collisions with the ambient oxygen
atoms (Tor: et al., 1974). They deposit this energy at F region altitudes in the form of heating. The
measured O precipitation rates during major storms are such that the energy deposi*:d by them in the F
region is comparable to the solar energy input (Torr and Torr, 1979). Because this energy is deposited
at a higher altitude than would be expected for precipitating protons, some "anomalous" storm time pheno-
mena in the F region may now be understood.

Figure 12 taken from Maier et al. (1975) shows plasma and airglow parameters as measured from ISIS-2 on
18 December 1971 during the same magnetic storm as discussed above. The measurements were made in the
region of a SAR arc which i3 evident as the 700 R peak in the 6300 g intensity at L = 3.1. Note the high
ion temperatures (over 6000 K) associated with the arc. These are "anomalous" in the sense that they are
not expected from the thermal electron conductance model of the SAR arc without some independent mechan-
ism for heating the ions (Rees and Roble, 1975).

Observations over this same SAR arc were made with an energetic ion mass spectrometer on the 1971-89A
satellite approximately 3 hours later in local time and 4 hours later in universal time (Sharp et al.,
1977b). The precipitating particle fluxes were very low, as expected from spectral purity considera-
tions. That is, the lack of 5577 R emission in SAR arcs typically establishes an upper limit on the
energetic electron and proton precipitation. Precipitating ion fluxes did exist however as predicted by
the currently accepted model for the formation of the arc (Cornwall et al., 1971) which involves pitch
angle diffusiog of equatorially trapped energetic lons into the loss cone. The 1971-89A measurements in-
dicated that O was the dominant constituent of this precipitation. The peak response_ias obserged in
the 8.6 keV energy channel and the estimated precipitating O+ energy flux was about 10 ergs/cm  sec,
The detailed modeling necessary to establish whether this flux i{s quantitatively consistent with the ob-
served enhanced ion temperatures has not been carried out. Rees and Roble (1975) have however modeled a
SAR arc assuming an ad hoc topside ion heat flow into the region of the arc and find that ion tempera-
tures comparable to those found here can be obtained with an energy input of about an order of magnitude
less than was provided by the O in this case. We therefore suggest that the ion temperature peak in
Figure 12 represents the first direct observation of the effects of precipitating 0" ions on the high
altitude ionosphere.

5. SUMMARY AND CONCLUSIONS

We have shown that a direct and important coupling between the ionosphere and the magnetosphre occurs
through at least two acceleration mechanisms operative on magnetic field lines connecting to the auroral
zone. One mechanism electrostatically accelerates and precipitates both thermal and plasma sheet elec-
trons, causing auroral arcs and inverted-V precipitation regions. It simultaneously accelerates thermal
ions from the ionosphere and injects them upward into the magnetosphere.

Another class of phenomena primarily acts to energize the transverse component of the ion energy and also
acts preferentially on the O constituent of the ionospheric plasma. The subsequent adiabatic motion of
the transversely accelerated ions along the diverging magnetic field lines transports them upward into
the magnetosphere. In some, perhaps all, of the ionospheric acceleration regions both mechanisms appear
to be acting simultaneously.

The principal ion species accelerated from the ionosphere are H* and 0* and the 0" ions form a convenient
tracer of these processes since they do not originate to any significant extent from the other principal
source for the magnetosphere plasma; the solar wind. The energized 0 ions are found throughout the mag-
netosphere including the distant magnetotail where they form the principal component of the central tail
lobe plasma streams and a lesser but still significant component of the distant plasma sheet. These
plasmas convect inward and mix with the directly injected ionospheric plasma forming the ring current,
which is often dominated by plasmas of ionospheric origin in the energy range observable with the present
generation of instruments (E/Q < 32 keV/e).

The precipitation of the ring current oxygen ions causes an anomalously high rate of heating in the upper
ionosphere since they stop at higher altitudes than go protons of comparable energies, and deposit their
energy in a region of low heat capacity. Thus the O circulation pattern both begins and ends in newly
recognized ionospheric disturbance phenomena, and in its course involves all of the diverse magneto-
spheric plasma regimes,
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ABSTRACT

Results of an ionospheric model program are presented which demonstrate the extreme variability of the
steady state, daytime, ionospheric F-region electron density and ion composition due to both neutral
atmospheric changes with solar cycle, season and magnetic activity, and to the effects of ionospheric
drifts caused by perpendicular electric fields. Consideration is given to the time history of the
ionospheric plasma as it undergoes convective motion due to the combined effects of co-rotation forces and
electromagnetic forces, which results from the mapping of the magnetospheric cross-tail electric field to
the rotating icnosphere. A simple model of the convection pattern is described. The model calculates the
net effect of the tendency for the plasma to co-rotate about the geographic pole and ghe E x B velocity
induced by a perpendicular electric field mapped to a circle centered about a point 5 anti-sunward of the
geomagnetic pole and oriented such that the equipotentials are parallel to the noon-midnight meridian.

This convection pattern shows the generally accepted features of high latitude convection, but because of
the offset between the geographic and geomagnetic poles a marked universal time dependence in these
features is predicted. The results of a camparison of the convection model with ground-based incoherent
scatter radar measurements from Chatanika and Millstone Hill are shown to be in good general agreement. In
addition, differences in the convection pattern between the northern and southern polar ionospheres are
shown to be important, particularly in the case of asymmetric magnetospheric electric fields. Finally,
maps are shown of the modelled ionospheric coamposition and density for a convecting polar ionosphere
demonstrating the formation of commonly observed features such as the mid-latitude trough and the polar
hole, and their dependence on universal time.

1. INTRODUCTION

The characteristics of the ionized regicn extending outwards from the Earth starting at an altitude of
about 60 km differ considerably at high latitudes compared to low and mid latitudes. All three regions are
generally called the ionosphere, but some workers regard the high latitude ionosphere as the earthward
boundary of the magnetosphere. The difference between the low, mid, and high latitude regions is related
to the dynamical processes acting within these regions, which are determined by the plasma, electric field,
and magnetic field environments that surround these regions. These environments comprise the Earth's
magnetosphere, which is shown schematically in Figure 1. The ionosphere at low and mid latitudes is
contained in the region labeled the plaswasphere, a torus-shaped volume that surrounds the Earth and
contains a relatively cool, high density plasma. The dominunt processes affecting the plasma in the
plasmasphere are photochemical reactions and ambipolar diffusion. The main source of ionization and
heating in this region is related to solar EUV radiation. The plasma in the plasmasphere corotates with
the Earth, but it can also flow along geamagnetic field lines from one hemisphere to the other. In the
equatorial plane, the plasmasphere has a radial extent of about 4 R_, and its boundary, called the
plasmapause, is marked by a large decrease in electron density as you leave the plasmasphere. The
plasmapause is essentially the boundary between plasma that corotates with the Earth and plasma that
doesn't.

At high latitudes photochemical processes and ambipolar diffusion operate just as they do at low and
mid latitudes. However, additional procerses are also important in this reqion, such as production and
heating of ionospheric plasma due to energetic particle precipitation from the plasma sheet and polar
cusps, the escape of plasma from the topside ionosphere along 'open' geamagnetic field lines (the polar
wind), and the disruption of corotation due to electric fields of magnetospheric origin.

Owing to the interaction of the shocked golar wind with the geamagnetic field, an electric potential
difference is generated across the tail of the magnetosphere, with the resulting electric field pointing
fram dawn to dusk (cf. Stern, 1977). This cross-tail potential difference is typically 76 kilovolts, but
can vary from 20 to 120 kilovolts depending on the level of geomagnetic activity. Except for isolated
regions and brief periods, the geamagnetic field lines are equipotentials due to the high electrical
conductivity along field lines. Consequently, this cross-tail potential difference is mapped into the high
latitude jonosphere as an electric field that is directed perpendicular to the geamagnetic fig*d. At
ionogpheric heights, this perpendicular (or convection) electric field is_;ypically 25-50 mVm in the
polar cap (Banks and Doupnik, 1975}, but can be much greater than 100 mVm in restricted latitudinal bards
(Heelis et al, 1976; Smiddy et al, 1977; Spiro et al, 1978). Only the high latitude ionosphere is
influenced by the magnetospheric electric field, since most of the time the ring current provides an
effective shield for the plasma within the plasmasphere.

Over the last several years we developed a theoretical model of the convecting high-latitude
ionosphere in order to determine the extent to which various chemical and transport processes affect the
fon campogition and electron density in both the sunlit and dark hemigpheres {(Banks et al, 1974; Schunk and
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Banks, 1975; Schunk et al, 1975, 1976; Schunk and Raitt, 1980). From these studies, as well as those by
Knudsen (1974), Knudsen et al (1977}, Spiro et al (1978), Watkins (1978) and Brinton et al (1978), it is
apparent that the high-luatitude ionosphere can, by varying degrees, be influenced by solar EUV radiation,
energetic particle precipitation, diffusion, thermospheric winds, electrodynamic drifts, polar wind escape,
energy-dependent chemical reactions and magnetic storm induced neutral composition changes.

In our most recent study {(Schunk and Raitt, 1980), we improved our high~latitude
ionospheric-atmospheric model so that we could study the solar cycle, seasonal, and geomagnetic activity
variations of the daytime high-latitude F layer. The improvements included updating the various chemical
reaction rates, the adoption of the latest solar EUV fluxes measured by the Atmosphere Explorer satellites,
the adoption of the most recent MSIS neutral atmosphere model (N_, O_, O, He), and the adoption of the
Engebretson et al (1977) atomic nigroqeg modgl. Alfo, our theoretical model was improved by including N
and He 1in addition to the ions NO , O2 B N2 and O .

In parallel with the improvement of our high-latitude ionospheric-atmospheric model, we developed a
simple model of high-latitude plasma convection (Sojka et al, 197%a, b; 1980a, b). Our convection model
includes the offset between the geographic and geomagnetic poles, the tendency of plasma to corotate about
the geographic pole, and a dawn/dusk magnetospheric electric field mapped to a circular region in the
tonosphere about a center which is offset .n the antisunward direction from the magnetic pole. The
convection model allows for asymmetries in rhe mapped wagnetospheric electric field.

We have combined our convection and ionospheric-atmospheric models in order to study the hiqh—lat*tude
F—Eegiog. Qur Todel prgduces time-dependent, 13- dimensional, ion density gistributions for the ions NO ,
o, , N, , N and He . We cover *he high-latitude ionosphere above 54 N magnetic latitude and at
aititu%es between about 160-800 km for one complete day. The input parameters used by our model are shown
schematically in Figure 2. The neutral cumposition and thermospheric wind are inputs to our model as are
the neutral, ion, and electron temperatures; these parameters vary over the polar cap. The EUV solar
radiation spectrum and ion production due to both auroral particle prrripitation and resonantly scattered
solar radiation are also inputs. Finally, our model requires the cross-tail magnetospheric potential,
which is mapped down along dipole geomagnetic field lines. These parameters are used in the calculation of
plasma convection, plasma diffusion, and photochemical processes, which in tum yield the ion density
distributions.

2. PLASMA CONVECTION

Our basic convection model includes the offset between the geographic and geomagnetic poles, the
tendency of plasma to corotate about the geographic pole, and a dawn/dusg magnetospheric electric field
mapped to a circular region in the ionosphere about a center offset by 5 in the antisunward direction from
the magnetic pole. The radius of the circle corresponds to 17 of latitude and the electric potentials are
aligned parallel to the noon/midnight meridian within the circular region. Equatorward of the circle the
potential diminishes radially and varies inversely as the fourth power of sine magnetic co-latitude
(Volland, 1975). Extensions to our basic convection model include allowance for the mapping of both
asymmetric magnetospheric electric potentials and electric potentials that are not aligned parallel to the
noon/midnight meridian.

Magnetospheric Electric Potentials

Representative magnetospheric electric potentials mapped into the polar ionosphere are shown in Figure
3. Magnetic local time in hours and magnetic latitude at 10 intervals are shown in the figure. Contours
of potential have been computed at 5 kilovolt intervals; five of these contours have been labelled. A
total potential drop of 90 kilovolts was used for this calculation. This potential is representative of
moderately active magnetospheric conditions. Model (a) contains a uniform magnetospheric electric
potential distribution. By enhancing the dawn or dusk polar cap electric field it is possible to simulate
the effects of different orientations of the interplanetary magnetic field on the magnetospheric convection
electric field (cf. Fairfield, 1977; Heppner, 1977; Stern, 1977). Model (b) shows the effect »f an
enhanced dusk electric field on the magnetospheric potential distribution. The symmetry present in model
(a) about the zero potential contour is no longer present; the pattern now has one small cell (dusk) and
one large cell (dawn}. The magnetospheric potential distribution for an enhanced dawn electric field is
the mirror image of model (b) and is not shown. Model (c) contains a rotation of the whole magnetospheric
electric field by two hours around the point about which the field is mapped into the ionosphere.
Empirically it was found that this adjustment gave very good agreement between the model and the finer
details of magnetospheric convection as observed at Chatanika and Millstone Hill. Model (c) shows the
result of rotating the magnetospheric electric field of model (a) by two hours such that the zero potential
contour lies approximately along the 10 t¢ 22 hour magnetic me:idian.

Plasma Convection Velocities

The plasma drift velocities in the high latitude ionosphere are determined by the combined action of
the magnetospheric electric field and ~orotation. However, the magnetospheric electric field mapping into
the ionosphere ig determined by the geomagnetic axis, while corntation is relative to the geographic axis.
Sinrce these two axes are not aligned but subtend an angle of about 11.5 in the northern hemisphere, the
eventual plasma drift velocity depends on the relative location of the axes.

In the geamagnetic quasi-inertial frame the combined action of plasma corotation and magnetospheric
convection results in a flow pattern similar to that shown in Figure 4, In this geomagnetic frame the
plasma streamlines coincide with the electric equipotentials. A total cross-tail potential drop of 64 kV
has been used in the model for the magnetospheric electric field. Lines of constant magnetic latitude are
repregented by concentric dashed circles, while magnetic longitude is reprr<snted by tick marks at hourly
MLT intervals. An important agpect of the mnnvection pattern shown in Figure 4 concerns the time it takes
a field tube of plasma to camplete a full circulation. This circulation period will exhibit significant
variation from trajectory to trajectory because the various trajectories have different lengths and the
flow speed varjes from one to the other and also fram point to point along a given trajectory. To
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illustrate this point, we show in Figure 4 the circulation times for eight representative plasma drift
trajectories. The circulation times vary fram a few hours for the smaller trajectories 3, 7, and 8 to much
more than a day for trajectory 4, which passes through the band of low-speed flow. The lower-latitude
trajectories 1 and 2 have a circulation period of 1 day, which indicates corotation about the geamagnetic
pole in this geomagnetic quasi-inertial frame.

Universal Time Dependence

If the displacement between the geographic and geomagnetic poles is ignored, the plasma flow pattern
predicted for the geographic inertial frame would be UT independent and identical to that shown in Figure
4. However, the displacement between the poles cannot be neglected, and the motion of the geomagnetic pole
about the geographic pole acts to introduce a UT dependence when the plasma drift velocities are
transformed from the geomagnetic to the geographic frame.

This UT dependence is clearly illustrated in Figure 5, where we present flow directions and speed
distributions in the geographic inertial frame for the four universal times corresponding to the
geamagnetic pole being on the {a) midnight, (b) dawn, (c) noon, and (d) dusk meridians. In these plots the
arrows are uit vectors that represent flow direction. The speed distribution is shown by the gray scale
display. Also, our definition of inertial frames is such that the sun is fixed at 12 hours in the
geomagnetic frame but moves by approximately 1 degree per day in the geographic frame. This motion is
sufficiently small that for our purposes the sun can be taken to be at 12 hours local time in both frames.

In addition to the obvious UT dependence shown in Figure 5, several other features are noteworthy.
First, there is a band of low-speed plasma flow that is located symmetrically about 1800 MLT in the
geomagnetic frame, which is in general not symmetrical about 1800 LT when viewed from the geographic frame.
Furthermore, the region of very low speed flow (<50 m/s) moves fram noon to midnight local time during the
course of a day. Certain flow features are also evident in the geographic frame at certain universal
times, such as shear reversals, rotational reversals, and throats. The throatlike feature appears when the
magnetic pole is on the midnight meridian (Figure 5a) and is located on the sunward side of the magnetic
pole. Rotational reversals of the plasma flow direction can be seen in the low-speed flow regions, and a
high-speed shear reversal is evident at 80 latitude on the noon meridian in figure 5b. Also, the
anti-sunward flow over the polar cap is not always parallel to the noon-midnight meridian in the geographic
inertial frame.

It should be emphasized that the movement of the low-speed region with UT and the appearance of a
throatlike feature at a certain UT are a consequence of the relative motion of the geamagnetic and
geographic poles. These features are not evident in the geomagnetic inertial frame and hence are not
connected with our model of the magnetospheric electric field.

Although the plasma trajectories have simple shapes in the magnetic quasi-inertial frame, they are
more camplex in the geographic inertial frame because of the motion of the geamagnetic pole about the
geographic pole. This is illustrated in Figure 6, where three representative plasma trajectories have been
followed for a 24-hour period in the geographic inertial frame. Also shown in this figure are the
positions of the terminator at winter solstice (W), equinox (E), and summer so.stice (S).

. The trajectory in panel A corresponds to trajectory 3 in Figure 4. This trajectory has a circulation
period of about 2 hours, and hence the plasma executes many cycles per day. Depending on the location of
the terminator, the plasma may drift entirely in darkness, entirely in sunlight, or move in and out of
sunlight many times during the course of the day. The trajectory in panel B corresponds to trajectory 4 in
Figure 4, and its circulation period is longer than 24 hours. For equinox conditions, plasma following
this trajectory would cross the terminator three times in a 24-hour period. Panel C corresponds to
trajectory 7 in Figure 4. The behavior of this trajectory in the geographic inertial frame is similar to
that of trajectory 3, but its circulation period is longer, and hence fewer cycles are executed in 24
hours.

Comparison of Northern and Southern Hemisphere Plasma Convection

We studied the differences expected to be found in camparing plasma convection patterns in the
northern and southern hemispheres. The differences due to different offsets between the geographic and
geamagnatic poles (Bond, 1968) were studied by congidering a quiet-time uniform magnetospheric electric
field model. The anti-symmetric merging of the interplanetary magnetic field with the geomagnetic field in
the northern and southern hemispheres (Heppner, 1973) was also considered by using a model of the
magnetospheric electric field which contains enhanced flow in the dawnside northern hemisphere in
conjunction with enhanced flow in the duskside southern hemisphere.

From our study we found the following: (1) The UT dependence of the grcss plasma flow distributions
in the two hemispheres is similar, but there is a phase shift of about half a day between them. Even °
taking acount of this half-day phase shift these plasma flow distributions reveal differences of up to §
in latitude and an hour in local time between similar features in the two hemispheres. These differences
are due to differences in the latitudes and longitudes of the magnetic poles ‘n the geographic inertial
frame. The 180 longitude Adifference results in the half-day phase shift, while the difference in
latitudes is mainly responsible for the detailed differences; (2) A complete transformation of both the
plasma location and velocity fram the geographic {nertial frame to the geamagnetic quasi-inertial frame
results in the same non-UT dependent flow distribution for both hemispheres; and (3) The relative motion
between the geographic and geamagnetic frames is a velocity of magnitude 96 m/s and 130 m/s for the
northern and southern hemispheres, respectively. The direction of this velocity in the geographic inertial
frame is UT dependent and is approximately anti-parallel in the two hemispheres. A consequence of these
twn anti-parallel velocities is that the northern and southern hemisphere plasma flows in the geographic
inertial frame can differ in magnitude by up to 200 m/s and can display significantly different directions
even if the gsame uniform magnetospheric electric field is mapped into the twe polar ionospheres.
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Comparison of Model Predictions with Incoherent Scatter Measurements

In order to determine the extent to which our plasma convection model could account for specific
observations, plasma convection patterns predicted by our model were compared to those observed
simultaneously at Chatanika, Alaska and Millstone Hill, Massachusetts (Sojka et al, 1979b). These two
incoherent scatter facilities operated over the same period of four days in June, 1978 and provided data
sets which were averaged to 24 hours in order to minimize the effects of individual substorms. In general,
good qualitative agreement was obtained between our plasma convection model and the different diurnal
patterns obgserved simultaneously at Chatanika and Millstone Hill.

Figure 7 shows an e:ample of the comparison between predicted and observed diurnal patterns of plasma
convection for Chatanika. For the comparison shown we used the magnetospheric potential distribution given
by model (b) in Figure 3. At Chatanika (Figure 7), features of the predicted and observed regions of zonal
flow match quite closely. Near local midnight the zonal flow is closest to Chatanika, an invariant
latitude of 65 . Poleward of this zonal flow is a region which contains both a digcernable antisunward
flow camponent before midnight and a reversed zonal flow in the early morning. The latitudinal extent of
the 2onal flow pattern and its magnitude as well as the flow characteristics poleward of this zonal flow
are well represented by the model predictions. The effects of substorms are not included in the model,
thus resulting in its smooth overall appearance when compared to the observed data.

The predictions for the Millstone Hill site also show good general agreement with the data. However,
the model predictions and observations for Millstone Hill primarily show the main region of zonal flow;
only around local midnight is there any evidence of antisunward flow. The magnitude and direction of the
predicted and observed flows compare favorably, which is noteworthy since the convection pattern predicted
for Millstone Hill is significantly different from that predicted for Chatanika even though the two sites
cover approximately the same magnetic: latitude range.

Even better agreement between rodel predictions and observations for both Chatanika and Millstrone
Hill were obtained when we used the magnetospheric electric potential given by model (c) in Figure 3. In
particular, the times of the zonal flow reversal match more closely., However, we are reluctant to
recommend the use of the skewed magnetospheric potential at this time because of the limited data base used
in the comparison and the lack of a physical basis for introducing the skewed feature in our model.

3. STEADY STATE DAYTIME IONOSPHERIC DENSITIES

We studied the behavior of 0+ and N+ ions in a convecting daytime F layer for a range of geophysical
conditions covering solar cycle, seasonal, and geomagnetic variations. Both zonal and meridional .
convection electric fields were considered. Without allowance for electric fields, the peak O and N
densities varied by an order of magnitude and the altitudes of the peaks varied by about 100 km over the
range of geophysical condjtions gtudied. Convection electric fields can also produce about an order of
magnitude change in the 0 and N densities. These electric field induced changes could either assist or
oppose the solar cycle, seasonal, and geomagnetic activity variations depending on the ionospheric
conditigns. In general, N was tye second most undant ion in the upper F region, but there were cases
when He was more abundant than N even though He was in a state of outflow.

Seasonal Variations

Although oyr primiry interest was to determine the solar cycle, seasonal, and geomagnetic activity
variations of N nd O in+the+daytime Qiqh-latitude F region, six different ion species were considered,
including NO , O, , N_ , , N, and He . Altitude profiles of all of the ion densities are shown in
Figure 8 for two qeopgysical situations. The ion densities in both panels were calculated for a model
atmosphere appropriate to solar maximum and high geomagnetic activity oconditions, but the convection
electric field was set to zero, and consequently, the results are representative of a region of small
ion-peutral relative velocities. The two panels show a seasonal effect, with the top panel calculated for
summer solstice and the bottam one for winter solstice.

There are several aspects concerning the ion densities shown in Figure 8 that should be noted. First,
the summer-winter comparison does not display a ‘winter anamaly'; that is, the peak electron density in
winter is not greater than that in summer. The lack of a winter anomaly is related to the fact that the
ionogphere is in darkness in winter below about 300 km at the*latitude of our calculations. This lack of
sunlight at low altitudes in winter ig also evident in the N density profile. In developing our
ionogspheric model, we assumed that N was in chemical equilibrium at all altitudes, and therefore the
absence of sunlight implies the absence of NZ under steady state conditions.

Another noteworthy feature shown ig Figure 8 is that the He+ density in winter is much greater than
that in summer, with the result that He is the second most abundant ion agove 600 km in winter. This is a
congsequence of the so-called 'winter helium bulge.' However, in summer, N is the second most abundant ion
at all altitudes above about 350 km.

Solar Cycle Variations

The effect of changing solar activity on the N+ and ot densities is shown in Fiqure 9, where we
campare profiles calculated at solar maximum and solar minimum for summer solstice and low geamagnetic
activity. At solar maximum the peak O density and the heiqht+of the peak are greater than at solar
minimum. Also, except for altitudes below about 240 km, the O dengity is greater at solar maximum than at
solar minimum. This general behavior is consistent with that expected for a neutral atmosphere temperature
increase fram solar minimum to solar maximum (cf. Banks and Kockarts, 1973).

+
The N density, n the other hﬁnd, exhibits a variation with solar activity that is, in general,

opposite to that of O , i.e., the N density is lower at solar maximum than at solar minimum. At solar

maximum all of the neutral species have enhanced densities, and although the N production rate is greater

above 200 km due to the enhanced N, and N densities, the enhancement in the N + 0, loss rate due to the
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increased O_ density is more than sufficient to offset the increased production. Therefore, the N density
is lower at“solar maximum than at solar minimum.

As was found fo 0+, the altitude of the peak N‘I> density is higher at solar maximum than at solar
minimum. The peak N density occurs at the altitude where diffusion becames camparable to chemicgl loss.
At solar maximum the neutral densities and the O density are greater, which acts to reduce the N
diffusion coefficient and raise the altitude at which diffusion and chemical loss are camparable.

The solar activity comparison shown in Figure 9 was for summer solstice and low geomagnetic activity.
The other three solar activity camparisons obtained from the different combinations of summer and winter
solstice and high and low geomagnetic activity produced results that were very similar to that shown in
Figure 9, but the difference between corresponding solar maximum and solar minimum densities was less.

Geomagnetic Activity Variations

The variations of the N+ and 0+ densities with geomagnetic activity are more complicated than those
found for seasonal or solar cycle changes. Typical results are shown+in Figure 10, which were calculated
for summer solstice and solar maximum. For these calculations, the O density was lower at all altitudes
for high geamagnetic activity than for low geamagnetic ac;ivity, while the N density exhibited+very little
change with geomagnetic activity. The reduction in the O density resulted from an increased O + N
reaction due to the significantly enhanced N, density (fac;_or of 10 at 370 km) that is characteristic of
high geomagnetic activity. 'I'ge small difference between N density profiles resulted primarily from
campensating changes in the N production and loss rates, since diffusion was larger than chemical loss
only above 500 km for the higx} geomagne: ic activity case and above 440 km for the low geomagnetic activity
case. On the one hand, the N production rate was increased for high geanaqne;ic activity dvue to the
significantly increased N_ density, but opposing this was a reduction '12 the N production rate due to a
decreased N density (factor of 2 at 370 km) and an enhancement in the N loss rate due to an increased O
density (factor of 5§ at 370 km). These compensating changes in the N production and loss rates led to tz'_he
small difference in the N density profiles calculated for high and low geamagnetic activity.

Meridional Electric Fields

The magnitude of the meridior_qu or north-south convection electric field generally is about 50 me_1,
but can be as high as 200-300 mVm on occasion. The primary effect of a meridional electric field is to
heat the plasma through frictional interaction with the neutral atmosphere, and the resulting elevated ion
temperature acts to alter the ion chemical reaction rates and high-altitude scale heights. 1In pg?vious
studies [Schunk et al, 1975, 1976]) we have shown that large meridional electric fields (>100 mVm )
significantly affect the ion camposition and the molecular ion to atamic ion transition altitude. However,
the occurrence of large electgi,c fields is generally restricted spatially and temporally, while electric
fields of the order of S50 mVm are more common over most of the polar cap.

We repeated our_calculations covering solar cycle, seasonal, and geomagnetic activity variations
including the 50 mVm meridional\}electric field, and we found that the electric field acted to either
igcrease*ot decrease the N and O densities depending on the ionospheric conditions. The changes in the
N and O densities were either in or out of phase, again depending on the ionospheric conditions. Also,
in some cages the changes were negligibly small.

A typical case is shown in Figure 11, which corresponds to solar maximum, summer, and high qeomagnetic
activity. For these conditions ;he inclusion of the meridional electric field acts to decrease the O
density at all altitudes. The N density was also decreased slightly above 350 km. These density changes
resulted from cyanqes in the ion chemical reaction yates and diffusion coefficients due to electric field
heating. For O the dominant change involved the O + N, reaction. At 100 km the electric field raised
the ion temperature from 1414 K to 2380 K, which acted to increase the O + N2 reaction rate and hence
reduce the O density.

Zonal Electric Fields

The magnitude of the zonal or east-west electric field is generg}ly much smaller than that of the
meridional electric field, with the maximum value being about 30 mVm . Whereas a meridional electric
field acts primarily to heat the plasma, the main effect of a zonal electric field is to induce an upward
or downward electrodynamic drift. Even though the magnitude of the zonal electric field is typically much
smaller than the meridional electric field, a zonal electric field can, at times, have a more dramatic
effgft on the ion camposition [cf. Schunk et al., 1976). 1In our model studies, we adopted a value of 15
mvVm for the zonal electric field, since this value is more typical of general polar cap conditions.

We repeated our calculations covering solar cycle, seasong}, and geamagnetic activity variations
including both wegtw:rd 2nd eastward electric fields of 15 mVm , and we found several interesting effects.
Figure 12 shows N and O density profiles for solar maximum, summer, and low geamagnetic activity. The
curves are numbered from (1) to (3}, which corresponds to a westward field (downward drift), no field, and
an eastward field (upward drift), respectively. The progression fram a downward drift to no drift, to an
upward drift leads to an increase in both le-‘z and hmPZ. This simply results from the fac; that an upward
drift raises the F layer to an altitude where the loss rate is lower, and hence the pgak O density is
increased. The reverse 1is trye for a downward electrodynamic drift. The minor ion N also exhibits a
behavior similar to that of O , but major ion drag is important in addition to the direct effect of tle
electrodynamic drift.

4. HIGH-LATITUDE F-REGION MORPHOLOGY

Our combined plasma convection and ionospheric-atmospheric model was used to study the high-latitude
winter F-reglon at solar minimum for low magnetic activl;y. gur ngmetical"study prgduced time-dependent,
3-dimensional, ion dengity distributions for the ions NO , ©
high-latitude ionosphere above 54 N magnetic latitude and at

» N O, N, and He . We covered the

[
zaltliudea between 16(0-B00 km for a time period
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of one complete day. The main result we obtained was that high-latitude ionospheric features, such as the
'‘mali. trough', the 'ionization hole', the 'tongue of ionization', the 'aurorally produced ionization
peaks', and the ‘'universal time effects', are a natural u.uncjuence of the competition between the various
chemical and transport processes known to be operating in the high-latitude ionosphere.

+
O Density Morphology

A convenient way to display the UT variation of the high-latitude ionosphere is by the use of contour
plots of ion density at fixed altitudes. Figure 13 shows the resulting contours of the O density at 300
km for four universal times. In this figure the gray scale range was chosen to emphisize low density
regions. The contour plots in Figure 13 clearly show a marked UT variation of the O density distribution
over the region poleward of 55 latitude. Both contour plots show the gross features of a mid-latitude (or
main) ionization trough, a ring of enhanced ionization in the vicinity of the auroral oval, and a
high-latitude ionization hole around local dawn. However, the detailed characteristics of these features
differ for the four UT timeés shown. For example, the depth and extent of the mid-latitude ionization
trough differ considerably.

2 With regard to the depth of the polar hole, our model calculations produced 0+ densities as low as 2 x
10 cm ~, but there was also a significant UT variation. This UT variation can be clearly seen by
comparing the four UT plots shown in Figure 13. Not only ig there a significant variation in the size and
location of the polar hole, but at 08h UT a region of low O density extends into the noon sector. This
feature is only just discernable on the 20 h UT plot. It should also be noted that the location of the
polar hole corresponds very well with that measured by Brinton et al (1978).

Simulated Satellite Measurements

An important result to emerge from our study is that certain ionospheric processes can be better
analyzed in different reference frames. For example, since the terminator is essentially fixed on the time
scale of several days in the GEI frame, effects related to solar radiation should be studied in this frame.
Likewise, since the auroral oval and the convection electric field are related to magnetogpheric effects,
they should be studied in the MLT frame. However, because of the competition between the various high-
latitude processes, neither the GEI nor the MLT frame is completely satisfying. Also, the UT dependence of
the high-latitude ionosphere introduces a further complication with regard to the interpretation of either
ground-based or satellite measurements.

To determine exactly what is observed in a given reference frame, we simulated a 300 km circular
satellite orbit that travergses the polar region in the dawn~dusk plane, and we plotted the O densities
that would be observed along the satellite track in both the GEI and MLT frames. The results are shown in
Figure 14, with the left panels corresponding to the GEI frame and the right panels to the MLT frame. The
top panel of each column shows two simulated satellite trajectories a half day apart (08h and 20h UT), as
viewed in the GEI and MLT frames. The O densities that would be observed along thege satellite tracks are
shown in the middle panels, while the bottom panels show the O densities that would be observed along a
series of orbital tracks. In these panels negative co-latitude is defined to be in the dusk sector, while
positive values correspond to the dawn sector.

As the satellite moves from dusk toward dawn, the 'observed’ O+ density first decreases in the region
of the main trough and then abruptly increases as the satellite enters the auroral oval. For the 08h UT
orbit the O density remains enhanced until the satellite leaves the oval on the dawn side. For the 20h UT
orbit, on the gther hand, the satellite leaves the ozal and enters the polar cap, which at this time
contains low O densities, with the minimum in the 0 density occurring near the location of the po}_ar
hole. For this 20h UT orbit, the satellite then enters the dawn side of the auroral oval and the O
density increases again.

In the GEI frame the two orbits show very different locations for the equatorward edge of the oval,
while in the MLT frame the equatorward edge of the oval appears ~t approximately the same location for the
two orbits. Also, in the GEI frame the variation of the O density with co-latitude in the afternoon
trough is similar for both orbits, while in the MLT frame this variation is different for the two orbits.
These results demonstrate the importance of displaying and analyzing data in the reference frame of the
daninant or controlling process. In the main trough the densities vary systematically in the GEI frame,
while in the auroral oval they vary systematically in the MLT frame. A region like the polar cap is more
camplex, since even if particle precipitation is not important, the coupling of magnetospheric convection
and solar radiation processes makes it difficult to find a unique reference frame for data presentation.

The bottom panels in Figure 14 show the confusion that could arise from accumulating and displaying
data from a whole day's worth of satellite crossings of the polar region. Each symbol in these panels
represents data from a particular satellite crossing. As with measured satellite data, the interpretation
of the results is not always straightforward. However, with the knowledge of what our model predicts it is
possible to identify same of the key ionospheric features in these two panels.

Region A in the GEI frame shows how the trough densities vary smoothly with co-latitude, while in the
MLT frame this region is rather variable. In the GEI frame, region B shows a higher density band parallel
to region A, which corresponds to plasma field tubes which have entered the oval, enhanced their densities,
left the oval in the polar region, and then proceeded to convect toward dusk. This bard is not clearly
seen in the MLT reference frame. Feature E in the MLT frame represents the equatorward edge of the oval;
there is no single corresponding feature in the GEI frame. The low densities in the polar hole are feature
D, while the morning sector trough characteristics are feature C. The morning sector auroral oval is
indicated in the MLT frame as feature F.

Ion Composition

As the ionospheric plasma convects through the different regions of the high latitude ionosphere, it




is subjected to a myriad of dynamical and chemical processes. The competition between these different
processes produces a wide range of ion campositions in the polar F-region at different locations and times.
Four examples are shown in Figure 15, where we present altitude profiles of the various ionospheric ions
for selected locations and times. Panels A and B are for the same MLT location, near the polar hole, but
at different UT's (24h and 05h, respectively). In both examples the altitude of the peak electron density
is considerably below 300 km. For pangl A ghe pea§ electron density is located at about 200 km and is
composed of almost+equa1 amounts of NO , O and 0 , while for panel B the peak is located at 170 km and is
essentially all NO . The densities in Panel C are from the polar cap at local midnight near the poleward
edge of the auroral oval at a UT of 215}. In this case the F-peak is an O geak and is located at about 240
km; however, at higher altitudes the N density becames camparable to the O density. This plasma has
convected across the polar cap from the dayside oval in about 1/3 of a day. In contrast, panel D is from
insiae the oval at local midnight and O6h U'l“'_ Here the effect of auroral particle production is
highlighted. The dominant F-region ion is O and the peak is at 240 km; however at low altitudes the
auroral production of the molecular ions is evident in the form of enhanced molecular ion densities.

The morphology of the high-latitude ion composition is shown in Figure 16, where we present contours
of the mean ion mass at two universgsal times for each of three altitudes. It is apparent that there is a
marked UT variation of the distribution of the mean ion mass at the three altitudes. At a given UT, the
mean ion mass decreases with increasing altitude, as expected. However, at 300 km there is still a
significant abundance of molecular ions at some locations indicated by the region where the mean mass is
greater than 16 amu. Also, at 200 km certain regions have a large fraction of atamic ions (mean ion mass=
16 amu). This large variation of mean ion mass with UT and altitude has important implications for the
interpretation of incoherent scatter radar spectra.

5. SUMMARY

Recently, we developed a dynamic model of the high-latitude ionosphere and we employed this model to
study several aspects of high-latitude plasma convection, ion composition, and ionospheric features, such
as the main trough, the polar ionization hole, the aurorally produced ionization peaks, and the universal
time effects.

From our convection study we found the following:

1. In the magnetic quasi-inertial frame the combination of UT-independent corotation and a
time~independent convection electric field produces a flow pattern that does not vary with universal time.

2. This UT-independent flow pattern becomes UT dependent when viewed in a geographic inertial frame
because of the motion of the magnetic pole about the geographic pole.

3. The UT variation of the plasma flow pattern in the geographic inertial frame occurs on a time
gcale that is comparable to satellite orbital periods and that is much less than typical plasma flow times
over the polar cap.

4. In the geographic inertial frame the main region of very low speed flow is not centered at 1800 LT
but moves from about 1300 to 2300 LT during the course of a day. The size and shape of this region also
vary with universal time.

S. In the geographic inertial frame, additional low-speed regions occur in the morning sector at
certain universal times.

6. Low cross-tail electric potentials, which correspond to quiet geomagnetic activity, produce a
plasma drift patterm which has a pronounced low-speed region in the polar cap in addition to the one that
normally occurs between 1300 and 2300 LT.

From our study of the daytime high-latitude ionosphere, we found the following:

1. The changes in atmospheric composition due to solar cycle, seasonal, and geomagnetic activity
variations had a pronounced effect on the high-latitude ion densities and composition. The solar zenith
angle also played a very ixgportant role at high-latitudes.

2. The peak O and N densitigs varied by about a factor of 10 over the range of conditions studied.

3. The altitude of the peak O densi;y varied fram about 220 km to about 350 km over the range of
geophysical conditions. 1In genetal, the N peak was broader and occurred at a higher altitude than the O
peak. The altitude of the N peak varied fram about 350 to 430 km for the same range of geophysical
conditions. N

4. The peak O density was greater and the height of the peak was higher at solar maximum than at
solar mi.ni.mum.+ Even though the height of the peak N density was higher at sgolar maximum than at solar
minimum, the N density was smaller a; all a}titudes-

5. Seasonal variations of the N and O densities were greater than either solar cycle or geomagnetic
activity variations, and this was due primarily to the fact th'ag in winter the ionogphere was in darkness
below 300 km at the qgoqraphic latitude of our calculations (80 ). In winter the O density was a factor
of 10 lower and the N density a factor of 4 lower than in summer.,

6. The variations of the N and O densities with geomagpetic activity were more complicated than
those found for either solar cycle or seasonal changes. The O density displayed a regular pattern at low
altitudes in that it was reduced in going from low to high geomagnetic activity due to the increagsed N
density. However, differing scale heights acted to camplicate the situation at altitudes above the F
region peak density. The N density, on the other hand, exhibited a negligibly small change or was teduged
in going fram low to high geomagnetic activity gependinq on seasonal and solar cycle conditions. This N
variation was due primarily to changes in the N photochemical r}nction+rates.

7. In general, electric fields had a large effect on the N and O densgity profiles, and their effect
could either assist or oppose the golar cycle, seasonal, and geomagnetic activity variations discussed
above depending on the magnitude and direction of the electric field. . .

8. The meridional or north-sourth electric field acted to either !chease‘_or decrease the N and O
densities depending on the ionospheric conditions. The changes in the N and O densities were either in
or ovut of phase, again depending on the ionospheric conditions. These density changes resulted from
changes in the chemical reaction rates and diffusion coefficients due to the electric field enhanced ion
temperatures.

9. For summer solstice the progression from a westward field (downward drift) to no field, to an
eastward field (upward drift) led to a significant increase in the peak density and the altitude of the
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peak for both N' and 0'. However, at low altitudes (below 250 km for O and 350 km for N') the
electrodynamic drift had a negligibly small effect on the ion densities.

10. Por winter solstice the effect of the electrodynamic drift was more complicated. Whereas the
summer calculations produced a smaller N F_ for high geamagnetic activity than for low geamagnetic
activity, the reverse was true for the w'fnget calculations due to the greater importance of diffusion in
winter.

From our study of the morphology of the F-region, we found the following:

1. High-latitude ionospheric features, such as the main trough, the ionization hole, the tongue of
ionization, the aurorally produced ionization peaks, and the universal time effects, are a natural
consequence of the campetition between the various chemical and dynamical processes known to be operating
in the high-latitude jonosphere.

2. The high-latitude F-layer ionization exhibits a significant UT variation owing to the dispiacement
between the geomagnetic and geographic poles. The peak electron density at a given location and local time
can vary by an order of magnitude due to this UT effect.

3. Some ionospheric processes can be better analyzed in certain reference frames. FPFor example,
processes related to solar radiation should be studied in the geographic inertial frame, while the effects
of magnetospheric processes should be studied in a magnetic frame. However, because of competition between
the various high~latitude processes, neither the geographic inertial frame nor a magnetic frame is
canpletely satisfying.

4. Because of the competition between the various dynamical and chemical processes, a wide range of
ion campositions can occur in the polar F-region at different locations and times. Also, the height of the
F-region peak electron density digplays a significant spatial and temporal varjation.

5. The minimum value for the electron density in the main trough is sensitive to nocturnal
maintenance processes, such as ion production due to resonantly scattered radiation, ion production due to
a small flux of precipitation particles, and a neutral wind induced upward ionization drift.

6. The depth and longitudinal extent of the main trough exhibit a significant UT dependence.

7. The spatial extent, depth, and location of the polar ionization hole are UT dependent.

8. Ion production due to resonantly scitteg_sd radiation can maintain the electron density at 300 km
in the polar ionization hole at about 2 x 10 am ~, in agreement with the measurements of Brinton et al
(1978).

9. The mean ion mass exhibits a large variation with both universal time and altitude, and this
variation has important implications for the interpretation of incoherent scatter radar spectra.
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Fig. 3. Magnetospheric electric potentials mapped into the polar jono-
sphere shown 1in magnetic coordinates. Model (a) is for a uniform cross-
tail electric field mapped about a point offset by 5° in the anti-sunward
direction from the magnetic pole. Model (b) has the same character{stics
as model (a), except the magnetospheric electric field is asymmetric with
the enhancement on the dusk side. Model (c¢) has the same characteristic
as model (a), except the magnetospheric potential distribution i{s rotated
to be parallel to the 10-22 MLT meridian. All models are for a total
cross~tail potential of 90 kV and the contour interval is 5 kV. From
Sojka et al. (1979h).
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Fig. 6. Plasma drift trajectories over

the polar cap viewed in a geographic
inertial frame for nonaligned geomagnetic
and geographic axes. The trajectories in
panels A, B, and C correspond to those
shown in Figure 4 and labelled 3, 4, and
7, respectively. Thesge trajectories have
been followed for a 24-hour perfod. The
positions of the terminator for winter
solstice (W), equinox (E), and summer
golastice (S) are shown.
(1979a).

From Sojka et al.

Fig. 5., Plasma flow directions and speed distributions
viewed in the geographic inertial frame for nonaligned
geomagnetic and geographic axes are shown for four universal
times. The four universal times correspond to the location
of the magnetic pole {shown by an asterisk) on the (a) mid-

night, (b) dawn, (c) noon, and (d) dusk meridians, The
total cross-tail potential is 64 kV. From Sojka et al.
(1979a).
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THE PHYSICS OF RADIO WAVE ABSORPTION

E V Thrane
Norwegian Defence Research Establishment
P 0 Box 25 - N-2007 Kjeller, Norway

ABSTRACT

Present knowledge of the physical causes of radio wave absorption in the
ionosphere is reviewed. The theory for propagation of radio waves through a partially
ionized atmosphere is well developed, but our understanding of the processes that
govern the behaviour of the ionospheric plasma is still incomplete. The most important
absorbing region comprise the D-region and lower E-layer. The paper discusses physical
models of these layers that may explain the observed variation of absorption.

1. INTRODUCTION

The attenuation of radio waves reflected from and penetrating the ionosphere is
of great practical importance for radio wave communication and navigation systems. The
first attempts to measure the absolute magnitude of this attenuation were made by
Appleton and Ratcliffe (1930), using the frequency-change method for medium frequency
waves reflected from the E-region. They concluded from their experiment that the main
part of the attenuation occured below the reflection level and named the absorbing
region the D-region of the ionosphere. The later application of the pulse sounding
(al) method for absorption measurements confirmed a distinction between the D-region
absorption and the attenuation suffered by a wave during the process of reflection in
the E- or F-regions {(Appleton 1937, Piggott 1953). Extensive experimental and
theoretical investigations of both types of absorption have been made since that time.
We now have a large amount of information on where and when absorption occurs. The
basic magneto-ionic theory for propagation of radio waves in the ionospheric plasma
has been further developed, so that, given a detailed description of the propagation
medium, we can with good accuracy trace the path of the wave through the medium and
compute the attenuation.

The present paper will not empahsize wave propagation theory, but rather discuss
current understanding of the various physical processes that cause radio wave absorp-
tion in the ionosphere. Section 2 will give a brief introduction to the theory of
absorption. Section 2 briefly deals with methods for absorption measurements and
Section 3 describes some aspects of the morphology of absorption. 1In the subsequent
sections the division of the subject is based on the global morphology, since the
dominant physical causes of absorption change significantly with latitude.

2. SOME THEORETICAL CONSIDERATIONS

In the context of this paper absorption means dissipative attenuation of a radio
wave through collisions of electrons, vibrating in the wavefield, with other particles.
We shall not deal with other loss processes, such as spatial attenuation, scattering
from irregularities in the medium etc. The absorption may be expressed as

L = [ «ds (Nepers) (1)
s

when the index x is absorption per unit length along the raypath s. The Appleton-
Hartree theory for quasilongitudinal propagation gives the well known formula:

e2 1 Nev
KT X meu 72 2 (2)
[e) (wHw, ) "+v
—L

where the + and - sign refer to orainary and extraordinary waves, and
e 1is the electronic charge
m the electronic mass
€o the dielectric constant for free space
¢ the velocity of light

the real part of the refractive index
N _the electron number density

the electron-neutral collision frequency
w the angular wave frequency and

the longitud 1 component of the angular gyrofrequency w, for electrons in the

H
earth's magretic field.

It may be u.eful to remind the reader of a few of the properties of Equation (2).
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2.1 Non-deviative absorption

When the refractive index u ~ 1 the rays suffer little bending and Equation (2)
simplifies. This condition normally holds in the D-region. If in addition w >> v,
the absorption in dB may be written (Ne,m‘3; w Hz)

5 1

(wtw

L= 4.6-10" J N vds (dB) (3)

LS
For HF-waves this formula is a useful approximation, and illustrates the well-
known inverse square frequency law. An absorption parameter which is independent of

frequency may be defined as A = L (w+w,)2. For low frequency waves or absorption in
the "lower D-region, 1 e ;7 L
w << v, we find N
L =4.6-107° [ £ds (aB) (4)
s

Figure 1 shows typical normal daytime values of N, v and N_v in lower
ionosphere, and illustrates that the main part of the agsﬁ9ption for HF-waves occurs
below the E-region where Nev has a maximum.

2.2 Deviative absorption

Deviative absorption occurs where the refractive index u is large, that is in the
region where the wave is reflected. Using certain simplifying assumptions the
deviative absorption may be expressed as

fkds « J(l-u)ds (5)
S S H

where vV is an average collision frequency. This absorption will depend upon the
gradient in electron density near the point of reflection, and may vary strongly with
frequency. Figure 2 shows an example of absorption measurements for waves reflected

at vertical incidence. The smooth curve illustrates the ex; 'cted frequency variation
for the non-deviative absorption. The large values of absorption near the critical
frequencies are due to deviative absorption. At oblique incidence the reflection
occurs at a non-zero value of u (1 = sinI, where I is the angle of incidence) and the
deviative absorption is less important, and may for many purposes be neglected.

Current methods for prediction of HF circuit reliability include estimates of deviative
absorption based upon Equation (5) (Lloyd et al 1978).

2.3 The gcneralized magneto-ionic theory

Sen and Wyller (1960) developed a generalized magnetoionic theory to take into
account the velocity dependent momentum transfer cross section Q(v) for electrons
with a maxwellian velocity distribution colliding with neutral molecules. Laboratory
measurements of cross sections in nitr-ogen were available (Phelps and Pack 1959) at
thermal energies, showing Q(v) « v. 1his implies that the collision frequency v is
proportional to electron energy u, v(u, « u. This relation was also assumed to hold
for air, and the now familiar Sen and Wyller formulae for the complex refractive index
were developed. These are employed in most modern radio propagation work where
accurate computation of the refractive index is important. Their use is essential in
regions where the angular radio frequency w is comparable to the electron-neutral
collision frequency v. In the limiting cases w+w, >> v and w+w, << v, the Appleton-
Hartree equations may be used with appropriate Ef?ective collfsgon frequencies.

Although the generalized formulae for the refractive index in the ionosphere
derived by Sen and Wyller are accepted and in general use, a word of caution is in
order. In the lower ionosphere the temperature is in the range 130 K to 300 K, and
the values of the momentum transfer collision cross section in molecular oxygen are
very uncertain in this temperature range. The only available laboratory data were
derived from measurements of microwave conductivity (Mentzoni 1965, Veach et al 1966),
and these differ from theoretical estimates made for example by Hake and Phelps (1967).
A recent review of collision frequencies in the ionosphere by Aggarwal et al (1979)
s.rems to have overlooked this difficulty. It is however correct, as stated by these
ai thors, that the best available estimates indicate that molecular oxydgen contributes
a .mall amount (about 10%) of the total electron-neutral collision frequency in the
entire region from 50 to 100 km. Both theoretical estimates and radio wave propagatiocn
experiments (Thrane and Piggott 1966) indicate that the collision frequency is
proportional to atmospheric pressure in this height range., A commonly used relation 1is

Vg = Kp (¢)
where v, is the cnllision frequency of electrons with energy kT and p is the total

atmospheric pressure. The parameter K should be constant if the collision cross-
section Q is proportional to electron velocity as laboratory measurements in nitrogen

indicate. K may be determined from measurements of pressure combined with vajues of

v, derived from propagation experiments. One sbould not foraet, however that this
derivation of v, is based on the assumption that O « v, (i e v « u), sc¢ that there is a
danger of arguing in a circle. A discrepancy could show up as a varijation in the value

of K, with height or with atmospheric conditi.ns (for exawmple temperature changes). A
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weak height dependence of K has indeed been found (Friedrich and Torkar 1980, Mechtly

1974). It seems unlikely that the difficulties discussed here could seriously affect
computations of absorption except possibly under extreme conditions. The problem is
unresolved, however, and if the collision cross section in molecular oxygen, contrary
to expectations, is large and/or strongly varying at thermal energies, the magnetoionic
theory may need revision,

3. MEASUREMENTS OF ABSORPTION

Most of the available data on ionospheric absorption have been obtained by three
ground based experimental techniques:

a) The Al method, using amplitude measurements of pulsed HF radio signals reflected
from the E- or F-layer. (Appleton and Piggott 1954).

b) The A2 method, (riometer) using observations of intensity of galactic cosmic radio
noise penetrating the ionosphere at VHF and UHF. (Hargreaves 1969).

c) The A3 method using amplitude measurements of MF or LF signals propagating via the
ionosphere over medium length paths. (Lauter and Triska 1965).

4. THE MORPHOLOGY OF ABSORPTION

We have noted that the radio wave absorption in the ionosphere depends upon the
electron density and collision frequency. For HF waves in the D-region it is simply
proportional to f Ne VM ds. The collision frequency decreases exponentially with

height, but the function vM(h) = K p(h) varies slowly with time. The diurnal variation

is small, but at high latitudes there is a significant seasonal variation which agrees
well with the seasonal pressure changes. (CIRA 1972), (Thrane 1968). It follows that
all rapid variations of absorption are due to changes in electron density, including
day-to-day and diurnal changes. In the following we will briefly describe the observed
morphology of absorption.

4.1 The normal diurnal seasonal and sunspot cycle variation of absorption

The measured radio-wave absorption show certain irregular variations which will
be discussed later, but also a regular, systematic dependence upon the solar zenith
angle x, and upon solar activity represented by the l13-month smoothed number R,. For
a radio wave passing through a simple theoretical Chapman-layer the absorption“may be
expressed as

L « cos™x 7N

where n = 3/2, If the relation (7) is fitted to the measured diurnal variation of
absorption it is found (George 1971) that the exponent n varies with latitude from
n=0.852%2 0.15 at low latitudes ton = 0.75 = 0.15 at middle latitudes. At high
latitudes the diurnal exponent is small, n s~ 0.3. Obviously the lower ionosphere does
not behave like a Chapman-layer.

George (1971) has used the absorption measurements made during the IGY and IQSY
to derive the global morphology of the quantity A_(T) which is a frequency independent
absorption index for noon conditions, normalized 2o cosx = 1 (an overhead sun) using
Equation (6) with n = 0.8, A_(T) represents the total absorption suffered by a wave
passing through the D- and E-?egions and is proportional to Ne des for a path
through the regions. s

Figure 3 shows A_(T) plotted against season and magnetic latitude, represented by
a modified magnetic diS angle. According to George (1971), the use of this coordinate
system gives significantly less scatter in the experimental values than the use of
geographic latitude. This fact indicates a geomagnetic control of the absorption. A
surprising feature of Figure 3 is the semiannual variation at low latitudes with a
trough near the equator, and maxima near the equnioxes at dip angles between 25 and
30°. The large absorption in winter at middle latitudes is the well known winter
anomaly. This absorption is not only large but extremely variable. Figure 4 shows
a typical variation of noon absorption in winter at middle latitudes.

The graph in Figure 3 was derived for a sunspot number R, = 200. The data
indicate that A _(T) « (140.0067R,) and there is no indication gf a significant change
in the global pgttern with sunspgt number.

The average pattern of absorption in polar regions is shown in Figure 5. Here
the zone of maximum occurence of absorption conicides in broad terms with the auroral
zone. The high latitude regions are characterized by extreme variability in the
observed absorption at all seasons.

5. THE PHYSICAL CAUSES OF ABSORPTION

We have noted that the short term variations in absorption are due to changes in
electron density. The continuity equation for the electron density in the lower
ionosphere may be written




an
(140) g2 = q-uN 2-v.N¢ (8)

where q is the ion pair production rate, y an effective recombination coefficient,
A= %:, the ratio of negative ion density to electron density, and v a velocity of the

gas., eEquation (8) must be the starting point for our discussion of the physics of
absorption. It is convenient first to discuss the diurnal and sunspot cycle variation
in general terms, and then deal with three different latitude regions, since some of
the important physcial mechanisms vary significantly with latitude.

5.1 The diurnal variation of absorption

The regular diurnal variation of electron density in the D- and E-regions is caused
mainly by the changes in the penetration depth of solar ultraviolet and X-rays with
solar zenith angle. We now know that the total ionization density is a result of a
complex interaction between ion production and loss processes, and it is hardly
surprising that the diurnal variation of absorption deviates from that expected from
a simple Chapman-layer, which is formed by mono~-chromatic radiation ionizing a single
atmospheric constituent. Can present lower ionosphere models explain the observed
diurnal variations of absorption as described in section 4.1? Figure 6 illustrates
the problem _further by presenting the diurnal variation of the absorption index
A = L(f+f )¢ during sunspot minimum conditions at Kjeller (60ON 11 E) for a winter and
a summer ﬁonth. Thrane (1972). Note the striking difference between the measurements
and the Chapman-law. Using such graphs most experimenters have fitted a straight line
through the measured values to derive an exponent n for the diurnal variation. For HF
waves, however, the measurements often indicate a decrease in the slope (or n) with
increasing zenith angle (see for example Singer et al 1979). Near noon in summer
ns~ 0.8 at Kjeller, decreasing to n » 0.2 near sunrise and sunset, Thrane (1972) used
a model for the ion production and loss processes in the lower ionosphere to compute
the HF absorption as a function of solar zenith angle, and was able to simulate the
observed diurnal variation as shown by the solid line in Figure 6. The model for the
ion production is illustrated in Figure 7a and b for two zenith angles. The model for
the loss rate assumed a seasonal change, but no diurnal changes. The loss rate models
used in this work were crude and need some revision in view of recent results. The
excellent agreement between model and observation may thus be fortuitous, but neverthe-
less two mechanisms were identified that can explain the observed slow diurnal
variation of absorption, Firstly, the ionization of nitric oxide, NO, by solar
H-Lyman-a is very important in the lower E-region near sunrise and sunset. This
source of free electrons is turned on in the morning as soon as Lyman~a radiation
illuminates this region. Since Lyman~a suffers little atmospheric attenuation above
100 km, this ionization source will not vary appreciably with solar zenith angle
throughout the day in the upper D-region and adds a constant term to the absorption
of radio waves penetrating the region. As the solar zenith angle decreases towards
noon, X-rays and Lyman-f radiation will soon dominate the ionization in the 90-100 km
range and the electron density will increase rapidly. There is, however, a second
factor that will compensate for this rapid increase. Waves reflected from the E-region
will see a lowering of their reflection level as the electron density increases, and
the integral INevds will not increase as rapidly as predicted by simple theory for

waves penetraiing the E-layer. Most stations using the Al or A3 techniques depend
upon observations of waves reflected from the E-region during daytime.

The modelling referred tc above used an effective loss rate which was constant in
time and neglected the divergence term in the continuity equation. Some observations
indicate that one or both of these assumptions may not hold. Lastovicka (1978) have
shown that the absorption of radio waves in middle latitudes show a diurnal asymmetry,
with a maximum after local noon. This agsymmetry has a marked seasonal variation.
Figure 8 illustrates this result. The possibility that transport of minor consti-
tuents, such as NO, could cause such variations should be considered, but so far no
adequate model including dynamics has been suggested.

It is interesting to note that the tentative explanation, discussed above, of the
observed diurnal change in absorption, may also explain the change with latitude of the
diurnal exponent n, At high latitudes the solar zenith angle always remains large, and
the rapid development of the E-~layer at small zenith angles never occurs. The exponent
n therefore remains small, as in the morning and sunrise situations as low and middle
latitudes. At high latitudes there is also a contribution to the ion production from
precipitation of energetic particles. This contribution is of course not linked to the
solar elevation, and adds a variable term to the total absorption. 1In the monthly
averages of absorption at a given solar zenith angle, this term will represent a
constant addition to the mean.

5.2 The sunspot cycle variation of absorption

The dependence of radio wave absorption on solar activity is firmly establish
from long time series of measurements at several locations (Appleton and Piggott
1954, Lauter et al 1979, Gnanalingam 1974). It is also clear that there is a
significant increase in Solar UV and X-ray intensity with sunspot activity, at wave-
lengths that will ionize in the lower ionosphere. No really adequate modelling from
first principles, of the solar cycle dependcnce of absorption has been done.

{
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The International Reference Ionosphere (IRI, Rawer 1977) provides a set of
electron density distributions for the lower ionosphere based upon rocket and ground
based data. Recently Singer et al (1979) have calculated absorption for radio waves
reflected from these model N_ distributions, and compared the calculations with
observations. They find sigﬁificant discrepancies, in that the IRI 77 gives larger

solar cycle variations in absorption than observed.

5.3 The seasonal variation of absorption at low latitudes

From a physical point of view the equatorial lower ionosphere seems relatively
simple. Solar X-rays and UV radiation are the dominant ionizing agents, and Oyinloye
(1978) has found a good correlation hetween absorption and solar X-ray fluxes. The
seasonal changes in absorption follows the law L a cos™x, where n s~ 1.7, in contrast
to value n m 1.0 for the diurnal variation. This seasonal "anomaly” can apparantly
be explained by changes in solar flux and zenith angle. Oyinloye (1978) concludes
that there is no evidence to suggest that the absorption variations are associated
with dynamical phenomena, such as mesospheric circulation or ionosphere-stratosphere
coupling.

In his analysis Oyinloye used data from Colombo and Ibadan, both near 7°N with
magnetic dip angles near 5°, Further away from the equator, at dip angles of between
209and 30°, Figure 3 shows a maximum in the latitudinal variation of absorption, and
a semiannual variation of the intensity of this maximum. The form of this latitudinal
variation is similar to the equatorial anocmaly in the F-region. Furthermore, as
mentioned earlier, the absorption seems to be geomagnetically controlled. The physcial
mechanisms causing the observed variations are not established., Pradhan & Shrike
(1978) suggest that downward transport of NO, produced in the F-region, is responsible
for the enhanced electron densities in the lower ionosphere "“equatorial anomaly”.
Dyson and Bennett (1980) have pointed out that George (1971) may have overestimated
the INevds at low latitudes due to neglect of a term in the magneto-ionic formula for

the Befractive index. Thus the "anomaly" may be smaller than shown by George, or
nonexistent. However, rocket measurements by Mechtly et al (1969) seem to confirm the
existence of an anomaly in electron density. No definite conclusion can be drawn at
present on this point.

5.4 The absorption at middle latitudes

In the latitude region from 35° to 60° the lower ionosphere, and the radio wave
absorption, exhibit much greater variability than at lower latjitudes. Our present
picture of the physics of this region is very complex and probably far from complete,
but some important mechanisms causing enhanced ionization and absorption will be
discussed below.

5.4.1 The "Storm after effect"”

The "Storm after effect" is a periocd of enhanced absorption occuring a few days
after the main phase of a geomagnetic storm (Belrose & Thomas (1968)), Dickinson and
Bennett (1978) have used rocket borne experiments to show that the absorption is due to
enhanced D-region electron densities. Larsen et al (1976) have shown by means of
satellite observations that energetic electrons (10-200 keV) precipitate at subauroral
latitudes during such conditions. These particles will penetrate into the D-region.
Spjeldvik and Thorne (1975) have produced a simplified theoretical model for the D-
region under past storm conditions, and their estimates agree well with Dickinson and
Bennett's measurements.

5.4.2 The winter anomaly in absorption

The winter anomaly in absorption is illustrated in Figure 4 which shows that
large values of absorption are observed on days or groups of days in winter at middle
latitudes. Although the phenomenon has been known since the early days of ionospheric
physics, real progress in our understanding has only been made in recent years.
Beynon and Jones (1965) and Shapley and Beynon (1965) were the first to show that
ionospheric absorption could be associated with dynamical phenomena in the neutral
atmosphere. Figure 9 shows the similarity between the seasonal variation in
absorption, mesospheric densities and stratospheric temperature. Shapley and Beynon
(1965) demonstrated a connection between absorption and stratospheric warnings.
Sechrist (1967) suggested that enhanced densities of nitric oxide could occur in
winter, in connection with "D-region warmings”, and could cause large absorption
through increased ion production.

A major effort was made to study the phenomenon in the Western Europe D-region
Winter Anomaly Campaign 1975/76. The results are presented in a separate issue of
J Atm Terr Phys 41 Oct/Nov 1979. The campaign has also been described by Offermann
(1977) and (19797, 1In summary the winter anomaly in radio wave absorption is caused
by an increase in electron density in the 70-95 km height region (Friedrich et al
19;9). This increased electron density is due to several processes: (Thrane et al
1979)

1) An enhanced ion production due to increased NO densities
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i1) A decrease in effective electron loss rate associated with a temperature
increase and a lowering of the region where complex cluster ions with large
recombination rates occur

iii) A possible increase in ion production due to increased density of the excited
speeies 02(1Ag).

The processes are listed in probable order of importance (Thomas 1979). If
increased nitric oxide densities in the D-region is indeed the major cause for the
winter anomaly, a plausible mechanism must be found to bring NO into and out of the
D-region with time scales of the order of one day, since this is a typical time scale
for the absorption changes. We know that NO is produced in the E-region, and that the
species has a photochemical lifetime of many days in this height region. Offermann
et al (1980) have recently suggested that, in a winter situation, atmospheric waves
may propagate from below into the mesosphere and create enhanced turbulence and
temperature. The turbulence can rapidly transport NO from above into the D~region,
where changing winds can blow the NO away from or towards the observer. This
suggestion needs of course more precise experimental verification, but is a plausible
hypothesis.

5.5 Sudden Ionospheric Disturbances (SID)

X-rays emitted from solar flares cause increased D-region ionization over the
entire sunlit hemisphere. The excess absorption caused by these events is observed as
short wave fade-outs (SWF) and can lead to break~down of HF-communications for
previous from %¥-2 hours. Detailed knowledge of the incident X-ray spectrum makes it
possible to estimate ion production rates, but estimates of the resulting electron
densities are complicated by a decrease in loss rate, associated with the intense
radiation. (Desphande and Mitra 1972),.

5.6 The absorption in high latitudes

The absorption in latitudes beyond 60° is most likely influenced by the
meteorological processes described in the preceding section. The absorption
measurements from Kjeller (60°N) (see Figure 6) certainly show a well developed
winter anomaly (Armstrong, Lied & Thrane 1972). However, with increasing latitude
beyond 60° such effects are masked by the strong influence of precipitating energetic
particles. These penetrate into the lower jionosphere, creating enhanced ionization
densities which sometimes completely disrupt HF communications and seriously affect
VLF and LF communication systems. Detailed discussions of the different types of
disturbances in the high latitude ionosphere have been given in Thrane (1979) and
Thrane et al (1980) and references therein, In the present paper emphasis will be on a
few points of interest for understanding the physics of high latitude absorption.

We normally distinguish between three important types of high latitude
absorption events, Polar Cap Absorption (PCA), Auroral Absorption (AA) and Realistic
Electron Precipitation events (REP).

A PCA is caused by energetic solar protons impinging on the polar atmosphere,
causing long-lasting and large changes of plasma density in the lower ionosphere over
the entire polar caps, sometimes down to latitudes of 60°. Protons with energies of
many tens of MeV may penetrate down to stratospheric heights in extreme cases. The
ion production rate in the lower D-region have been observed to increase by four
orders of magnitude (the August 1972 event, Reagan 1977). These large production
rates also profoundly influence the ion chemistry, preventing the formation of large
cluster ions, and thereby decreasing the loss rate. The resulting electron densities
are large, causing absorption of 10-20 dB of cosmic radio noise observed by riometers
operating near 30 MHz. A strong PCA event may last for many days, and although the
particle flux may remain relatively constant, the absorption will be smaller during
nighttime. The reason for this diurnal variation is that the free electrons in the
lower D-region will attach to molecular oxygen forming negative ions. A sudden
increase in absorption may be observed at sunrise when visible light causes photo-
detachment of the electromns.

The A2, riometer method has proved a very simple and useful technigque for studies
of high latitude absorption events., Figure 5 shows a map of occurence probability of
auroral absorption in the northern hemisphere, and illustrates a characteristic
diurnal variation with a maximum near 70°N in the early morning hours. AA events
are caused by precipiation of energetic electrons (energies > 10 keVv) which ionize in
the D- and lower E-regions. These hard particles are associated with, but not
necessarily coincident with the softer particles causing the visible aurora. The
ionization intensity and height distribution are very variable. There has heen some
discussion in the literature about the heigths at which the auroral absorption occurs,
and to what extent the observed riometer absorption can be used to indicate the state
of the lower ionosphere. Torkar (1977) has collected a set of more than 20 electron
density profiles derived from rocket experiments during disturbed ionospheric
conditions in Northern Scandinavia. Figure 10 shows these profiles and illustrates the
great variability in the observed plasma densities. The electron density at different
heights may be plotted against the riometer absorption measured during each rocket
flight, and a regression line fitted to the points, Figure 1l shows the results for
a height at 85 km. Clearly there is a considerable scatter of the values, but a
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correlation between riometer absorption and electron density is evident as expected.
The slope of the regression line is steepest and the scatter smallest near 85 km. This
indicates that most of the absorption occurs between 80 and 90 km, for AA events of the
magnitude considered here. Figure 12 shows height distributions of absorption for five
rocket flights made during different degrees of disturbance. 1In all cases the
absorption is largest between 70 and 100 km. The code names for the five rockets will
be found in Figure 11, which shows the associated riometer absorption. The largest
event, during the S-18-2 flight has maximum absorption at the lowest height. The
measured particle energy spectrum and the derived ion production is shown in Figure 13
for the rocket $-18-2 (Bj¢rn et al 1979). It should be noted that the rockets code
named F~33 and F-34 were launched during an REP event and a very hard component in

the energy spectrum of the electrons created subsidiary maxima in the 60-70 km height
range. We conclude that during AA and REP events with riometer absorption less than

3 dB the main absorbing region is above 75 km. This means that auroral absorption
should be frequency dependent in the HF range (see Section 2.1).

Attempts have been made to include high latitude absorption into HF propagation
prediction methods. Three such methods, the HFM loss (CCIR Report 252-2), the
"Bludeck" (Haydon et al 1976), and the "Ioncap" (Lloyd et al 1978) introduce a term,
the "excess system loss". This term has a latitudinal, seasonal and diurnal variation,
but no frequency dependence or dependence upon magnetic activity. It is claimed that
high latitude absorption occurs in the lowest part of the D-region (50-70 km, Lloyd et
al 1978), contrary to the results quoted above. Foppiano (1975) proposed a new method
for predicting auroral absorption in which the absorption zone is centered at the
auroral oval and its intensity varies with frequency and the Kp index. This method has
been included in CCIR recommendations and in the Applab prediction method (Bradley
1975). A further development of the Foppiano model has been discussed by Vondrak et al
(1977) . Thrane and Bradley (1980) have compared the different prediction methods with
measurements of circuit reliability on high latitude paths. The find that none of the
current methods are adequate for transmission paths within the disturbed auroral zone.

The physical processes causing aurora and auroral absorption are complex and a
detailed treatment beyond the scope of this paper. A recent, interesting result
should, however, be mentioned. Oksman and Ranta (1980 private communication) have
studied the relation between the IMF (Interplanetary Magnetic Field) sector polarity
and the diurnal and annual variation of riometer absorption in the auroral zone. They
find significant differences in the absorption measured during A (Away) and T (Toward)
polarities. The A periods have the smallest absorption in the spring and the greatest
absorption in the autumn. This pattern follows the pattern in geomagnetic activity,
and is a consequence of high transfer rate of energy from the solar wind into the
magnetosphere during conditions favourable for magnetic coupling between the solar and
terrestrial fields (Russel and McPherron, 1975).

6. CONCLUSIONS

Our understanding of the physics of radio wave absorption in the ionosphere is
linked to our general understanding of upper atmosphere physics, and the radio wave
absorption is a sensitive indicator of the state of the lower ionosphere. A wide range
of physical problems have been mentioned, such as electron collision processes in
atmosphere gases, magneto-ionic theory, the meteorology of the mesosphere and
stratosphere, and the link from the solar wind and interplanetary field to the
magnetosphere and lower ionosphere. Even though our knowledge has increased rapidly
in later years, physical models are in most cases not sufficiently well developed to
be useful for prediction purposes (Thrane et al 1979). Radio wave frequency
predictions still depend upon empirical formula for the attenuation of the waves.
Clearly further research is needed.
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SESSION DISCUSSION

SESSION II — SOLAR WIND, MAGNETOSPHERE IONOSPHERE COUPLING

Chairman and Editor — Dr L.G.Smith
Dept. of Electrical Engineering
University of Illinois
Urbana, lllinois 61801, USA

A REVIEW OF SOLAR WIND-MAGNETOSPHERE-IONOSPHERE COUPLING
by W.1.Axford

H.Poeverlein, Ge
To which plasma did you refer when you said it consists, on the average, of 90 percent solar-wind plasma and
10 percent ionospheric plasma?

Author’s Reply
I referred only to the hot plasma, well above the energies of a few eV which could result from purely ionospheric
effects. Naturally, the total magnetospheric population, including the F-region and plasmaspheric plasma, is
dominated by cold particles produced by ionization of the upper atmosphere.

IONOSPHERIC DISTURBANCES OF MAGNETOSPHERIC ORIGIN
by H.Poeverlein and E.Neske

D.G.Torr, US
Can you explain why the light ion trough occurs at lower L shells than does the low altitude midlatitude trough?

Author’s Reply
The light ion trough (LIT) and the midlatitude trough (MLT) seem to be different phenomena. In particular,
differences exist in the occurrence frequency with respect to local time and the LIT is preferably observed at
higher altitudes (see reference in table 1).

P.Spalla, It
Please comment on the behaviour of the total electron content during magnetic storms.

Author’s Reply
Ionospheric storms, which accompany geomagnetic storms, show positive and negative phases in the ionospheric
electron concentration as well as in the total electron content. This indicates that the changes are not merely a
compression or expansion (see Mendillo and Klobuchar, JGR, v. 80, p. 643, 1975).

H.Soicher, US
Recent observations have indicated that the positive and negative phases of ionospheric storms (i.e. increases and
decreases of electron concentration following sudden commencements) are simultaneous in the ionospheric and
plasmaspheric (protonospheric) regions. How do you interpret this?

Author’s Reply
Since plasma moves freely along magnetic field lines a change of plasma density generated at ionospheric levels
spreads out along the field lines into the magnetosphere.

MAGNETOSPHERE-IONOSPHERE COUPLING THROUGH THE AURORAL ACCELERATION REGION
by R.D.Sharp and E.G.Shelley

J.Forbes, US
You suggest that precipitation of hot O* ions can explain the increase in ion temperature during an SAR arc.
Could these hot ions also contribute significantly to the 6300& radiation by enhanced charge exchange with 0,?
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Author’s Reply
Possibly they could. I don’t know if the relevant cross sections are available.

M.R.Torr, US
Have you a sufficient amount of data to be able to give even a rough estimate of the variation with magnetic activity
of the energy flux of the precipitating fast O*? For example, could one say that an energy flux of 0.1 ergs cm™?
sec™! would be typical for an average storm and perhaps 0.01 ergs cm=2 sec™! for quiet conditions?

Author’s Reply
The only currently available results that I know of that include quiet time data come from the energetic ion mass
spectrometer on the GEOS-1 satellite and have been published by Balsiger et al. (JGR, v. 85, P. 1645, 1980).

A _Egeland, No
Can you explain the hydrogen emissions, in particular the ground observed Doppler shift, from the upstreaming
energetic protons?

Author’s Reply
No. The emissions from the upward moving energized H* are generally mixed with emissions from precipitating
downward moving H* ions, and it would be very difficult to sort out the two phenomena from ground based
optical observations.

THE PHYSICS OF RADIO WAVE ABSORPTION
by E.V.Thrane

T.BJones, UK
Could you comment on the small scale horizontal structure of absorption at high latitudes. Recent observations at
Trgmso with reflection point separations of ~ 100 km indicate that quite different levels of absorption can occur on
these paths.

Authors Reply
There is definitely a small scale structure present, both in the observed absorption and in the ionizing particle flux.
The general auroral absorption has spatial scales of the order of 100 km and temporal scales of hours, but fine scales
within these patches may be of order kilometers and minutes respectively.




ELECTRODYNAMICS OF THE LOWER JONOSPHERE

Hans Volland
Radiocastronomical Institute
University of Bonn
53 Bonn, W.-Germany

Abstract:

The ionospheric E and lower F layers possess electric conductivities sufficiently large to carry electric
current systems. This region is called the dynamo region because electric currents are generated there by
the interaction between tidal winds and the fonospheric plasma in the presence of the geomagnetic field.

The dynamo region also acts as a load resistance in the hydromagnetic generator system ''solar wind- magneto-
sphere~ ionosphere'', and is an equalizing layer in the global electric current system of thunderstorm
origin. The present state of knowledge about electric current systems flowing within the lonospheric dynsmo
region and their generator mechanisms is reviewed.

1. INTRODUCTION

The Earth's atmosphere is an electrically conducting medium. The main jonizing agencies are cosmic
rays within the first 60 km altitude and solar XUV radiation above that height. The mobility of fons and
electrons, which is influenced by their collisions with neutrals, and above 80 km by the geomagnetic field,
determines the degree of conductivity. The conductivity is isotropic and increases nearly exponentially up
to about 80 km (see Fig.1). It becomes anisotropic above 80 km with a conductivity o,, parallel to the geo~
magnetic lines of force Eo that increases with altitude. There Is also a Pedersen conductivity op orthogonal
to go, but paraillel to an electric field £ that maximizes near 140 km, and a Hall conductivity Ops which is
orthogonal to go and E and maximizes near 110 km 2ltitude. Both the Pedersen and Hall conductivities vary
with time, latitude and longitude in a complex manner (e.g., RISHBETH and GARRIOTT, 1969). The region of the
lower ionosphere between about 80 km and 200 km where the Pedersen and Hall conductivities are of significant

magnitude {s called the dynamo region.

An electromagnetic field breaks down very quickly in such a conducting medium if it is not maintained
continuously by an external non- electric force. At present, three sources of large scale electromagnetic
fields in the atmosphere are known:

(a) Dynamo action between tidal winds and [onospheric plasma

(b) Interaction between solar wind and magnetosphere

(c) Thunderstorms

The electromagnetic field due to source (c) is basically a transverse magnetic field with a strong OC
component. The fields of source (a) and (b) are basically transverse electric AC flelds with a fundamental
period of one solar day.

FIG. 1 MEAN ALTITUDE PROFILE OF
[ \ \ Megnatosphers j ELECTRICAL CONDUCTIVITY. IT 1S
. o, = PEDERSEN CONDUCTIVITY;
o & o, = HALL CONDUCTIVITY;
L Dynemo Region o, = PARALLEL CONDUCTIVIFY;
" O = CONDUCTIVITY OF THE EARTH'S

= INTERIOR.
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FIG. 2 SCHEMATIC EQUIVALENT CURRENT OF THE SYSTEM
“EARTH~- ATMOSPHERE- MAGNETOSPHERE''.
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The region of interest here - the dynamo region - is the source region of the dynamo field (a). How-
ever, it also acts as a load resistance for currents which are driven by the sources (b) and (c). This is
schematically shown in Fig. 2. UD is the dynamo source driving a horizontal electric current of the order
of 100 kA on one hemisphere within system |l. The resistance RD in that system is also load resistance in
system 111, and it is part of the global current system |.

In this paper, | want to review the generation of the dynamo current, its structure and its modulation
during solar flares and solar eclipses. in addition, the role of the dynamo region as a passive region for
the current systems | and 111 in Fig. 2 will be outlined. Emphasis is placed on electromagnetic fields of
lowest periods greater than about one hour.

2. TIDAL WINDS

The agency for the in situ generation of large scale electric currents within the dynamo region are
regular *idal wind systems. These tidal winds are excited either by the solar thermal hest source (solar
tides) or by the lunar mechanical gravitational force (lunar tides). The Earth's atmosphere behaves )ike »
huge wave guide in which only individual wave modes can exist.

The meridional structure of these wave modes is determined from an eigenvalue equation called Laplace's
equation (CHAPMAN and LINDZEN, 1970). The wave modes are symbolized by two wave numbers (m,n) where
m=0, 1, 2... is a zonal wave number indicating the number of wavelengths spanning a zona! circle. The
diurnal tides with a period of one solar (lunar) day have wave number m = 1, the semidiurnal tides have
mm=2, etc. n is a meridional wave number (Inl| H m) related to & hierarchy of wave structures along a
meridional circle. Positive n belong to waves with finite vertical wavelengths (propagating waves). Negative
n belong to waves with infinite vertical wavelengths (evanescent waves).

The vertical structure of the waves is connected to their horizontal structure by a separation constant
called the equivalent depth hﬂ. Positive h belong to propagating waves, negative h belong to evanescent waves.
The fundamental solar diurnal tide (1,-2) is an evanescent wave within the lower and middie stmosphere. The
vertical structure of forced waves is proportional to the corresponding source function (e.g., VOLLAND,1979a).

3. IONOSPHERIC DYNAMO
The basic equation of the dynamo theory is Ohm's law

leg-(E+us) "

o s e




together with @ condition for source fres electric currents (e.g. CHAPMAN and BARTELS, 1951; FEJER, 1964).
d Is the electric current density; _lo is the geomagnetic field. £ is an electric polarization fleld which
is caused by charge separation between ions and electrons. it adjusts the current configuration in such 8
e manner that | becomes source free.

o Is & conductivity tensor which is at middle and higher latitudes
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=

o 0
p h

g* (, (2)
% 9%

: with % the Pedersen conductivity and o, the Mall conductivity (see Fig. 1). Near the geomagnetic equator,
it is

O ] )

g = .o .

2 0 o P 0g= o, ¢ ”h/°p (3)

with o,, the paralle! conductivity and % the Cowling conductivity (MAEDA and MATSUMOTO, 1962).

Since the conductivities ap and oy are sufficiently large only within a narrow sheet (see Fig. 1), the
current density | flows essentially in that sheet, and vertical currents can be ignored in a first approxi-
mation (apart from the geomasnetic equatorial region). Introducing height integrated averaged currents and

winds:
] .. h
L=/ Jdz ;tVe / oudz ; (i=p,h) (@)
% Z

it is evident that only those wind systems contribute significantly to the height integrated currents l
that have vertical wavelengths large compared with the thickness of the dynamo layer. The evanescent modes
with the same phase at all sltitudes (i.e., with infinitely large vertical wavelengths) contribute
predominantly to the dynamo currents. In particular, the solar diurnal (1,-2) mode Is mainly responsible
for the Sq current (KATO, 1966; STENNING, 1969; TARPLEY, 1970b). The Sq current can be observed magneti-
cally on the ground as the snlar quiet (5q) geomagnetic variation. The main contribution to the lunar (L)
variation comes from the lunar semidiurnal (2,2) mode (TARPLEY, 1970a).

Separating the height integrated Lorentz field y_xgo in (1) into a cur) free and a source free term v, t
introducing a quasistatic electric potential for the secondary electric field, and using the simplifled
form of the conductivity tensor (2) and (A), one arrives at a current (MIHLMANN, 1974)

Taf v (s)

with i:c- EP + .l::/}.p an average Cowling conductivity.
In this approximstion, the curl free part of the Lorentz field does not contribute to the current, and the
current | can be derived from a stream function

v-icw (6)

The Cowling conductivity is the effective conductivity. The lines ¥ = const are streamlines of the current
system.

h. STREAMFUNCTION AND ELECTRIC FIELD OF THE Sq CURRENT

The earth's interior is & good slectric conductor when compered with the conductivity of the lower
stmosphere (see Fig. 1). Therefore, the system ''dynamo region- Earth's interior' behaves like & huge
transformer with the dynamo region the primary winding and the Esrth the secondary winding. Electromegnetic
induction In the secondery winding generates secondary electric currents in the Earth, the magnetic flelds
of which sre superimposed onto the magnetic fields of the dynamo current. |f one considers the primery

o
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electromagnetic fleld of the Sq current as a transverse electric AC fleld reflected on s conducting half
plane (the Earth's interior), the effect on the ground Is an enhancement of the horlzontal component

and a reduction of the vertical component of the total magnetic field, while the electric field disappsars.
This is In basic agreement with more detalled calculations of electromagnetic Induction within the spherical
Earth (PRICE, 1967). i

A plane homogeneous electric sheet current of strength I generates a horizontal magnetic field under-
neath which is orthogonal to the direction of the current and has the strength

8= 4172 n

Electromagnetic Induction within the Earth enhances the horizontal field on the ground by a factor of about
1/3. Therefore, an equivalent overhead current is related to the horizontal intensity observed on the ground

:-;—3—:1- (8) {

More detaliled methods allow to separate the contribution of the lonospheric current (the external part)
from that of the Earth's interior (the internal part) and to relate the external magnetic variations
observed on the ground to a virtual spherical sheet current within the dynamo layer derivable from
s stream function ¥. The lines ¥ = const. constitute the streamlines of that current (CHAPMAN and BARTELS,
1951).

Fig. 3a shows the streamlines of the external component of the Sq current. One notices a strong vortex

in each hemisphere peaking near 35° latitude and near 11:00 local time with an overall magnitude of about )
150 kA. The internal current (Fig. 3b) which has a similar structure, has a strength about 1/3 of that of
the external current. The L current due to lunar tides i3 about 20 times weaker than the Sq current.

Given the streamlines in Fig. 3a, the electric fleld E and the wind system U can be derived from (1)
(MAEDA, 1955; KATO, 1956). This is now regularly done in the World Data Center C2 for Geomagnetism, Kyoto
University, Japan (SUZuKI, 1978).

The electric field so determined is not unique because this process ignores the irrotational component
of the Lorentz fleld (MUHLMANN, 1974).

The electric Sq field can also be derived from incoherent scatter

FIG. 3 EXTERNAL (ABOVE) AND INTERNAL (BELOW)
PART OF THE EQUIVALENT ELECTRIC Sq CURRENT
DURING EQUINOX (1957 ~ 1960). BETWEEN TWO
STREAMS LINES FLOW 20 kA. (after MALIN, 1973).
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radar. Fig. 4 from RICHMOND (1976) shows equipotential lines of that field with maximum horizontal
potential differences of about 7 kV. HARPER (1977) has determined the electric current density at dynamo
layer heights from incoherent scatter observations of E and the ion drift velocity.

Theoretical approaches to determine j and E usually start from calculated tidal wind systems U and use
these theoretical winds as '‘driving forces' for the electric fields and currents in (1) presssuming that
the conductivity is known (e.g., STENING, 1973; RICHMOND et al., 1976; FORBES and LINDZEN, 1976a, 1977;
MSHLMANN, 1977). The result of these studies is the following:
The diurnal (1,-2) mode contributes about 80 - 90% of the Sq current. The balance of 10 to 20% is due to
the diurnal (1,1) mode and the semidiurnal (2,2) and/or (2,4) modes. These propagating modes with their
finite vertical wavelengths are mainly responsible for the observed variability in the Sq variations.
The bulk of the Pedersen current flows in a broad region between about 120 and 170 km altitude whereass
the Hall current is concentrated near 120 km. The contribution of the Hall current 1s smaller than that
of the Pedersen current yielding fh/fp = 0.7 and fc = 1.5 fp in (5).

5. INFLUENCE OF CONDUCTIVITY ON THE CURRENT CONF!GURATION

The diurnal (1,-2) wind which is the dominant generator of the Sq current is a harmonic wave with
period of one solar day:

U= U, cost

On the other hand, the geomagnetic Sq variation represented by the equivalent sheet current in Fig.3 contains
strong harmonics. This can be seen in Fig. 5 which gives the first four Fourier components in magnitude and
phase of the horizontal intensity H versus dip latitude (MATSUSHITA,1967). The magnitudes of the two first
components have ratios h1 : h2 =2 : 1, and the phases have the relationship Yy EYptT o This clearly indicates
the influence of the daily variation of the conductivity. Developing the temporal variation of ¢ into &
Fourier series:

0 =0, " 0y COST + ... (9)

FIG. 5 DIP- LATITUDE DISTRIBUTION OF THE

o
: - AMPLITUDES h_ (SOLID CIRCLES) AND THE
: : PHASES y  (OPEN CIRCLES) OF THE FIRST
. 1w FOURIER HARMONICS (m = 1 to &) FOR THE
i - HOR!ZONTAL INTENSITY [N THE AMERICAN
- ZONE DURING EQUINOX 1958. THE CURVES
L e REPRESENT SMOOTHED VALUES (after
""" T A MATSUSHITA, 1967).
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one abtains the product oU, which is a measure of the current:

g g
= Y- Il + 0, cost - il cos 27 + ... (10)

Nence, with the reasonable values of 9y * Oy the relationship between the two first Fourier components

in Fig. 5 Is verified.

6. EQUATORIAL ELECTROJET
| At the geomagnetic equator, one may apply (3) to determine the height integrated zonal component
of the electric conductivity
%2
I = f % dz > I an
z
1
This leads to a zone of strongly enhanced currents at the height of the maximum of the Hall conductivity
( = 110 km). That electrojet Is observed magnetically asatwo fold increase in the horizontal intensity
at the geomagnetic dip equator. The effect decreases to zero within about + 5° latitude (Fig. 5).

The physics underlying the derivation of (3) is that the vertical electric currents outside the thin
sheet are prevented from flowing. Hence, a vertical) electric polarization field is set up which drives a
zonal Hall current within the sheet. That Hall current [s superimposed on the zonal Pedersen current.
Because of the limited meridiona) range of such polarization field, an assoziated current system flows in
the meridional plane on both sides of the equator as indicated in Fig. 6 (UNTIEDT, 1967). That current
generates a toroidal zonally directed magnetic field which cannot be observed on the ground. Fig. 7 shows
a cross section of the density of the zonally flowing electrojet. Such current profiles have indeed been
measured by Rockets (e.g. SHUMAN, 1970).

The influence of various tidal modes as well as the temporal variations of the conductivity is taken
into account in more detailed calculations (RICHMOND, 1973a, 1973b; FAMBITAKOYE et al., 1976; FORBES and
LINDZEN, 1976b).

oo oy "
I o FIG. 6 ISOLINES OF THE TOROIDAL
gmey -7 ; MAGNETIC FIELD OF THE EQUATORIAL
"l g ELECTROJET DURING SUNLIT HOURS
N 2y ; IN THE MERIDIONAL PLANE. THEY
mo 4 Aewiim =P wy 5 ARE ALSO STREAM LINES THAT FLOW IN
{ . < =— it : THE DIRECTION OF THE ARROW. THE
': """"""""" " MAGNETIC FIELD IS ANTISYMMETRIC WITH
e—— RESPECT TO THE GEOMAGNETIC EQUATOR

--— ( x = 0) (after UNTIEDT, 1967).

FIG. 7 ISOLINES OF THE ZONALLY

FLOWING EQUATORIAL ELECTROJET CURRENT
DENSITY IN THE MERIDIONAL PLANE - IN
UNITS OF 1076 A/md. x = 0 IS THE GEO-
MAGNETIC EQUATOR (after UNTIEDT, 1967).




7. GEOMAGNETIC SOLAR FLARE EFFECT AND SOLAR ECLIPSE EFFECT

During a solar flare, enhanced solar XUV radiation increases the electron density within the lower
ionosphere on the sunlit hemisphere for a time interval of the order of one hour. Consequentiy, the
electric conductivity in that region increases, and an enlargement of the Sq current is expected. This is
observed in the geomagnetic reglistrations as a small deviation from the undisturbed Sq pattern and is
known as crochet or geomagnetic solar flare effect (s.f.e.) (see Fig. 8). The corresponding equivalent
electric current is indeed very similar in structure to that of the Sq current. However, its vortex
centers are shifted to the west by about 10° ( VAN SABBEN, 1961). The most likely explanation for this
is that the s.f.e.-current is centered at a height which is somewhat below the mean height of the Sq
current. The tidal winds which shift their phase with altitude are then responsible for different locations
of the vortices. More recent papers dealing with this subject are RIKITAKE and YUKUTAKE (1962), OHSHIO et
al. (1963), and RICHMOND and VENKATESWARAN (1971).

During a solar eclipse, the shadow of the moon generates a conductivity hole within the dynamo region
of about 6000 km in diameter which moves along the central line of the eclipse. One expects therefore a
reduction of the strength of the Sq current in the environment of the central line during the eclipse.
This has been observed on very quiet days (see Fig. 9) (WAGNER, 1963; BOMKE et al.,1967). The equivalent
current system superimposed onto the Sq current which generates AXe is shown in Fig. 10. 1t is directed
opposite to the Sq current and moves with the shadow along the central line.

8. COUPLING BETWEEN THE IONOSPHERIC PLASMA AND THE TIDAL WIND
The tidal wind in (1) is not independent of the electric current. Feedback from the current to the
wind occurs via the mechanical Ampere force j x go in the equation of horizontal momentum.

(A) 8 JULY 1968
Hm
H .
~\~_—~}~\. ) hg _’ljyg"'J FIG. 8 GEOMAGNETIC CROCHET RECORDED
207 ~‘\{31,/,4 AT BOULDER (A) AND FREDERICKSBURG (B)
DURING THE SOLAR FLARE OF JULY 8, 1968,
dq L"’—’~'—JD
T y m 1708 UT. H_ and D_ ARE THE MEAN
f MAGNETIC VALUES OF H AND D. hq
0 207 AND dq ARE THE COMPONENTS OF Sq. hy
) AND d. ARE THE CROCHET AMPLITUDES
207 y E (after RICHMOND and VENKATESWARAN, 1971).
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FIG. 9 NORTH COMPONENT (AX) OF GEO-
4 MAGNETIC VARIATION DURING SOLAR ECLIPSE

-
:;g OF FEBRUARY 15, 1961 (SOLID LINES; LEFT)
“r AND EXTRAPOLATED Sq VARIATION (DASHED
L3 LINES; LEFT) AT THREE STATIONS IN

SOUTH- EAST EUROPE. THE CURVES ON THE
RIGHT GIVE THE SOLAR ECLIPSE EFFECT
AXe (after WAGNER, 1963).
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FIG. 10 EQUIVALENT STREAM LINES OF THE
GEOMAGNETIC SOLAR ECLIPSE EFFECT FLOWING
IN OPPOSITE DIRECTION TO Sq ]
(after VOLLAND, 1956).

| ! FIG. 11 BLOCK DIAGRAM 3
INDICATING COUPLING BETWEEN
HORIZONTAL WIND U, PRESSURE p,
ELECTRIC CURRENT j, AND ELECTRIC
FIELD E ViA AMPERE FORCE JxB AND
ELECTRIC LORENTZ FIELD UxB. B IS THE
GEOMAGNETIC FIELD. h 1S THE
EQUIVALENT HEIGHT, AND o IS THE
ELECTRIC CONDUCTIVITY TENSOR

(after VOLLAND, 1976b).

Feedback between wind and current is schematically shown in Fig. 11. Gate B in Fig. 11 is open in the
conventional dynamo theories, gates A and C are open in F- layer wind calculations (e.g. KOHL and KING, 1967).

A numerial treatment of the complete set of the hydrodynamic and electrodynamic equations is possible
in the case of a simplified conductivity tensor such as in (2) (VOLLAND and GRELLMANN, 1978). Approximate
analytic solutions have been found for the diurnal (1,-2) and the semidiurnal (2,2) modes (VOLLAND, 1976a).
The solution for the stream function ¥ in (6) for the (1,-2) mode is

-~

3t UB T it

Ys - < sin® cose =2 e e (12)

1+ 4his/3 5
with

i 82

P ¢ o

a feedback factor (13)

ﬂbo Ar

Here 'o - 3xlo-5 T Is the geomagnetic dipole field at the equator, t Is the local time, N is the radial
distance of the dynamo layer, and 30 is a height averaged wind amplitude. The current strength within one
vortex of the Sq current is glven by

With the values

ro -8 w130 km; o, (130 km) = 8x1072 kg/m’; Ar = 5 km ; 101 =80m/s ; I« 308
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one arrives at

§ =0.9 and ¥oux © 90 kA
The value of ¥oax would increase to 140 kA with no feedback (§ = Q). Hence, the efficiency of the wind
to produce the Sq current is reduced by a factor of about 0.65 due to feedback.

With no feedback (6 = 0; gate B in Fig. 11 open), the wind Is considered as an ‘‘external driving
force'. Evidently, the current would increase unlimited with increasing conductivity in that case. With

feedback, however, the short circuit current obtains the finite value:

9 Arnpol Uolr°

= 115 kA (14)
o

Therefore, the observed Sq current reaches about 80% of its short circuit value.

The ionospheric dynamo with feedback between wind and plasma is called a hydromagnetic dynamo. It can
be simulated by the equivalent electric circuit Il in Fig. 2. After integrating over a meridional circle,
the meridional components of the wind and the current in (1) disappear. The parameters in Fig. 2 are the
meriodionally averaged zonal components (VOLLAND, 1976b). ﬁb corresponds to the driving force (the solar
heat) and is an external source voltage, U corresponds to the Lorentz field !}Eo, ID is analogous to the
height integrated electric current, Up is the polarization potential, and

1 Py AF 13 1
; ;i R = - =—R
inc D 2 - 30 gine (15)

RD is the load resistance, Ri an internal resistance which does not depend on the plasma parameters, and
Bp is a complex impedance relating the polarization potential with the current.
The circuit Il in Fig. 2 is analogous to a technical dynamo with Bp corresponding to the self

inductance of the coil which is space charge in the case of the ionospheric dynamo.

The Sq current produces Joule heating which is transferred to the neutral gas. This Joule heating

averaged over the sphere is

2°2
36 ¢ Bou°

m
[+
s B3 sinede e —m——— 1075 w/n? (16)
bic o 250(1+(46/3)?%)

with I from (5). This Is about two orders of magnitude smaller than the solar XUV heating above 120 km
altitude. The number in (16) is in basic agreement with more detailed calculations (ROBLE and MATSUSHITA,
1975; FORBES and LINDZEN, 1976a).

9. PENETRATION OF Sq CURRENTS AND FIELDS INTO MAGNETOSPHERE AND LOWER ATMOSPHERE

The electric conductivity is very large within and above the dynamo region along the geometric lines
of force. Therefore, one expects field-aligned electric currents to flow during solstice conditions when
the tidal winds create potential differences between summer and winter hemisphere. Estimates carried out
by MAEDA and MURATA (1965) suggest that not more than about 103 of the Sq current flows through the
magnetosphere with field -aligned current densities of the order of lo"° A/m2 as compared with the
horizontal current densities of the order of 10'7 A/mz. The magnetic effect of these field aligned currents
on the ground Is negligible.

!
i
b
i
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The small but nevertheless finite electric conductivity of the middle and lower atmosphere allows
part of the Sq current to flow through those regions. From the ratio between the load resistance RD
of the dynamo layer to the overall resistance RA of the lower and middle atmosphera (see Fig. 2) one
estimates that not more than a factor of 10'4 of the Sq current flows through the lower and middle
atmosphere.

The electric polarization field of the Sq current can map down into the middle and lower atmosphere.
Its vertical component on the ground has been estimated to be of the order of 1 V/m. This Is much smaller
than the thunderstorm field of about 100 V/m and is therefore barely detectable (ROBLE and HAYS, 1979).

The $Sq field can also be communicated upward into the magnetosphere along the geomagnetic fleld
lines without appreciable attenuation. One expects this field to cause an outward drift of the magnetospheric
plasma during daytime and an inward flow during the night (MATSUSHITA and TARPLEY, 1970; MAEDA and
KAMEI, 1975)

10. THE DYNAMO REGION AS A LOAD RESISTANCE FOR CURRENTS OF MAGNETOSPHERIC ORIGIN

The interaction between the solar wind and the magnetospheric plasma acts like a hydromagnetic
generator in which the kinetic energy of the solar wind is transferred into electric energy of the magneto-
sphere. Large-scale electric potentials develop on the dawn and dusk sides at higher latitudes along the
open field lines (STERN, 1977). The dynamo layer connects these two regions electrically so that field-
aligned electric currents flow from the magnetosphere into the ionosphere on the dawn side and out of
the ionosphere during dusk (11JIMA and POTEMRA, 1976). A secondary system of field-aligned currents
flowing in the opposite direction builds up within the regions of closed field lines equatorward of the
auroral zones. These fields and currents are enhanced and shifted to lower latitudes during disturbed

conditions. They also depend on the polarity of the interplanetary magnetic field.

The ionospheric current component in that current system is called the S: current during magnetically
quiet conditions, and the DP2 current during disturbed conditions (NISHIDA and KOKUBUN, 1971). Since the
electric conductivity within the auroral zones increases during disturbed conditions (BANKS, 1977), a

narrow band of currents develops there called the polar electrojet or DP1.

Fig. 12 shows the equipotential lines of the magnetospheric electric field mapped down to ionospheric
heights during moderately disturbed conditions. A potential difference between dawn and dusk of about 70 kV
can be observed. During very quiet conditions, that potential difference is only about 25 kv (HEPPNER, 1977).

The equipotential lines in Fig. 12 are also the streamiines of the Hall component of the ionospheric
currents. FUKUSHIMA (1971) has shown that the equivalent ionospheric current system derived from ground

based magnetic measurements is predominantly the Hall component.

FIG. 12  SEMIEMPIRICAL MODEL OF THE
MAGNETOSPHERIC ELECTRIC CONVECTION FIELD
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;(/A AT 10ONOSPHERIC HEIGHTS. EQUIPOTENTIAL LINES
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/ (after HEPPNER, 1977).
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Joule heating due to these currents is a significant fraction of solar XUV heating (= 10%) during very
quiet conditions, and even exceeds XUV heating during disturbed conditions (VOLLAND, 1979a).

Model calculations of these currents and flelds are due to KAMIDE and MATSUSHITA (1979), VOLLAND (1979b)

and others.

11. THE DYNAMO LAYER AS AN EQUALIZING LAYER FOR THE GLOBAL THUNDERSTORM FIELD

Electric charges separate within a thundercloud as a result of the combined action of convection and
gravity with positive charge stored in the upper part of the cloud and negative charge stored in the
lower part. Voltage differences of 10 to 100 MV can develop between the upper and lower parts of the cloud.
Discharging currents flow cutside the cloud. Intracloud lightning flashes are short circuit currents within
the cloud.

The exponentially increasing conductivity of the atmosphere is responsible for a substantial current
of the order of 1A flowing from the top of the cloud into the ionosphere. With about 1200 thunderstorms
acting simultaneously on Earth, a total current of about 1 kA flows into the ionosphere. A smailer current
of about 200 A flows directly to the Earth in the immediate environment of the thunderstorms, i.e. along
RT in Fig. 2 (KASIMIR, 1959). The total resistance between the cloud tops and the iomosphere is of the order of
25 kQ (Ru in Fig. 2). The total resistance between Earsh and ionosphere in fair weather regions is about
Ry = 250 2. The overall ionospheric resistance Ry = 1/ = 30 m2 is negligible compared with R and R,.
Therefore, the ionosphere behaves like an equipotential layer for the DC currents of thunderstorm origin.
The same is true for the Earth (RE in Fig.2). Hence, the currents flow from the cloud tops via the
ionosphere down to the Earth in the fair weather regions. The link between Earth and cloud bottom is

provided mainly by cloud to ground lightning discharges (not shown in Fig. 2).

The atmosphere with its low conductivity imbedded within two spherical shells of relatively high

conductivity (the Earth and the ionosphere) resembles a huge spherical capacitor with capacitance CA.
The globally averaged electric potential between ionosphere and Earth is (HAYS and ROBLE, 1979)

RART

Y, = =———— NI (17)
A T

(RT+Ru)
where IT is the source current of one thunderstorm and N the total number of storms. UA does not depend

on the ionospheric resistance.

However, the thunderstorm field directly above the cloud which does penetrate into the ionosphere,
can locally modulate the ionospheric electric field (PARK and DEJNAKARINTRA, 1973).
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THE EFFECTS OF AURORAL ACTIVITY ON THE MIDLATITUDE IONOSPHERE

Michel BLANC
CNET/RPE
38-40, rue du Général Leclerc
92131 ISSY-LES-MOULINEAUX, FRANCE

SUMMARY

' We review the various physical processes through which part of the solar wind energy impinging on the magnetospheric
cavity is finally dissipated in the midlatitude ionosphere, and the present knowledge of the corresponding energy budget.

The solar wind energy and matter entering the magnetosphere is first partly transfecred into the auroral zone ionosphere
by field-aligned currents, and partly stored into the geomagnetic tail. It is then released from the tail into the ionosphere
(field-aligned currents and particle precipitation) and into the ring current (plasma injection). The relative amounts of
energy flowing through these various channels a‘}e still very imperfectly known.

Energy deposition into the midlatitude ionosphere\‘and thermosphere thus results in part from charge-exchange neutra-
lization of ring current particles, out of which about ten per cent impact on the mid- and low- latitude thermosphere,
] and in part from global redistribution of the energy entering the auroral zones.

This redistribution takes places either via the neutral atmosphere, or via electrodynamic coupling processes in the
plasma.

The neutral atmosphere channel involves the dynamical response of the thermosphere to auroral particle and Joule
heating. We discuss the total amount of energy deposited, its altitude and latitude distribution, as well as the relative
importance of the various types of dynamical responses of the neutral air (essentially gravity waves and Hadley cells).

The electrodynamic channel involves the midlatitude extension of magnetospheric convection electric fields during
magnetic events, We review the present observational evidence for this extension, and our over-all understanding of the
global distribution of midlatitude convection electric fields.

L INTRODUCTION : AN OUTLINE OF THE MAIN ENERGY CHANNELS IN THE MAGNETOSPHERE
In any attempt to establish the energy budget of the various middle and low latitude effects of magnetospheric and

auroral activity, one must first describe the complicated geometry of the various energy channels through which solar
wind energy is transported within the magnetospheric cavity from its source to the various dissipation regions.

Figure 1 presents a schematic diagram of this energy flow. The main large-scale ionospheric/magnetospheric regions to
which the solar-wind/magnetosphere dynamo transfers energy are listed from top to bottom. If we order them radially
inwards across the field lines, we find first the solar wind, then the magnetotail, the auroral zone, the ring current, and
finally the middle and low latitude ionosphere. The energy storage regions (the magnetotail and the ring current) are
shown on the right-hand side, and the energy dissipation regions on the left-hand side. The energy flows along channels
involving either the plasma and electromagnetic interactions (continuous arrows) or only neutral particles (dashed
arrows). Let us first comment each of them briefly, before concentrating on the problem of energy transfer to
midlatitudes,

The solar wind actually exchanges energy in two intricated ways with the magnetosphere. The existence of these two
basically different though simultaneously operating ways is probably one of the main causes of the complexity and
variability of magnetospheric responses to solar wind parameter changes :

1- The solar wind partly controls the refative amount of open and closed terrestrial magnetic fluxes, The open
magnetic flux corresponds at ionospheric heights to the polar caps, and in the magnetosphere to the tail lobes. There is
considerable evidence that its total amount increases with the southward component, B.,, of the Interplanetary Magnetic
Field. For instance the polar cleft, which delineates the noon sector boundary of the polar cap, is observed to move
equatorward (Burch, 1973 ; Kamide et al., 1976€) and the total area of the polar cap is observed to increase (Holzworth
and Meng, 1975) with the southward increase of Bg.

In this first process, the energy goes essentially from the solar wind to the magnetotail, where it is stored as magnetic
field energy.

2- The interplanetary electric field generates, essentially through its Y component, an electric field component
parallel to the magnetopause which, projected along magnetic field lines down to the ionosphere, permits to generate a
large-scale circulation of plasmas and electric currents inside the magnetosphere by means of the convection electric
field. Here too the B, component of the LM.F., which induces the dawn-to-dusk component E_ of the interplanetary
electric field, seems Yo mainly control the intensity of the magnetospheric dawn-to-dusk poter*ial drop @ _. Gonzales
and Mozer (1974) and Reiff et al. (1980) have developed semi-empirical formulas relating 9, to B, °

In this second process, the energy is first transferred from the solar wind to the polar-cap/auroral-zone boundary by
means of magnetic field-aligned currents which are part of lijima and Potemra's (1976) region I currents. Indeed it is easy
to see that in the zero-frequency limit an electromagnetic energy flur vector can be written as :

S$=30

where J is the ele%tric current density and ® is the electrostatic potential. Therefore with a total region I current
intensliby of, say, 10” A, and a dawn-to-dusk potential drop of 10 to 100 kV depending on magnetic activity, a total power
of 107" to 10~ Watts, incident upon the region | area of the auroral zone, is available for redistribution within the
magnetospheric cavity.
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Figure | : Schematic diagram of the main magnetospheric regions and of the ener?y channels connecting them. These
regions are ordered radially inwards from top to bottom ; the storage regions (magnetotail and ring current) are
presented on the right-hand side, and the dissipation regions (auroral, and middle and low latitude ionosphere) on the
left-hand side. The channels involving only neutral particles as energy carriers are indicated by dashed lines.

The magnetotail, which stores magnetic flux and solar wind particle energy, restitutes this energy, in part impulsively, in
the course of what is called magnetospheric substorms (see Akasofu, 1977, for a comprehensive description), Whereas a
first part of the substorm energy is converted locally into neutral sheet particle heating, another part is transmitted to
the auroral ionosphere by field-aligned currents and their ionospheric closure (essentially the westward electrojet), The
locally accelerated particles are in turn transported towards the earth, and are finally either precipitated along field
lines into the auroral thermosphere (this holds for the major part of the electron population), or convected across field
lines into the inner magnetosphere, where part of them are finally trapped on closed drift orbits. This holds for the major
part of the ion population, which is stored in the ring current as a result of what is called the injection process.

One can see that the variety of processes responsible for earthward transfer of magnetotail energy makes it very
difficult to evaluate the amount of this energy transferred to the auroral ionosphere and to the ring current respectively.
As noted by Kamide (1979) in his review of storm/substorms relations, what determines the energy partition rate between
these two regions is one of the main questions to which a satisfactory answer has not het been found, despite attempts to
evaluate either the sole ring current energy source (Burton et al., 1975) or the auroral energy source separately, or both
at the same time (Perreault and Akasofu, 1978). Let us keep in mind that this partition rate is highly variable, with a
tendency for this ratio to be in favour of ring current energy storage during large magnetic storm, for which Perreault
and Akasofu estimated an energy injection into the ring current about ten times larger than into the auroral ionosphere.
This problem covers the whole question of the relation between storms and substorms, whose definitions based on ground
magnetic signatures are biased towards either of the two systems : the substorm is defined on the basis of its auroral
electrojet current signature, and the magnetic storm (main phase) on the basis of ring current inflation.

The auroral ionosphere clearly appears to be at the crossroads of the system, since it exchanges electric currents and
matter with all other regions. fts dynamic interaction with the ring current determines whether magnetospheric
convection is confined to the auroral and subauroral field lines (that is, outside the inner edge of the ring current) or
whether it extends to the plasmasphere and to the middle and low latitude ionosphere. This interaction has been
described by magnetospheric convection theory along linearized, analytical resolutions (Vasyliunas, 1970, 1972 ; Pellat
and Laval, 1972 ; Southward, 1977 ; Senior, 1980) or by use of complex numerical models (Wolf, 1970 ; Jaggi and Wolf,
1973 ; Harel et al, 1979). But in addition to this direct electrodynamic coupling process, the auroral ionosphere also
transfers energy to midlatitudes via the large-scale dynamic response of the thermosphere to auroral heating.

. e e e - ——
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The midlatitude ionosphere is, finally, at the end point of three main energy channels, which we shall successively
scribe in this paper :

1~ The channel of direct ring current particle precipitation.

2- The channe! of the large-scale thermospheric response to auroral heating, which involves thermospheric neutral
air convection.

3- The channel of magnetospheric plasma convection.

2. PRECIPITATION OF RING CURRENT PARTICLES INTO MIDDLE AND LOW LATITUDES

The main loss mechanism for the ring current is resonant charge exchange, in particular between H* jons and geocoronal
neutral hydrogen. Prélss (1973) who calculated the spatial distribution of energetic neutral hydrogen atoms generated in
this process, showed that roughly 90 per cent of them are lost into the interplanetary space, and that only 10 per cent are
precipitated into the thermosphere at all latitudes. This direct ring current particle precipitation mechanism may be a
substantial source of nighttime ionization, as suggested by Lyons and Richmond (1978), who calculated that neutral
energetic hydrogen could provide 0.1 particle/crg”.s during quiet time (a value comparable to production by scattered
sunlight) and up to several times {0 particles/cm”.s during the main phase of a large magnetic storm, thus representing
by far the dominant contribution to E region ionization at night under such conditions. The increase of the nighttime
electron density with magnetic activity has actually been observed, for instance by Shen et al. (1976) in the upper
E region above Arecibo (invariant latitude 32°).

Tinsley (1979 a, b) recently stressed the importance of energetic neutrals even as an energy source for the midlatitude
thermosphere. Noting that, as we previously indicated, there may be ten times more energy stored into the ring current
than doposited into the auroral thermosphere during major storms, and Prdlss' estimate for the proportion of energetic
hydrogen atoms reaching the thermosphere, he suggested that there may be just as much energy deposited, rather
uniformly, into the middle and low latitude thermosphere, as deposited locally into the auroral zones. Torr and Torr
(1979) showed that neutral energetic oxygen atoms can also be a substantial energy source for the thermosphere.

40.00 T T 1 ]

-2.590

-48.00

Doy (y)

-13Q00
1.00 T T T T

0.7 |- —

0.%0 - -

"L V.o

APRILS APRL 10 APRIL 11  APRIL 12 APRR I3
TIME (uT)

a278 L wvensity (R)

L d
Figure 2: Variation of the equatorial Dst index (top diagram) and of the intensity of the 4278 A emission of N *
measured above Arecibo by Meriwether and Walker (1980) during a major magnetic storm in April 1978 (bottom dia;ran??.
Despite the limited nighttime interval available for comparison, the similarity of the two curves supports the idea that
the observed emission is excited by energetic particles lost from the ring current.

The flux of energetic neutrals produced by the ring current is expected, in a first order approximation neglecting time
changes in the pitch angle distribution and in the composition of ring current ions, to be simply proportional to the total
ring current intensity, a rough measure of which is given by the equatorial Dst index. Recent optical measurements by
Meriwgther and Walker (1980) provide evidence for this simple proportionality, as shown in figure 2. The intensity of the
4278 A emission of N,*, measured during nighttime above Arecibo, is plotted as a function of time on the lower diagram
for a large magnetic 2torm in April 1978, It seems *o follow rather closely the amplitude of Dst, plotted for comparison
in the upper part of the figure. The comparison is rather suggestive, despite the limited number of nighttime hours
available, and the fact, as stressed by the authors, that the nature of this emission does not permit to identify the
corpuscular source responsible for it, in contrast to the previously quoted studies by Tinsley.

Though the basic idea of charge exchange losses of ring current particles, and its effect as a nighttime ionization source,
appear rather well established, the chain of multiple charge exchanges and energy degradation of incident energetic
neutral atoms is not so well known yet. Similarly, the real importance of this source not for ionization, but for
large-scale thermospheric heating and generation of neutral air motions does not appear to me so well established.
Tinsley (1979 a) gave such an interpretation of the obseryation by Hernandez and Roble (1978) that midlatitude
storm-time thermospheric winds at the altitude of the €300 A emission correlate with the time rate of change of Dst.
But his conclusions depend very critically upon the assumed amount of energy deposition by neutral precipitation, and
upon its altitude distribution. As we shall see later, alternative explanations for Hernandez and Roble's observations
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exist. Considerable experimental progress remains to be done to clarify this point. Actually, even in the auroral zone,
where precipitation phenomena have been studied for years or even decades, a global description of the corpuscular
energy source and its dependence upon magnetic activity is only now starting to emerge.

3. GLOBAL DYNAMIC RESPONSE OF THE THERMOSPHERE TO AURORAL ENERGY DEPOSITION

Though the main mechanisms at work are at least qualitatively understood, several questions concerning the global
redistribution of auroral energy deposition by large-scale neutral air motions have not found a satisfactory answer yet.

The first question is : "What is the altitude, latitude, and magnetic local time distribution of the energy deposition rate,
and its variation with magnetic activity 7"

As a preliminary point, one must first separately examine the contributions of particle precipitation and of el=ctro-
magnetic energy dissipation (Joule heating and the work of the Lorentz force), Banks (1977) performed such a study on
the basis of Chatanika incoherent scatter radar data. He showed on the basis of the two nights he examined that the
altitude-integrated energy deposition rates by particles and by Joule heating were roughly comparable, but that their
altitude distributions were very different. For a neutral wind independant of height as he assumed it to be, the Joule
heating rate, which can be written as
2
- +
QJ o P.E
where E is the electric field intensity in the frame of reference of the neutral gas, is just proportional to the Pedersen
conductivity ¢_ of the ionosphere, which maximizes around 120 km altitude. Conversely, the heating rate due to particle
precipitation rRaximizes 10 to 20 kilometers lower down, that is within a much denser neutral atmosphere. Therefore the
energy deposition rate per neutral particle, which is the important parameter for the generation of pressure gradients
and winds, is substantially larger for Joule than for particle heating.

— :" —— q, 125 c./emsll
e % 1 mho/km
180 T T
144

128 -
112

ALTITUDE — km
3
T
e
i i 1 1

0800 0830 0700
1600 ——v T T T

144
128 | '
12 F
“.—
| |
A

1100 1130 1200 1230
100 I T T =T —

144
128 -
12 L
J

100
144
128 |
na t

ALTITUDE — km

_.._J._,J__..L_L__J

ALTITUDE — km

g
8
5
5

|

i

]
T
J I {

ALTITUDE — km

w L i . " 1
1500 1520 1600

TIME, UT

Figure 3 1 Altitude profiles of the Joule energy deposition rate q, (thin lines) and of the Pedersen conductivity o (thick
lﬁsf calculated every ten minutes from muitiple pulse Chatanika radar data by Brekke and Rino (1978) for an Ruroral

night.

i -y .Y —




12-5

Banks' study, which emphasized the importance of the altitude distribution of heating, sutfered itself from a poor
altitude resolution in the neutral wind measurement (only 50 km) due to the use of a long pulse for the autocorrelation
function measurement. Brekke and Rino (1978) used the multipie puise technique to estimate the neutral wind profile
with an improved 10 km altitude resolution. If this profile is not constant, the maximum of Joule heating may differ from
the Pedersen conductivity maximum. This is actually what they found in their results, which are presented in figure 3.
Joule heating profiles calculated every tenth minute from the radar data are shown as thin lines throughout an auroral
night corresponding to intense magnetic activity. Thick lines corresponding to the Pedersen conductivity profile are also
shown for comparison. For the period displayed here the Joule heating profile often maximizes about ten kilometers
above the Pedersen profile. Such a value, which corresponds to a substantial fraction of the local atmospheric scale
height, is large enough to show the critical importance of an accurate determination, taking into account its neutral wind
dependence, of Joule heating. It also demonstrates the difficulty of a global theoretical approach to this problem, since
the neutral wind in the auroral zone is itself in part a product of Joule heating.

The second question to be answered is "what kind of organized motion transfers the auroral energy input to middie
latitudes” ? Considerable progress, both theoretical and experimental, has been accomplished in the last ten years on this
subject,
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Figure 4 : Time evolution of various atmospheric parameters measured at 6300 A with a Fabry-Perot interferometer by
Silpler and Biondi (1979) at the Laurel Ridge observatory (§1°N). The large increase in magnetic activity (see the Kp
indices at the top of the figure) produces an intensification of the red line emission intensity (curve a), a gradual
large-amplitude increase of the neutrai temperature by nearly 600 K (curve b) and the development of a large southward
neutral wind (curves c).

On the experimental side, optical interferometry techniques have recently become available to measure neutral tempe-
ratures and winds in the various emission layers of the thermosphere. They add to other techniques, and in particular to
incoherent scatter, which has for several years provided important contributions to the study of disturbed neutral winds
and gravity waves of auroral origin (e.g., Testud et al,, 1975, and references therein ; Roble et al,, 1978 ; Babcock and
Evans, 1979). Using & Fabry-Perot interferometer to measure the width and Doppler shift of the 6300 A atomic oxygen
emission, Hernandez and Roble (1976, 1978 a,b) and Sipler and Biondi (1979) were able to detect large-scale
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thermospheric winds and waves generated by auroral activity. One of Sipler and Biondi's observations at the Laurel Ridge
observatory (41°N) is presented in figure 4. One can see from top to bottom the emission intensity, which increases
abruptly at the time of magnetic activity increase at 03,00 U.T., then the neutral temperature, which increases, much
more smoothly, by 600 K in 6 hours, and finally the southward and eastward components of the neutral wind. The
southward wind has been measured by pointing the instrument alternatively to the north (measurement points plotted
with an N) and to the south (points plotted with an S) of the station. The neutral wind speed appears to be two times
smaller to the south than to the north, indicating a strong attenuation of the disturbance with decreasing latitude.

This observation shows rather clearly that on long-term variations (several hours) of the wind, which must correspond to
a net equatorward transport of the neutral air, shorter-period wave-like fluctuations are superimposed. In the usual
terminology, the first type of neutral wind variation is interpreted as the development of a meridional circulation cell of
the neutral air, and the second type as a gravity wave (though there is no possibility here to check the vertical structure
of the oscillations). This leads us to the third question we would like to examine : "what are the relative contributions of
gravity waves and meridional circulation cells to the transfer of auroral energy to middle and low latitudes” ? This
question was addressed in a series of theoretical papers by Richmond (1978 ; 1979 a, b). Starting from. an adequate
definition of wave energy, i.e. one which coincides with the usual definition for small-amplitude motions and an
isothermal and non-dissipative medium, but which can be generalized to motions of arbitrary amplitude in the real
thermosphere (see Richmond, 1979 a, for the exact definition), he established the energy budget of a long-lasting,
large-amplitude auroral heating event which he simulated using the numerical model described by Richmond and
Matsushita (1975). This model is zonally symmetric (i.e. all parameters are independent of longitude or loca! time), and
does not account for the relative diffusion of different atmospheric constituents, but it solves for the U.T. variations of
all parameters. One of the main results is presented in figure 5 (Richmond, 1979 b). On the righ-hand side the global
energy budget of the generation region (the auroral zone, defined as that region through which magnetospheric
field-aligned currents close and the auroral electrojet flows) is presented as a function of altitude in terms of the total
Joule heat deposited, and of the energy used for gravity wave generation (each calculated per unit pressure scale height).
On the left-hand side, the total amount of energy deposited within the Q° - 45° latitude region is separated into
compressional heating and dissipation of wave energy (note the change of scale between the right and left panels). Wave
energy accounts for only a very small fraction of the total energy both in the generation and in the dissipation regions.
Most of the energy deposited at low latitudes is due to compressional heating of the neutral air in the descending part of
the meridional "Hadley type" circulation cell driven by the auroral heat source. Richmond (1979 b) stressed the point that
his simulation was intentionally designed to favor gravity wave energy generation rather than meridional circulation. The
large amplitude of the heating, its 6-hour duration (rather short for a magnetic storm) and the large fluctuations in the
electrojet currents assumed, all tend to bias the result towards gravity wave generation. This suggests that in a real
magnetic storm the contribution of gravity waves to large-scale energy transfer must be even smaller than shown in
figure 5 (the situation might be different, however, for a short duration heating event, such as an isolated magnetic

substorm).
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Figure 5 : Some of the main elements of the energy budget of the 6-hour duration magnetic storm simulated numerically
by Richmond (1979 b). (Left) Total Joule heat and wave energy production in the auroral zone. (Right) Compressional
heating and wave energy dissipated in the low latitude regions (0° - 45°), All quantities are computed pet unit pressure
scale height, after integration in time, longitude, and latitude over the region indicated.

The dynamical effects of auroral heating are actually not limited to neutral gas motions, but can extend to plasma
motions as well, Blanc and Richmond (1980) noticed that since the equatorward wind portion of the meridional circulation
cells flows in the upper part of the ionospheric dynamo layer, it may have a substantial dynamo effect, and therefore
generate disturbance electric fields which could in turn induce F-region plasma motions. Using the same kind of
numerical simulation as previously described, and a numerical dynamo model of the ionosphere, they made a quantitative
test of this idea. The main effect of this mechanism can be described as follows : the winds blowing towards the equator
in the meridional cell tend to be deviated westward by the Coriolis force, thus leading to a subrotation of the neutral air
at subauroral and/or middle latitudes. The dynamo effect of this westward wind blowing at all local times is a poleward
electric field which in turn drives a westward motion, or subrotation, of the F-region plasma. In "nalve" terms one could
say that the neutral air in the lower thermosphere drags the field lines and forces them, as well as the F-region
"frozen-in" plasma, to follow its subrotation. The U.T. and latitude distributions of the westward F-region plasma drifts
produced by this mechanism are illustrated by figure 6. It shows the results of the two simulations performed. For each
of them, starting from a thermosphere initially at rest, the auroral heat source was turned on in half an hour, and then
maintained to a constant value for the rest of the twelve hours of total simulation time. The "case I" simulation (top
diagram) corresponds to a large magnetic storm ; case II is a rather weak heating event, and may even be representative
of the quiet-time level of auroral heating. The auroral heating zone is limited by the two vertical dashed lines in each
panel, The calculated zonal drifts prevailing 3, 6, 9, and 12 hours after storm onset are superposed. For the case ]
simulation very large drifts (more than 100 m/s) are produced at midlatitudes. They progressively extend towards the
equator, and maximize approximately at 45 latitude after 12 hours of heating. Conversely, case Il shows much smaller
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drifts (no more than 20 m/s) maximizing at the equatorward edge of the heating region, and then decreasing
monotonically towards the equator. It thus appears that the extension of disturbance dynamo fields to midlatitudes is a
critical function of the amount of heat deposited. Case | and case Il represent rather extreme cases, and the real
situation prevailing during magnetic storms must stand in between.
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Figure 6 : Latitudinal variations of the electrodynamic east-west ExB drifts in the F region computed by Blanc and

Richmond (1980) for four storm times of their simulations. These F-region westward drifts are generated by the dynamo
action of the equatorward and westward neutral winds of a meridional circulation cell induced by auroral heating.

4. PENETRATION OF MAGNETOSPHERIC CONVECTION ELECTRIC FIELDS TO MIDLATITUDES

The dynamo effect of thermospheric circulation cells is not the only disturbance mechanism for the midlatitude
ionospheric electric field. Incoherent scatter observations at Milistone Hill (Evans, 1972), Saint-Santin (Testud et al.,
1975 ; Blanc, 1978, 1980 a, b), and also at the magnetic equator at Jicamarca (Fejer et al,, 1979 ; Gonzales et al., 1979)
have provided evidence for the direct penetration of magnetospheric convection electric fields to middie and low
latitudes during certain types of magnetospheric events. But a clear and unambiguous identification of these events is
only starting to emerge. In particular, one must determine what are the roles of solar wind parameters and of substorm
activity, respectively, in the generation of these midlatitude convection electric fields. Figure 7 {from Blanc, 1980 a) is
an example of such an attempt. The time variations of (a) the LM.F. Bz component, (b) the AU and AL auroral electrojet
indices, (c) the H traces of the Abisko and Leirvogur magnetograms, in the afternoon sector, and (d) the east-west ExB
disturbance drift in the F region above Saint-Santin, are shown for April 29, 1976. Curve (e) is an estimate, based on the
Dst time rate of change, of the ring current inflation rate (in nT/hr), which must show large negative values during
periods of fast ring current growth. The auroral electrojet indices show that two substorms occurred in sequence. During
the first one there is no marked ring current growth, and B, stays close to zero, except between 13.00 and 13.30 U.T.,
when it briefly displays a large southward value of more than% nT. Exactly at that time a marked westward excursion of
the Saint-Santin ExB drifts is observed. The second substorm appears to be associated with a sustained 7 nT southward
B, from 15.00 to 17.00 U.T.. A westward excursion of the Saint-Santin ExB drift is observed in good time coincidence,
a&i at the same time the ring current grows rapidly at a rate of about 15 nT/hr.

This example, and several others in Saint-Santin measurements, have led us to the following tentative conclusion : the
penetration of convection fields to low latitudes does not occur for every substorm ; rather, it occurs when the LM.F,
displays a large southward excursion. This suggests that it is not substorm activity in itself, but the intensification of the
dawn-to-dusk potential drop across the magnetosphere, which generates midlatitude convection fields. The fact that the
occurrence of these convection events at midiatitudes is very often associated (for long enough southward excursions of
Bz) with fast ring current growth reinforces this hypothesis.

Just as in the auroral zone,midlatitude convection electric fields are strongly local-time dependent. To estimate in an
average sense the corresponding plasma flow pattern, we have performed a statistical study of the Saint-Santin
disturbance drifts. Averaging separately the equinox drifts for Kp above 2 and for Kp less than or equal to 2 , and
taking the difference between these two patterns, we have constructed the average disturbance drift model presented in
tigure 8 (from Blanc, 1980 b). The average drift velocities are shown in a polar representation as functions of local time
(westward clockwise, and poleward to the center of the circle). The most striking feature of this pattern is the presence
of a westward-directed drift at all local times, which strongly contrasts with the auroral situation. This westward drift is
near zero between 06 and 12 L.T., and culminates in the evening sector with 75 m/s (about 3 mV/m) at 22 L.T.. We have
shown quantitatively (Blanc, 1980 b) that this pattern can be understood as a superposition of the effects of the two
electric field disturbance mechanisms mentioned in this paper : the disturbance dynamo electric fields generated by

!
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storm-time meridional circulation cells in the thermosphere (see section 3) create a westward drift at all local times.
Superposed to directly penetrating magnetospheric convection electric fields, computed from a high-latitude potentiaf
source mapping through the ionosphere, which produces disturbance drifts essentially eastward in the morning and
westward in the evening, it explains reasonably well the dritt distribution of figure 8.
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Figure 7 : The variations of the Saint-Santin (45° latitude) disturbance ExB drifts in the east-west direction (curve d) on

pril 29, 1976, are compared with various solar wind and magnetospheric parameters. The Saint-Santin drifts seem to be
controlled more by the large southward values of the LM.F. B; component than by substorm activity (as seen on AU and
AL) in itself (from Blanc, 1980 a).

SAINT-SANTIN AVERAGE DISTURBANCE DRIFTS

rf:\

Figure 8 : Average pattern of the Saint-Santin disturbance ExB drifts, presented as a vector plot on a latitude-local time
am of the northern lonospheric hemisphere by Blanc (1980 b). It was obtained as a harmonic fit to half-hourly values
of the difference between the average drifts for Kp > 3, and for Kp 5 2+
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5. SUMMARY

f In an attempt to briefly examine the main channels through which solar wind energy is ultimately deposited to middle and

low latitudes, we have met a number of unsolved problems, of poorly known physical mechanisms, but also some problems
on which considerable progress has been achieved in the recent years.

T

1- First of all, magnetotail energy is known to be released during the substorm expansion phase, and to go partly
into the auroral ionosphere, and partly into the magnetospheric ring current. But the dividing factor between these two
contributions seems to depend in a complicated way, which is not yet well understood, upon solar wind parameters. The
clarification of this point is a preliminary condition for an improved understanding of storm/substorm relationships.

2- There is mounting evidence that charge-exchange decay of the ring current contributes a substantial part of
direct energetic particle precipitation into middle and low latitudes. This mechanism probably has an important effect on
' nighttime ionospheric conductivities.

3- Paradoxically, the total amount of energy deposited in the auroral zone is much more difficuit to monitor than
ring current energy variations, which are rather closely reflected in the Dst index. This is due to the complex shape of
the three-dimensional distribution of auroral heating, and of its magnetic activity variations. Incoherent scatter
observations at Chatanika have contributed to a better knowledge of at least the altitude distribution of auroral heating.
They have shown that despite comparable total energy inputs, Joule heating is more efficient than particle heating in
generating thermospheric motions because it culminates at higher altitudes (Banks, 1977). But an accurate determination
of the neutral wind profile is necessary to determine the exact peak altitude of Joule heating (Brekke and Rino, 1978).

4- The dynamic response of the thermosphere to auroral heating is classically separated into meridional circulation
and atmospheric waves. In a recent study, Richmond (1979 a, b) started from a general definition of wave energy to show
that waves contribute only for a very small fraction to the budget of energy transfer from auroral to middle and low
latitudes during magnetic storms. Most of the energy transfer operates through compressional heating of the neutral gas
in the descending part of the meridional circulation cell induced by auroral heating.

5- Storm-induced meridional circulation also induces, via the action of the Coriolis force on an equatorward wind, a
subrotation of the thermosphere above 120 km altitude, according to a study by Blanc and Richmond (1980). They showed
by a numerical simulation that this neutral air subrotation in turn produces a subrotation of comparable magnitude of the
F region, through generation of a disturbance in the ionospheric dynamo electric field.

6- Another important disturbance mechanism acting on midlatitude electric fields is the direct penetration of
magnetospheric convection inside the plasmasphere. Incoherent scatter observations support the idea that this
penetration occurs for large intensifications of the magnetospheric dawn-to~dusk potential drop produced by large
southward excursions of the LLM.F. B component, and are generally associated with fast ring current growth.

‘ 7- When the local time distributions of these two electric field disturbance mechanisms, computed by a theoretical
I dynamo model, are superimposed, the observed average distribution of the disturbance drifts at 45° latitude can be
satistactorily reproduced (Blanc, 1980 b).

Among the topics just listed on which attention has been focused in the recent years, there is one particularly clear link :

the concept of the magnetic storm main phase. It is within this phase that fast ring current growth, penetration of the i
convection electric field and direct particle precipitation are observed. I believe that further efforts should be focused

on a comprehensive study of the magnetic storm main phase, of all its effects and their relationships to solar wind

parameters, and of the storm/substorm relations. It is on this basis that it will be possible to improve our present

knowledge of the impact of auroral and magnetospheric activity on the earth's upper atmosphere.
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CURRENTS IN THE AURORAL ZONE IONOSPHERE

Asgeir Brekke
The Auroral Observatory
P.0O. Box 953, N-9001 Troms¢, Norway

SUMMARY

A short outline of the evolution of the model current system at polar latitudes is given. The more recent
observations of the Birkeland currents together with the ionospheric currents are interpreted in terms of
a simplified current model, which is a current induced by the motion of plasma across the magnetic field
lines in the magnetosphere. The amount of Joule heating releaseu in the upper auroral atmosphere during
strong auroral electrojets is related to the magnetic field perturbations on ground and it is shown that
the amount of heat released will be larger for a positive magnetic bay than for a negative bay of similar
strength.

1. INTRODUCTION

The presence of electric currents in the auroral zone and polar cap ionosphere was realized at the turn
of this century by Birkeland (1902) who erected an observatory in the northern part of Norway tc¢ investi-
gate this phenomenon. His early concept of the auroral zone current system was rather primitive, but he
stated two fundamental principles (Figure 1):

1) The particles penetrating the atmosphere and create the aurora are responsible for the geomagnetic
disturbances at high latitudes.

2) The particles penetrating the atmosphere are guided by the geomagnetic field, forming a current
wedge which is aligned along the magnetic field lines. The current consists of an upgoing and a
downgoing field-aligned branch and a horizontal closure current at auroral altitudes. This
horizontal current branch is responsible for the large geomagnetic fluctuations seen at high
latitudes and the smaller excursions observed at lower latitudes during auroral disturbances.
The horizontal current closes in the ionosphere via the low latitude and the polar cap.

The field aligned current branches have later become known as Birkeland currents.

Harang (1946) based on a similar analysis as Birkeland concluded that the intense horizontal current in

the auroral zone consists of two branches, one eastward directed in the afternoon and evening hours, and
one westward directed in the morning hours. The demarcation region between the two current branches on

the night side has later been named the Harang discontinuity. A similar lesser noted demarcation region
is also present in the forenoon sector (Figure 2},

2. MODERN OBSERVATIONS OF THE HfGH LATITUDE CURRENT SYSTEM

The presence of the field aligned current branches could never be proven by Birkeland, and their existence
was disputed for many years. Not until 1970 were their presence definitely confirmed by Ammstrong and
Zmuda (1970) using satellite data of the geomagnetic field (Figure 3).

From more recent satellite data of Zmuda and Armstrong (1974) and Iijima and Potemra (1978) it has been
shown that the field aligned currents are not only present during auroral disturbances but at any time,
disturbed or quiet (Figure 4). Furthermore, the Birkeland currents appear to form a consistent pattern
where the downgoing current is on the equatorward side of the auroral oval in the evening sector, and on
the poleward side of the oval in the morning sector. The upgoing current on the other hand is on the
poleward side of the oval in the evening sectcr and on the equatorward side of the oval in the morning
sector. Thus the field aligned currents are not line currents but rather sheet currents forming two
pairs of oppositely directed sheets in the evening and morning sector.

Based on measurements of the electron density and theoretical consideration of electrical conductivity
in the aurora. zone ionosphere, Baker and Martyn (1953) concluded that the ionospheric currents forming
the so-called auroral electrojets were Hall currents. This result has now been confirmed by incoherent
scatter measurements at Chatanika, Alaska. From this experiment it is possible to derive the height
integrated ionospheric conductivities and the electric field with a time resolution of a few minutes
(Figure 5).

Assuming a vertical magnetic field and neglecting any parallel electric field the height integrated over-
head ionospheric current is given by

2
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where Ip and Iy are the height integrated Pedersen and Hall conductivities respectively. The electric
field E' = E + u X B is assumed constant in the height region of the ionospheric currents and u is the
neutral wind., These estimates of the overhead current density can be compared at any time with the
geomagnetic perturbations measured by a nearby magnetometer. The relationship between this current and
the magnetic field perturbations on ground i{s given by
- . ]
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where K, and K; are constants taking the earth induction and the geographic extent of the currents into
account. (AH and AD are measured positive northward and eastward respectively.)

Results of such calculations are shown in Figure 6. A good agreement between the H-camponent of the
geomagnetic perturbation vector and the eastward ionospheric current density is evident. Since the
electric field is basically directed in the meridional plane this observed relationship implies that a
polarization effect is present in the auroral ionosphere and that the Hall current is the major source
of the deflection in the H-component.

When a similar comparison is made between the D-component of the geomagnetic perturbation vector and the
northward component of the current, the agreement is less apparent (Figure 6). The reason for this is
not easy to find but some likely sources could be:

Distant currents in the polar cap magnetosp’.ere (magnetopause)

- Induction effects in the ground

- Currents in the ionospheric D-region

Unbalance between upgoing and downgoing current sheets above the site.

Particularly during auroral precipitation events a rather dense D-layer is formed, and because the
electric field can penetrate to D-region heights (see Goldberg, paper 15) it is not unlikely that a
considerable current might flow. It has lately been possible to derive D-region densities down to alti-
tudes of 70 km at Chatanika which do indicate that such currents actually are flowing (Banks, 1979).

3. A SIMPLIFIED CONCEPT OF THE BIRKELAND CURRENTS

The results from the Triad data obtained by Potemra (1978} hold together with the Chatanika results
indicate that the Birkeland currents are basically closed by Pedersen currents in the meridional
direction in the E~region ionosphere. The presence of this current system at all time and particularly
in quiet periods suggests a simplified current model as illustrated in Figure 7. The Birkeland current
pairs are closed by Pedersen currents in the morning and evening side auroral ionosphere and by radial
currents directed from dusk to dawn in the equatorial plane. Since the electric field in the equatorial
plane is directed from dawn to dusk the radial current in the magnetosphere will represent an energy
source. In the ionosphere, however, the electric field and the Pedersen currents will be parallel and
therefore represent a load in terms of Joule heating in the atmosphere (Figure 8). The Lorenz force
which will result in the equatorial plane (j X B) will be directed towards the plasma flow. In this
simplified concent one can therefore imagine the high latitude current system as a result of Lenz's law
where the currents are induced in order to sustain the momentum of the plasma flow across the magnetic
field in the equatorial plane.

4. FINE HIGHE RESOLUTION MEASUREMENTS OF THE AURORAL ZONE CURRENTS

Recently it has also been possible to derive altitude profiles of the ionospheric currents by the inco-
herent scatter radar at Chatanika, Alaska (Rino et al., 1977). These observations (Figure 9) clearly
show how the currents change direction by altitude from being mainly a Pedersen current at the uppermost
altitudes to being a Hall current at the lower altitudes. 1In Figure 9 the electric field is basically
northward between 0600 and 0700 UT and southward from 1500 to 1600 UT.

One also notices from these observations that the maximum auroral electrojet is situated slightly higher
during an eastward electrojet than during a westward electrojet. It is not unlikely that this difference
can have some influence on the creation of gravity waves in the auroral zone. There are indications

that the source of these waves are related to the eastward electrojet. !

5. JOULE HEATING IN THE AURORAL IONOSPHERE

From the observations of the currents and the electric field one can estimate the amount of Joule heat
which is deposited in the auroral atmosphere. This heat is given by
hz
Q=) j-E -dan=31 E
hl
where h; and h, are the lower and upper borders of the region where the heating takes place, and lp is
the height integrated Pedersen conductivity assuming the electric field is constant in the actual height
region. In Figure 10 calculations of this heating is shown together with the magnetic fluctuations
close to the site of the radar observations. One can see that the amount of Joule heating is much larger

during the negative bay than during the positive bay. Cole {1971) has shown theoretically that the amount
of Joule heating can be expressed as

Q =k - (8m)° @

where AH is the magnetic field fluctuations and k is a scaling factor. Now the magnetic field fluctua-
tions are basically caused by Hall currents and can approximately be given by

AH = k' - EH E' (5)

where ZH is the height integrated Hall conductivity and k' is a proportionality factor, and on the average
equal to 0,17 and 0.29 in a positive and negative bay respectively (Kamide and Brekke, 1975). Therefore

Q = kk' - ):H2 . g2 (6)
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and since Q = ZP . E'z one finds that

k =

5.89 - L /L 2 in a positive bay
{ P “H -

3.50 - ZP/EH2 in a negative bay

This means that the scaling factor k which expresses the efficiency of the magnetic fluctuations in terms
of Joule heating, will vary with the ratio of the conductivities. During an auroral substorm the Hall-
conductivity will increase more than Ip and therefore k will decrease during such events. This is shown
in Figure 10, where it can be seen that during a positive bay when there is less precipitation the amount
of Joule heating is relatively larger than during a similar negative bay. In Figure 11 this effect on
the k value is summarized for several events of Joule heating in association with positive and negative
bays.

The energy released by the precipitating particles during the ionization process is also of considerable
importance to the total amount of heat released in the polar ionosphere during auroral events. In order
to make numerical models of the dynamics of the upper atmosphere on a global scale, it will be of interest
to obtain quantitative values for the heat deposited in total by auroral substorm phenomena. Vondrak and
Baron (1977) have developed a method for deriving the energy distribution of auroral electrons from
incoherent scatter radar measurements. By assuming equilibrium and neglecting any transport terms in the
continuity equation for the electron density, the production rate is given by

q=Q N (8)

From measurements of Ng at each altitude one can derive the production rate q as function of altitude.

It is usually assumed that 35 eV is released on the average during every ionization event, therefore one
can find an average amount of the particle energy deposited in the auroral ionosphere at every height.

In Figure 12 are shown the total amount of heat deposited, both the Joule heating rate and the particle
heating rate added together. On the abscissa is the simultaneously measured (AH)2 parameter from a
nearby magnetometer. The relationship is shown both for negative and positive bays. Again one can see
that relative more heat is deposited for positive magnetic bays than for negative. 1In these calculations,
we have accounted for the fact that only a fraction (~ 30%) of the total particle energy goes into heating
the neutral atmosphere. On the average Figure 12 indicates that the Joule heating rate is the most
important heating source in the polar ionosphere.

6. CONCLUSION

The current system in the auroral ionosphere appears to be fairly well understood in a coarse senge, The
observed field aligned current sheets are most likely closed by meridional Pedersen currents in the auroral
oval. The electric field driving the ionospheric currents is strongly polarized forming an eastward and
a westward auroral Hall current electrojet, which are slightly shifted in altitude. The eastward electro-
jet being situated a few kilometers higher. The amount of Joule heating released in the upper atmosphere
appears to be relatively stronger with respect to the strength of positive magnetic bay events than to the
strength of negative bay events., By scaling magnetograms in order to derive a quantitative estimate of
the amount of Joule heating released at any time,one has to be aware of this lesser efficiency of the
negative bays in terms of Joule heating. In addition the Joule heat also appears to be deposited at
slightly higher altitudes during positive bays than during negative bays (Brekke and Rino, 1978; and Blanc
paper 12).
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Figure 1 An early model of the current system in the auroral

zone (Birkeland, 1908).

Figure 2 Diurnal variation of the geomagnetic field as function

of time of day and geomagnetic latitude observed in

Scandinavia by Harang.

Full lines indicate AH positive

northward (Harang, 1946).
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NEUTRAL WINDS IN THE POLAR I1ONOSPHERE

’ Asgeir Brekke
f The Auroral Observatory
P.O. Box 953, N-9001 Tromse¢, Norway

SUMMARY

During the last ten years we have witnessed progress in the understanding of the neutral air dynamics in
the polar ionosphere. 1In this report we will present some of the most recent observations of this

| important geophysical phenomenon. A comparison with some of the present models of the neutral air global
wind system is also made. The need for more research in this field is stressed.

1. INTRODUCTION

The motion of the neutral air in the upper atmosphere, say above 90 km altitude is not easy to investigate.
There are only a few techniques available for direct observations of the neutral air dynamics. Until
about 10 years ago most of our knowledge about the neutral winds above 90 km was based on observations of
meteor trails. In the beginning of the 1970's the first rocket releases of chemiluminescent trails were
successfully launched into the upper atmosphere, and later on we have got observations of the neutral
wind in the thermosphere by incoherent scatter radars and Fabry-Perot interferometers. Except for the
incoherent scatter radar techniques the other methods are limited to twilight or complete darkness,
therefore can all techniques give a complete daily pattern of the neutral wind only in limited regions at
high latitudes., During the last years we have experienced an upswing in the interest of the thermospheric
neutral wind system at high latitudes and realized its importance to the global system of neutral air
dynamics.

2. EQUATIONS OF MOTION FOR THE NEUTRAL AIR

To investigate the relative importance of the different forces acting on the neutral air mass, the
momentum equation of the neutrals can be written:

=== 20 % u + -—l-Vp+V¢+EV2u-v (u - v) (¢8)]
— — 9. p p — ni'— —
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In this equation the following symbols are used:

- the neutral air velocity

the angular velocity of the earth (= 7.3 - 1075 sec})

- the neutral gas density

o T 0 e
'

- the neutral pressure

<
<
t

represents a tidal force

the coefficient of molecular viscosity

- the neutral-ion collision frequency (~ 7 - 107 .

< ©
]
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the ion gas velocity
the ion number density

Z
1

i

Since the neutral gas motion is so closely linked to the ion gas through the collision term one should
also solve simultaneously the ion mobility equation. This equation is given by

dv

== - - L 2 - -

=" Bxv+g-3 Vpumi (E+ v xB) ~ v (v-u (2)
where the subscript i refers to the ions and

m - the ion mass

vin - the ion-neutral collisjon frequency (vin ~ 7 - 10-16 * N)

N - the neutral gas number density

E - the electric field

B -~ the geomagnetic field

In this figure (Figure 1) from Maeda and Fujiwara (1967) the different forces are compared on a normalized
scale and one can see that in the E-region between 90 and 150 km the pressure force, the Coriolis force
and the ion drag are dominating forces, while the viscous drag term is of minor importance and the tidal
force V¢ can be completely neglected together with the gravity force for horizontal motion of the air.

One complicating result of this combination of forces is that an instantaneous observation of the neutral
wind at a particular point in space reflects the effects of forceas some other places at some other time.
In order to get a comprehensive view of the neutral air dynamics one would need observations based on a
global scale. This is not easy to organize and so far most of the measurements of the neutral winds in
the polar fonosphere have been performed as single cases or event studies. Recently, however, one has
seen long time series of the neutral wind based on radar observations and Fabry-Perot measurements. When
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such long time series are performed one will eventually get a better understanding of the behaviour of the
wind both during more regular quiet conditions and during geomagnetic disturbances.

3. EARLIER MODELS OF THE THERMOSPHERIC WINDS

In the earlier models of the thermospheric winds, several assumptions were made with respect to the rela-
tive importance of the different forces. 1In the well known work by Kohl and King (1967) it was assumed

that the atmosphere was static below 110 km and that the only driving force was the global pressure asymmetry
caused by the daily variation of the solar heat input. Thus Kohl and King (1967) neglected any effect of
electric fields. 1In Figure 2 are shown the model of Kohl and King (1967) when an ion density of 1012 p-3

is assumed. From the model which applies for the 300 km height region the wind direction across the pole

is mainly aligned along the 1500-0300 LT meridian or apgroximt_ely parallel to the driving force. For

model calculations with a third the ion density (3 x 1011 n~3) the wind amplitude is increased by a factor
of 3 and the direction is turned approximately 30° towards the right.

This relationship can be seen by a simple analysis of the neutral mobility equation. By assuming balance
between the driving force, the Coriolis force and the ion drag term one gets the following reducegd
mobility equation for the neutrals in steady state:

1
+2QX\_1_+B-Vp+vni(3-y_)=0 (3)

In this equation we have neglected the viscosity force, and according Kohl and King (1967) this assumption
is valid between 200 and 400 km and below 150 km altitude for electron densities larger than 3 X 101l -3
Solving Eq. (3) for u gives

‘—"-‘Kl ‘-,J.. -1(28)(!1'/9-0!"' (4)
where
V' =v - Vp (5)
ni
and
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K = [1 + (__2Q ] (6a)
1 \Y
ni
21-1
x, = 2 1+(§&)] (6b)
ni ni

At high latitudes we can assume that g is vertical. Furthermore we put v 1 = O such that the expression
for the horizontal neutral wind reduces to

91_"(15'1(22’(2/9 (7
where
1
£ > (8)

is the driving force due to pressure gradients, The angle between the horizontal wind and the driving
force will be given by (see Figure 3)

tgd = -2& (9)
v
ni

The direction of u will be to the right of the driving force at northern latitudes, As v,; & Ny this
angle will decrease by increasing N; (ion density). For an ion density of 1012 p=3 the angle will be

~ 120, For an ion density of 3 x 1011 m~3 the angle will be ~ 359. For densities of the order 1010 o3
or less the angle will be close to 90° or the wind is approximately geostrophic. For such low ion
densities, however, the deletion of the viscous drag term is more critical., The magnitude of the hori-~
zontal neutral wind is in this approximation given by

1
lu,| = —————— |%5,] (10)
-1 2 2.4 =1
(\)m + 49%)
which shows that uy increases toward the limit
1.1
fu,l s ™3 G " an

when the collision frequency or the ion density decreases. The maximum value of é- Vp in the ionosphere
below 300 km is about 4 - 10'2 /82 (Xohl and King, 1967) and therefore the maximum asymptotic velocity
will be approximately 300 m/s.

Most of the earlier models like the one by Kohl and King (1967) are usually limited to lower latitudes
and take little or no account of the special situation in the polar regions such as very strong electric
fields and excessive heat input due to the auroral electrojet and particle precipitation,

I
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4. EARLY MEASUREMENTS OF THE POLAR IONOSPHERE NEUTRAL WIND

When Stoffregen (1972) made his barium releases above Kiruna the neutral cloud d1d not move 11 accord
with what the theories predicted, and he inferred that in addition to the global pressure system there
must be a local pressure system in the auroral zones, modifying the neutral wind motion at high latitudes.
In an attempt to explain his observations he modified the model of Jacchia 119%) to inciude & high
pressure cell at nighttime in the aurvoral zone (Figure 4).

Rees (1971) (Figure 5) showed from a sample of rocket releases above Kiruna that the vast-west Ccompuner.t
of the neutral wind velocity vector was very well correlated with the mean value of the north-south
component of the magnetic perturbatiun vector for the 2 hours prior to launch. This result strongly
indicates that the neutral motion is affected by the auroral electrulet through the 106 drag coupiing.
Rees {(1971) alsce inferred electric fields from his mcasurements and conciuded that the 1ons awvcelerated
by the ionospheric electric field will represent high enough mumentuw to push the neatral air with a time
constant of one to two hours.

The pioneer results by Rees (1971) and Stoffreqgen (1972} disagree 1in the sence that they expiairn their
measurements in terms of two different driving foroes, jon drag and local pressure gradients respective.y.
On the other hand they complement each other as bath these twe effects most likely play an important part
in the upper polar ionusphere dynamics,

One more important conclusion that could be drawn out of the work by kees (1971) and Stuffregen (1977
was the fact that the neutral air is not at all stationary at E-region heights in the pclar 1onusphere.

5. LONG TIME SERIES OF NEUTRAL WIND MEASUREMENTS

To interprete single rocket measurements of the neutral wind at aurcral heights 1s of course very ditficuilt
since the forces that control the neutral air motion are present over very long distances and during lung
periods. Therefore a measurement of the neutral wind at one point in space is related to the time history
of the neutral air dynamics in a large area during periods of hours. The idea)l way to master this problem
would be to observe the neutral wind at many different places over long periods. This 1s of course not
economically feasible but a step in the right direction is to measure the wind over a long period at one
place. This was made possible when an incoherent scatter radar was moved to aurcral zone latitudes in
1972. From the Chatanika radar measurements one has been able to derive a pseudo neutral wind which 1s a
weighted height average of the E-region neutral wind (Brekke et al., 1973),

The neutral wind is actually derived as a residual by solving a simplified ion mobility equation where a
balance is assumed between the Lorenz force and the collision term

e

oy

+ X - - = N
(E + v x B) Vintv - W 0 (12)
As the incoherent radar measures a height independent E-field and a weighted height-average value of the
ion velocity v one has to account for this in the measurement and therefore the residual is a weighted
average of the neutral wind in the E-region (Brekke et al,, 1973).

A summary of such measurements is shown in Figure 6 where one can see that the flow partern in the daytime
is directed antisunward acrogss the polar cap as predicted by the Kohl and King (1967) model. 1In the

night sector the wind appears to deviate towards west before local midnight and towards east after mid-
night as if the ion flow is pushing the neutrals along approximately in the E x B direction. Especially
around midnight there are details in the flow pattern that does not agree with a simple ion drag

component to the neutral wind, particularly is this the case for the strong northward component before

midnight.

If one now returns to the simplified expression for u and neglect the pressure gradients with respect tu
the ion velocity the equation for the horizontal neutral wind reduces to

u =K v, -K, @xv/0 (h

The angle between the neutral wind velocity and the ion velocity will now be given by (Figure 4)

20
* N em—
tgd 5 14
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where u; is directed to the right of v,. During the evening hours when the electric field is very strung
and northward directed the ion velocity has a strong westward component. If one then neglects the eftect
of the pressure gradients the neutral wind should have a northward component. In the morning hours the
precipitation is usually very strong and therefore the neutral-ion collision frequency will be larger

and reducing this effect. Some of the effects seen around midnight from the Chatanika data in the neutral
wind therefore may be due to the effect of the Coriolis force turning the ion velocity into a northward
component which couples to the neutrals through the ion drag term.

6. RECENT MEASUREMENTS OF THE NEUTRAL WIND IN THE AURORAL AND POLAR CAP 1ONOSPHERE

The incoherent scatter technique has recently been improved to give neutral wind measurements with a height
resolution of a few kilometers. One of the first results from this technique is shown in Figure 7 (Rino '
et al., 1977) where the neutral wind is shown for 3 different heights in the E-region. One will notice
that there is a strong meridional flow antisunward before midnight and sunward after midnight in this
particular experiment. This flow pattern is not well understood but tentatively it is explained as being
due to strong local heat sources in the auroral atmosphere. The amount of Joule heat input was as high
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as 100 erqs/cmz/sec during periods of this event. One inherent difficulty in the derivation of the
neutral wind is the choice of a proper model neutral atmosphere. So far we have used only static models
(Rinc et al., 1977) but with the large amount of energy released during auroral substorms in the upper
atmosphere it is likely that the neutral air density and collision frequency can be modified.

Kelly et al. (1977) have made measurements of the ion drift and the neutral wind in the F-region polar ;
cap by barium and strontium releases. They fiund that the neutral wind velocity observed are too large !
to be explained by the global thermospheric pressure gradients. Therefore they infer that either local I
heat sources are present in the auroral oval, or that high ion velocities coupled with enhanced plasma :
density due to particle precipitation in the polar cap put the neutral air in motion at higher latitudes. !
Further they claim that the inertia of this motion could sustain even when the plasma density has decayed J
sufficiently that ions can no longer affect the neutrals. ;

Smith and Sweeney (1980) has derived neutral wind patterns in the polar cap F-region by the Fabry-Perot
technique. Their results which are shown in Figure B are in remarkable good agreement with the Kohl and .
King (1967) model, showing a very uniform antisunward flow across the polar cap.

7. RECENT MODELS OF THE GLOBAL WIND PATTERN

Recently several authors have published extensive model calculations of the global neutral air wind
pattern at thermospheric heights.

' The basic content of these calculations is that the auroral zone heat input plays an important part in
i the global wind system in the winter hemisphere, such as in the model published by Roble et al. (1979)
(Figure 9). Above 120 km a local wind cell is set up which modifies the symmetric wind system down to
| mwiddle and low latitudes.

The validity of such models must be tested by future experiments, and today we stand on the threshold of

a challenging future in this field. We are now mastering a few good techniques which make it possible

to monitor the wind from nour to hour and within a few years time we most likely will experience important
progress in this research,

8. CONCLUSION

The behaviour of the neutral wind in the polar ionosphere is not well understood. A few measurements do
ex1st of this phenomenon which on one hand indicates the presence of local heat sources in the auroral
zone and on the other a strong influence on the ion drag force. A better understanding of the neutral
dynamics in the polar ionosphere is needed since it is generally accepted that the polar cap and auroral
zone disturbances influence the neutral atmosphere dynamics at lower latitudes on a global scale.
Furthermore the neutral dynamics at aurcral heights are coupled to the magnetospheric processes and to
the interplanetary space via the magnetic field. It is not unrealistic to believe that a better under-
standing of the sun-earth relationship can be optained by studying the neutral atmosphere dynamics at
high latitudes.
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Figure 1 A comparison of pressure (Vp/p), tidal (V¢),
Corjolis 2{(w x v), ion drag (j * B) and viscous
(nV2v) drag terms in the equation of motion
normalized by the velocity v. (After Maeda and

Fujiwara, 1967).
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Figure 2 The atmospheric wind system in the northern
hemisphere calculated for an altitude of
300 km when the peak electron density is
1012 m~3,  (After Kohl and King, 1967).
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Figure 3 Schematic sketches showing the rela-
tionship between a) the neutral wind
velocity and the pressure gradient
force when the ion velocity is neglec-
ted, b) the neutral wind velocity and
the ion velocity when the pressure
gradient is neglected. The relation-
ship is derived when a steady state is
obtained between the pressure force,
the Coriolis force and the ion drag
term.
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Figure 6 Horizontal wind velocities derived at
Chatanika. The geographic north pole
is located at the center of the circle,
which represents the geographic lati-
tude of Chatanika. Local time being as
indicated. An arrow toward the center
represents a geographic northward motion,
00 and a counterclockwise one is geographic s
eastward. (Brekke et al., 1973), i
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Figure 7 Neutral wind velocity vectors at 3 different
altitudes measured by the Chatanika radar
November 6, 1974, The format is as explained
in Figure 6 except the scale of the wind
vectors is given on the side. (Rino et al.,
1977).
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A 24-h plot in geomagnetic coordinates
showing vectors representing the neu-
tral wind in the polar thermosphere
during a) 27 January 1979, b) 21 Janu-
ary 1979. The circle is at a geomag-
netic latitude of 73.1°N, traced out
by the observing site during the period
of observation. The vectors are drawn
with their tails on the circle. Scale
bar, 100 m/s. (Smith and Sweeney,
1980) .
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Figure 9 The calculated contours of mass flow stream function (g s~l) for a) solar
heating alone, b) solar heating plus the OGO 6 inferred momentum source,
¢) solar heating plus the OGO 6 inferred momentum source and symmetrical
high-latitude heat source, and d) solar heating plus the OGO 6 momentum
source and the asymmetrical high-latitude heat source. (After Dickinson
et al., 1977),




ELECTRICAL COUPLING BETWEEN THE LOWER ATMOSPHERE

AND THE IONOSPHERE

Richard A. Goldberg
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ABSTRACT

The classical model for the global electrical circuit depicts a current flow generated by the estimated
1500-2000 electrical storms in progress at any instant of time. This system is often thought to be self-
contained, neither affecting nor affected by changes in the electrical properties of the magnetosphere and
ifonosphere, because of a highly conductive electrical shield (the electrosphere) beginning near the base of
the ionosphere. Mounting experimental evidence requires reevalution of these traditional concepts. For
example, lonospheric signatures induced by tornadoes and hurricanes are well established, and probably
occur through the propagation of gravity waves. VLF spherics initiated by vhunderstorm lightning have also
been associated with the subsequent stimulation of magnetospheric particle prescipitation. In the reverse
direction, modulations in the lower atmospheric electrical structure (e.g. fair weather electric field,
ifonospheric potential, air-earth current density, and possibly thunderstorm activity) appear to correlate
with solar activity and geomagnetic events. This evidence for electrical coupling between the upper and
lower atmosphere is reviewed, including theoretical implications regarding the possibility, magnitude, and
{mportance of such effects.

1. INTRODUCTION

Traditionally, the upper and lower regions of the Earth's atmosphere have been studied on an independent
basis, Within each domain, the various competing physical and chemical processes have been treated as a
self-contained system governed externally by radiations of solar induced origin. These views are now under
refinement, as we begin to learn more about the various and often subtle interactions which must occur
between the upper and lower atmosphere to explain many of the correlative observations between the two
regions.

An important subset of upper-lower atmospheric interactions are those coupling the ionosphere and tropo-
sphere. For nearly 30 years, various experimentalists have accumulated evidence to indicate ionospheric
response to meteorological influences. Now, new results suggest possible interactions in the reverse dir-
ection, i.e., those where ionospheric events may influence tropospheric electrical and meteoroclogical
structure. Of particular interest is the role that atmospheric electrical structure (particularly in the
middle atmosphere, V15-90 km) plays in the transmittance of stimuli for triggering remote responses in
either direction. Electrical coupling (between the ionosphere and troposphere) is appealing because it
occurs nearly instantaneously and does not require the exchange of large quantities of energy. However, in
addressing this concept, it has been necessary to reevaluate some of the classical concepts regarding
atmospheric electricity. Several recent documents including Dolezalek, 1978; Herman and Goldberg, 1978a,b;
an important workshop report edited by Maynard (1979); and papers by Markson (1978) and Markson and Muir
(1980) have discussed the significance and implications of electrical coupling between the ionosphere

and troposphere, and have suggested methods to proceed toward a better insight in this provocative field.

In this short review, we discuss the classical concept of atmospheric electricity, and then proceed to
survey the evidence for electrical coupling; first for ionospheric response to meteorological phenomena
(although most of these probably involve energy transfer through a non-electrical process such as gravity
waves) and next, for tropospheric response to ionospheric phenomena. Violations to the classical concept of
atmospheric electricity are mentioned where appropriate. New findings regarding the middle atmosphere and
the possible effect it may have on regulating the above exchanges are also considered. Finally, recent
theoretical and experimental findings concerning coupling mechanisms are reviewed.

2. THE CLASSICAL ATMOSPHERIC ELECTRICAL CIRCUIT

In most major texts on atmospheric electricity (e.g. Israel 1970, 1973), it is specified that the global
electrical current is driven by global thunderstorm activity (about 1500 to 2000 storms at any given
instance of time), which provides a current of approximately 0.5 to 1 amp per storm. Figure 1 depicts the
general circuit characteristics. The current is thought to flow upward to the lower jonosphere (electro-
sphere) where the relatively high conductivity causes the current flow to diverge horizontally and return
through the fair-weather regions. The most popular parameters to define the return flow include the return
current (air-Earth current density, J.), the atmospheric vertical potential gradient (or vertical electric
field, E), and the total lonospheric potential (potential difference between the ionospheric and ground,
Vi). The atmospheric conductivity 18 often made to increase exponentially with altitude which implies that
most of the potential drop (Vi) occurs in the lowest 5-10 lm of the atmosphere. Hence, within this con-
ceptical framework, mesospheric and stratospheric fields are small and can have little influence on the
circuit characteristics. This classical model may now be subject to some modification based on recent
findings to be discussed within this text.

The thunderstorm driver concept 1is largely deduced from indirect measurements (e.g. Figure 2) wherein the
observed daily (UT) variation in vertical potential gradient appears as the envelope of the peaked activity
for the three major continental thunderstorm regions. This assumption has not been verified with a suitable
global mapping study since, at present, there is no adequate technique available for establishing the varia-
tion of thunderstorm activity on a spatial or temporal basis. Both of these are required to evaluate the
total electrical budget. 1In favor of the thunderstorm driver concept are calculations which imply a com-
plete decay of the global electrical circuit within 1 hour following the sudden disappearance of all
thunderstorms (e.g. Markson and Muir, 1980).




In the classical sense, the basic circuit cannot be subject to perturbations from external sources,

since the ionosphere acts as an "infinitely" conducting spherical shield. However, a wealth of
correlative information exists to suggest a direct link between tropospheric electric field structure and
solar activity related phenomena. In addition, recent calculations by Sugiura (cf. Goldberg, 1979) show
that magnetospheric and atmospheric electric fields are of similar magnitude. Since the ionosphere is not
an infinite conductor in actuality, we might suspect penetration of the external magnetospheric electric
fields into the middle and lower atmosphere, and vice versa. These ideas provide the foundation for newly
emerging concepts which argue the existence of significant electrical coupling between the ionosphere and
troposphere, including the existence of competitive external drivers for the global circuit.

3. IONOSPHERIC RESPONSE TO THE TROPOSPHERE

We first consider influences of hurricanes, tornadoes, and other tropospheric meteorological events on the
ionosphere. These do not directly involve the atmospheric electrical circuit, but offer competition with
those processes which do. This upward coupling is usually understood in terms of direct energy transfer
provided by the energy rich tropospheric phenomena. For example, Gherzi (1950) and Bauer (1958) demon-
strated ionoapheric F region ionization enhancements above hurricane passages. Apparent ionospheric
responses to cold fronts were also noted by Gherzi (1950), Bauer (1957), and Arendt and Frisby (1968). To
explain the observational results, Bauer (1957) hypothesized a dynamic coupling process between the tropo-
sphere and ionosphere.

Acoustic waves generated by several local storms have been detected in the F region by Georges (1968), Baker
and Davies (1969), Hung et al. (1975), and Hung and Kuo (1978). The waves, whose periods in the ionosphere
are in the range 2-5 minutes, are detected by CW Doppler techniques. 1In more recent work, Hung et al.

(1979 a,b) have found a gravity wave relationship between tornadoes and Doppler soundings. They have also
demonstrated the importance of using simultaneous GOES IR satellite data to detect low temperature cloud
regions where high convective cloud growth rates and tornado touchdowns are likely to occur (Hung et al.,
1980).

Evidence for gravity waves above thunderstorms has been detected by experiments with the Arecibo Radar
Observatory in Puerto Rico (Larsen et al, 1980). Figure 3 illustrates a sample of three sequential
profiles taken above a cell on September 14, 1979. The region up to 15 km (tropopause) is thought to
include the convective cell. Above the tropopause, particularly between 18 and 21 km, are indications of
waves with a wave length of 6 km, and a period of approximately 8.6 minutes. These are shown to fit
theoretical predictions for locally produced gravity waves.

Tropospheric gravity waves may do more than simply perturb the lonosphere. Hines and Halevy (1977) have
proposed a gravity wave feedback mechanism, whereby energy produced in the troposphere by meteorological
phenomena propagates upward via gravity waves. Under certain assumed conditions which could be modulated by
solar activity, the upper atmosphere will reflect the waves downward to interfere constructively or destru-
ctively.

Lightning can also induce effects in the middle atmosphere and above. For example, whistlers, which are
VLF waves thought to be induced by lightning discharges, are guided along the Earth's magnetic field between
conjugate points for path lengths exceeding 30,000 to 50,000 km (e.g. Davies, 1965). Recently, Bering et
al. (1980) have measured microbursts of energetic electron precipitation from the magnetosphere, stimulated
by VLF spherics generated by lightning in a thunderstorm cell. Since the precipitating particles can

ionize and dissociate molecules in the upper atmosphere, a lightning induced feedback mechanism for per-
turbation of the upper atmosphere is created.

4, DOWNWARD ELECTRICAL COUPLING *

This section samples the various correlations which exist to provide evidence for downward mapping of
electrical influences. The coupling may occur through changes in localized fonization, which can alter
stratospheric and mesospheric chemical processes. The ifonization can also affect the production of
aerosols and other macroscopic or submacrogcopic particles. The fonizing radiations (both electro-
magnetic and corpuscular) can affect ion size and mobility, thereby modifying ion-neutral drag and other
transport processes. In addition, deviations of the vertical and horizontal atmospheric electric fields
from the average quiet norm (fair weather electric field) may also play an important role in processes
governing interactions between regions.

The ultimate goal, to determine how changes in atmospheric electrical structure can alter meteorological
conditions in the troposphere, remains to be demonstrated. However, section 4.2 briefly considers one
aspect of this problem, e.g. the relationship of thunderstorms with solar activity. Finally, section 4.3
addresses some recent theoretical and experimental findings which may have bearing on the physical
processes involved.

4.1, Electric Circuit Response to External Sources

The mapping of solar related phenomena to the atmospheric fair-weather electric circuit has been observed
through correlative studies relating on short time scales, to solar (interplanetary magnetic field) sector
boundary passages and solar flares, and on the long-term to the ll-year sunspot cycle. The parameters
usually studied are Jc, E and Vi.

Fair-weather measurements of E and J over an ll-year period at Zugspitze,Germany, exhibit response to
sector boundary crossings (Reiter, 1576; 1977). Refter's superposed epoch analysis results (Figure 4)

show that both E and J_ increased by 20% or more on the 2 days following a -/+ (+ implies outward bound
interplanetary magnetig field) sector boundary crossing in maximum solar activity years, but on the same
day as +/- crossings. A similar analysis (Figure 5) of a l0-month period by Park (1976) indicates that the
potentia) gradient at Vostok, Antarctica, increased sharply by 20-30% beginning 3 days after boundary




passages, and the response was similar for +/- and -/+ boundary crossings. The difference in response time
for the Vostok and Zugspitze electric fields remains unclear, although new modeling results by Roble and
Hays (1979) may account for geographical differences in temporal lag.

For solar flares, ground measurements at Mauna Loa, Hawaii have shown that E and J_ increase significantly
after solar flare eruptions. The potential gradient maximized 3-4 days after the glare day, while the afr-
earth current density reached a maximum after 1 day; both quantities remained above normal for several days
thereafter (Cobb, 1967). Reiter (1969, 1971, 1972) has shown that E and J_ measured at Zugspitze also in-
creased following solar flare eruptions. Balloon measurements in the Arctic (Holzworth and Mozer, 1979) and
the Antarctic (Cobb, 1978) have revealed that the potential gradient at 30 km decreases severalfold following
solar flares.

Potential gradient enhancements have been observed to be correlated with solar radio noise bursts (associated
with flares) at Zugspitze (Reiter, 1972) and at stations within the Arctic Circle (Sao, 1967). Marcz (1976)
found enhancements in E of 30-502 in Poland (approx. 51°N) associated with geomagnetic storms (which gen-
erally follow solar flare eruptions) and Tanaka et al. (1977) saw similar enhancements in the Antarctic
associated with auroral substorms. Recently Markson and Muir (1980) have correlated ionospheric potential
with solar wind velocity to imply a closer connection with the sun (rather than the magnetosphere) as the
primary source for such interactions.

Early long-term measurements of the fair-weather electric field suggested a stronger average field strength
in years of maximum sunspot activity compared to minimum years at some European stations, but no apparent
influence at others (c.f., the review by Herman and Goldberg, 1978b, p. 139). According to Muhleisen
(1971), the total ionospheric potential measured over Germany for a complete solar cycle exhibits a pos~-
itive correlation with annual mean sunspot number. To the extent that the total potential is proportional
to global thunderstorm activity, one might therefore expect the latter quantity to be correlated with the
11-yr. sunspot cycle.

4,2, Thunderstorm Responses

In contrast to the classical electrical picture that thunderstorms drive and control the fair weather
electrical circuit, there is some emerging evidence that external influences may help modulate thunder-
gtorms. At this time, the results are largely statistical and in many cases, questionable or controversial
(Pittock, 1978; Herman and Goldberg, 1978b).

Markson (1971) was the first to observe interplanetary magnetic sector boundary response and based his
study on U.S. thunderstorm data collected during solar cycle minimum period covering approximately 52
sector boundary crossings. There seemed to be a definite preference for thunderstorms to occur from about
1 day before to one day after a +/- crossing, but no statistically significant response to -/+ crossings.

A more detailed analysis was made by Lethbridge (1979), who used a daily index derived from 30 years (1947~
1976) of thunderstorm data from 102 weather stations in the United States. In a superposed epoch analysis
of three separate 10 year sets of data, she found the strongest solar signal in the thunderstorm index for
the winter months (Nov.-Mar.) in the latitude band 40-45°N, with peak activity occurring 1 day after +/-
boundary crossings. With the index combined for all seasons and latitudes, and for both polarity cross-
ings, Lethbridge could find no discernible response to sector boundaries.

Several different measures of thunderstorm activity have been utilized in studies of the response to solar
flare eruptions, and all seem to show a positive response but with varying lag times. For example, Reiter
(1969) used spherics counts in Germany (indicative of lightning flashes in thunderstorms within a 300-mile
radius), and found a 577 increase in count rate peaking about 4 days after the eruption of solar flares
with importance >2. Other results include Bossolasco et al. (1973), who used the number of long-range
radio direction-finding fixes recorded in the Mediterranean area as a measure of thunderstorm activity in
that area for the 1961-1971 period, and showed a 50% increase in the daily number of fixes beginning one
day and peaking 4 days after solar flare occurrences. VLF whistler counts were used by Holzworth and Mozer
(1979) as an indicator of high-latitude thunderstorm activity during the August 1972 solar-terrestrial
events. They found a strong increase in count rate beginning about 12 hours after the class 3 flares of
August 4 and August 7.

Finally, long-term studies of the variability of the annual number of thunderstorm days in different
regions with the ll-yr solar cycle are replete with contradictions. The analysis of Siberian thunderstorms
by Septer (1926) has been cited often as proof that middle-to-high latitude thunderstorm occurrence is
directly correlated with annual mean sunspot number (correlation coefficient = +0.9). This result, however,
has been severely criticized by Pittock (1978). Brooks' (1934) analysis from 57 years of England and Wales
data suggests that annual mean sunspot numbers and annual number of thunderstorm days are uncorrelated, but
Stringfellow (1974) found a strong positive correlation for the same region (Figure 6) based on English
thunderstorm occurrence in the years 1930-1973.

4.3, Theoretical Considerations and Recent Findings

Several theories seeking to explain the thunderstorm (lightning) response to solar activity have been
proposed recently, but none bridge the final gap to explain how modification in the electrical structure of
the atmosphere can affect thunderstorm occurrence. Presumably, this might occur through electrical in-
fluence on cloud growth, etc. (e.g., Dolezalek, 1978). Ney (1959) suggested that thunderstorm activity may
be modulated by solar variability through alteration of the electrical atate of the middle and lower atmo-
sphere. Markson (1971, 1975, 1978) amplified this idea to evolve a theory which its present state (1978)
assumes that the electrical resistance of the atmosphere above thundercloud tops (the charging resistor,
see Figure 7) will be lowered by enhanced ionization associated with incoming solar particles. The
charging current is thereby increased leading to an enhanced ionospheric potential and fair-weather
electric fleld which must adjust globally to the increased charging current. )
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D'Angelo (1978) theoretically modified the global circuit by introducing a variable emf source representing
the ionospheric potential at high latitudes. Fluctuations in this second driver caused readjustments in
the global circuit including the fair-weather electric field. He argued that the ionospheric potential is
sensitive to solar wind electric fields, magnetospheric fields, etc., thereby introducing a coupling link
within the solar-terrestrial syetem. These results are also consistent with the recent analysis of Suglura
(e.g. Goldberg, 1979) which demonstrates the equivalent magnitudes of the fair-weather and magnetospheric
electric fields, and help justify the concept of magnetospheric electric field mapping into the strato-
sphere (Figure 8). Dejnakarintra (1974) has theoretically mapped magnetospheric fields into the middle
atmosphere and found that fields with effective scale sizes of 500 km or more can penetrate to tropospheric
depths (Figure 9). New rocket borne experimental results of the atmospheric electrical field (Hale and
Croskey, 1979) appear to confirm D'Angelo's concept that middle atmospheric electric fields in the auroral
zone are sensitive to auroral phenomena. They find evidence for the existence of large mesospheric
electric fields (“3-4V/m near 60 km) which appear to disappear (or short out) at high latitudes during
aurorally disturbed couditions (Figure 10) when strong ionizing radiations due to precipitating particles
are present. If this currently unexplained electric field is a reasonably permanent feature on a global
basis (Hale, private communication) then the implications for its effect as a modulator or competitive
driver of the global circuit are significant.

Roble and Hays (1979) have provided the most quantitative and sophisticated modeling effort to date. They
have developed a global model for electrical parameters, which includes as input parameters orographic
effects from the Earth's surface, the global thunderstorm distribution (limited to dawn,and dusk) as
observed from the DMSP Satellite, and the latitudinal distribution of cosmic ray flux. They too, have
calculated high latitude effects induced by solar active and/or magnetospheric phenomena, and have found
significant perturbation on the global circuit properties.

Finally, Herman and Goldberg (1978a) have considered how cosmic rays and solar protons affect the local
environment near thunderstorms, and if modifications in the local conductivity and electric fields can
agsist lightning generation. For the case of cosmic rays, the changes appear quantitatively reasonable
based on the school of thought (c.f., Chalmers, 1967) that an increase in the fair-weather field enhances
the probability of thunderstorm formation under appropriate meteorological conditions. Thus, solar-
controlled variation in cosmic ray intensity, especially over the ll-yr, cycle, may modulate the fair-
weather field and hence the rate of thunderstorm occurrence. The more difficult question concerns how
solar protons, which typically are absorbed above 20-25 km, could affect tropospheric electrical structure.

5. CONCLUSIONS

We have reviewed the evidence for interactions between the ionosphere and troposphere as a first step in
egtablishing the role of electrical coupling betwen two regions. Upward processes appear to include the
transfer of energy through gravity waves, or through the transmittance of VLF radio waves induced by light-
ning. In each case, the excitation of the upper atmosphere by tropospheric sources can stimulate feedback
processes returning to the troposphere.

Downward coupling involves changes in the global and local electrical structure of the atmosphere, and is
often induced by solar activity. These effects are more direct and may possibly bypass the stratosphere.
The responses In the atmospheric circuit to local changes are nearly instantaneous, and therefore are
looked on with promise for possible influences on weather systems. Newly emerging experimental evidence
indicates that atmospheric electric fields, especially at high latitudes and in the upper atmosphere, are
responsive to solar and geomagnetic phenomena. Corpuscular radiations (protons, relativistic electrons,
bremsstrahlung X-rays, etc.) are known to strongly enhance the local atmospheric electrical conductivity
and fonizations at stratospheric and mesospheric altitudes. However, the electric field perturbations are
not easily explained by conventional atmospheric electricity considerations.

Theories now postulate that the electric field perturbations regulated by solar activity may be responsible
for the observed statistical correlations between solar activity and thunderstorms. They include the
concept that modulations in stratospheric electric fields induced by cosmic rays and/or solar protons can
in turn affect the local field near thunderstorms, and change the rate of lightning formation. This is
offered as an example of how atmospheric coupling may occur electrically.

The final acenario, what happens to the meteorology by changes in atmospheric electrification, is open to
speculation. Here, various suggestions have postulated improved conditions for hail formation, water
droplet growth and enhanced rain, etc. (cf. for example, Dolezalek, 1978). These concepts await physical
validation.
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Figure 1. Qualitative model of the global electric circuit, i{llustrating the

hunderstorm generator, lonospheric potential (Vy), air-Earth current
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Figure 7. The atmospheric global electrical circuit. Large arrows indicate
the flow of positive charge. Estimated resistances of circuit elements
are given, The thunderstorm depicted represents the global electrical
generator, i.e. the totality of all thunderstorms, and sends current
through the charging resistor (10° - 10°Q) to the ionosphere. The
cumulative effect of the global return current passes through the load
(10%Q) reaistor (after Markson, 1978).
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SUMMARY

The Heating facility at Ramfjordmoen near Tromsd, Norway, has recently been completed. Preliminary experi-
ments have been performed during the construction phase, partly with much less than full power. The present
paper gives a brief survey of the first experimental results, relating to D region modification, generation
of ELF and VLF waves by polar electrojet modulation, excitation of micropulsations, F region deformation,
and anomalous absorption.

. INTRODUCTION

The Heating facility at Ramfjordmoen near Tromsé, Norway, built by the Max-Planck-Institut flir Aeronomie in
cooperation with the University of Tromséd, has recently been completed. The facility generates a maximum

CW power of 1.5 MW in the frequency range 2.5 - 8.0 MHz. The antenna gain is 24 dBi, corresponding to a

beam width of 14.5 deg. The effective radiated power (ERP), i.e. the product of transmitted power and antenna
gain, reaches up to 360 MW. For further details see the report by STUBBE and KOPKA (1979).

Preliminary experiments with less, or even much less than full power have been performed since August 1979.
These first experiments will be described in the following.

2. D REGION MODIFICATION

The Ohmic dissipation rate of the heating wave maximizes in the D region. Correspondingly, we expect large
electron temperature enhancements to occur in the D region. Theoretical estimates are shown in Fig. !.

We notice that x-mode heating leads to higher T -values, but in a narrower height range. The maximum occurs
around 80 to 85 km, roughly at the altitude where f #f <cos ® =v_/2n (f = heating frequency, f, = electron
gyrofrequency, 8 = angle between k-vector of heating wave and geomagnetic field, v__ = electron-neutral
momentum transfer collision frequency, + or - for o- or x-mode, respectively). Fof smaller heating powers,
the collision frequency v _, which is approximately proportional to T , becomes smaller. Thus, the T

maximum occurs at a lower altitude. The characteristic time for T to reach steady state is about 1 msec

at 90 km, less below, more above that altitude,

In the upper D region, where the electron chemistry is governed by recombination, the electron density, N_,
is expected to increase with increasing T , with a characteristic time of the order minutes. In the lower
D region, where electron attachment and detachment dominate, N_ is expected to decrease with increasing

T , with a characteristic time of the order seconds (TOMKO, FEERARO LEE and MITRA, 1980).

The very firat experiment performed with our Heating facility was on Aug. 29, 1979. Two transm%ﬁters, fed
into one row of 6 crossed dipoles, generated an ERP of 8 MW at 4.04 MHz, corresponding to 1/45 of full
power. The PRE partial reflection facility of the University of Tromsé (HOLT, BREKKE and HANSEN, 19B0) was
used to investigate D region modification effects., Despite the comparatively low power, very pronounced
changes in the PRE amplitudes were found, as shown by Fig. 2. The significant features, which show up in
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all of the data, is the strong decrease of the A*/A ratio above 60 km and the tendency to form a minimum
between 70 and 80 km. This minimum comes out much more clearly when higher heating powers are applied, as
displayed by Fig. 3.

D region modification is a difficult experiment in the sense that a well developed and quiet D region is
required, which is rarely found at auroral latitudes. So far we were not able to perform experiments under
favourable conditions. Correspondingly, the data showed a high amount of variability,and we had to refrain
from drawing conclusions concerning the ion chemistry. Our plans are to combine the partial reflection,
wave interaction, and incoherent backscatter techniques to measure the T - and N -changes after heater
switch-on and switch-off in order to determine chemical reaction rates in differént altitude regimes as a
function of Te.

One problem concerning the partial reflection mechanism is still not conclusively solved, i.e. the contri-
bution of electron collision frequency fluctuations to the partial reflection coefficient (e.g. JONES and
KOPKA, 1978). The partial reflection coefficient can be formally expressed as the sum of two terms, one
stemming from electron density fluctuations, the other from collision frequency fluctuations.' Their relative
importance is unknown, and an assumption is required in order to be able to interpret partial reflection
measurements. Both contributions depend on T , but in a widely different fashion. Thus, by varying T by
meins of varying the heating power, one shoufd be able to separate the two terms and estimate their relative
weight .,

3. GENERATION OF VLF AND ELF WAVES BY POLAR ELECTROJET MODULATION

Bue to the short time constants for T -changes in the lower ionosphere, oscillations of T are imposed if
the heating wave is amplitude modulatéd, provided the modulation frequency, f, does not eXceed, say, 6 kHz.
An oscillation of T with frequency f gives rise to corresponding oscillations of the elements of the
conductivity tensor, since the electron collision frequency depends on Te. Thus, if a dec current is flowing
in the lower ionosphere, an ac current will be superimposed upon it, and the ionospheric portion illuminated
by the heating wave will be turned into a huge antenna, radiating at the modulation frequency. We have

tound that this method of generating VLF and ELF waves is sensitive down to frequencies in the 100 Hz range.
It is hard to imagine that such long electromagnetic waves could efficiently be generated by any other
ground-based technique.

The ELF and VLF waves generated within the lower ionosphere were received with a vertical loop antenna,
located at a distance of 17 km from the Heating station. The received broad band signal was transmitted,
via an UHF link, to the licating station, processed through a narrow lock-in amplifier, and both the
amplitude and phase, relative to the modulation phase, were recorded. In order to obtain the amplitude, B

and the phase, ®, as a fur.tion of f, we swept the modulation frequency from 200 Hz to 5.5 kHz within
2 minutes.

’

Fig. 4 shows a typical B(f) curve. The typical features are that B(f) possesses several maxima, that the
highest maximum lies between 1.5 and 2.5 kHz, and that B strongly declines beyond about 5 kkz. Curves

of this type prevail during most of the time. Sometimes, however, B(f) has only one or two very pronounced
maxima, and it also occurs that the highest maximum lies at very low frequencies (down to 400 Hz) or at
very high frequencies (up to 4 kHz). For more details, see STUBBE, KOPKA and DOWDEN (1980).

The amplitude in Fig. 4 is given in relative umits, ggcause_xe had not yet thoroughly calibrated our re-
ceiver. In absolute terms, B falls into the range 10 ~ - 10 = nT, depending on the strength of the polar
elecirojet current, for heating at 4.04 MHz, o-mode, ERP = 32 MW, This is clearly above the background
noise. Much stronger effects are expected (and have been found in the meantime) for higher powers, lower
HF frequencies, and x~mode heating.

From the phase as a function of frequency, ®(f), a delay time can be defined by T = d®/df which is a measure
of the apparent height of the ELF~VLF source, h' = tc/2. The delay time is the sum of the travel times of

the HF wave upwards, the ELF-VLF wave downwards, and the UNF wave from the receiver to the Heating station,
plus receiver delays.

A typica} T(f) curve is shown in Fig. 5.The typical features are: Strong increase of T towards small
frgquencxes, maxima of T in the vicinity of maxima of B, and modest increase of T towards high frequencies.
While the increase of T towards small frequencies can be understood in terms of the frequency dependence

of the whistler mode refractive index, the increase towards high frequencies cannot readily Ee understood.

Our present interest is focused on the properties of the ELF-VLF generation mechanism within the lower
ionosphere. Further measurements, with higher power and improved diagnostics, will be performed along this
}ine. Eventually, however, we intend to use these ELF-VLF waves to initiate magnetospheric wave-particle
interaction experiments (DOWDEN and RYCROFT, 1976). The wide accessible frequency range allows much
freedom in designing such experiments.

4. GENERATION OF MICROPULSATIONS BY POLAR ELECTROJET MODULATION

If the modulation period, T = |/f, becomes comparable with the characteristic time for electron density
changes to occur, which is of the order | min in the upper D region, the electron density wiil be modulated,
too, When this happens, the conductivity tensor will be much more affected than by a sole electron tem-
perature modulation, and correspondingly much stronger effects are expected than in the ELF-VLF range.
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Using the flux-~gate magnetometer at Ramfjordmoen, operated by the University of Tromsd, we were able to
detect artificially generated micropulsations with an amplitude of 10 nT at T = 10 min and 5 nT at T = 5 min
(STUBBE and KOPKA, 1980). The heater operated on 4.04 MHz, x-mode, ERP = 70 MW,

Recently, using an induction magnetometer set up by the University of Géttingen at a distance of 20 km from
the Heating station, we were able to record pulsations down to a period of T = 10 sec, with the heater
operating on 4.04 MHz, x-mode, ERP = 115 MW. A sample is shown in Fig. 6, for T = 10, 20, 40 sec. We clearly
notice the occurrence of pulsations at the wanted periods, particularly on the H-trace (i.e. the N~S com-
ponent). The amplitude increases with increasing period, as theoretically expected. No pulsations are
visible on the Z-trace.

The possibility of generating ULF waves with a precisely known source location, a choosable frequency, and,
to some extent, a controllable amplitude gives the unique opportunity of performing active experiments in

a field which so far was open to passive observations only. Certain theoretical concepts can now be directly
tested and, possibly, be progessed: Guidance of Alfven waves along magnetic field lines (e.g. FEJER and

LEE, 1967), magnetic field line resonances (e.g. SOUTHWOOD, 1974), ULF wave amplification and proton pre-
cipitation by wave-particle interaction (e.g. GENDRIN, 1975).

5. HF DOPPLER AND A3-1YPE F REGION ABSORPTION AND PHASE MEASUREMENTS

Recently, in a joint campaign with the University of Leicester group, we performed experiments aiming at
measuring F layer deformation and anomalous absorption, caused by the heating wave. The experimental setup
is sketched in Fig. 7. The HF Doppler system consists of three transmitters, at the Northern station (f =
3.498 MHz + 2.0 Hz), the Western station (f = 3.498 MHz + 5.0 Hz) and the Eastern station (f = 3.498 MHz

+ 8.9 Hz) and two receivers with 100 Hz bandwidth, one at Tromsd, the other at the Southern station. The
measured quantity is Af = - (1/A) dP/dt, with A the free space wave length and P = I n ds (n = refractive
index). For amplitude and phase measurements, a transmitter at the Northern station (f = 3.778 MHz) and a
receiver at the Southern station are used.

Fig. 8 shows a sample of the Doppler results, taken at the Southern station. A positive frequency shift is
obtained during heater-on, and a negative shift during heater-off. The total frequency change within one
on-off-cycle amounts to 2 - 3 Hz. Furthermore, we observe that during heater-on the traces become fainter.
This absorption effect Is strongest for the North-South-connexion, for which the ionospheric reflection
point is almost above the Heating station.

Fig. 9 shows the corresponding phase results. The phase changes are negative during heater-on, and positive
during heater-off. The Doppler and phase results can consistently be interpreted by a local enhancement

of the electron density after heater switch-on, i.e, by a downward motion of the reflection point. The
ionospheric conditiong during+the experiments were such that reflection occurred in the lower portion of
cthe F region where NO and 0, are supposedly the dominating ions. Thus, our experimental findings can be
understood in terms of a decrfease of the recombination coefficient due to an electron temperature increase.

The absorption phenomenon which showed up in Fig 8 is quantitatively depicted by Fig. 10. We alternately
transmitted 2 min o-mode, 2 min x-mode, seperated by equally long heater-off periods. What we see from

Fig. 10 is that o-mode heating leads to a very strong absorption of the diagnostic wave, of the order 15 dB,
while x-mode heating virtually causes no effect. Since the experimental setup was such that the diagnostic
wave could not penetrate the modified D region, there is no doubt that the observed absorption occurs in
the F region. Most likely it is caused by scattering of the diagnostic wave into Langmuir waves due to the
existence of short-scale field aligned irregularities (so-called striations) which are the result of a
parametric instability. Theory (DAS and FEJEK, 1979) predicts that this instability is excited in the
vicinity of the altitude where the heating frequency equals the upper hybrid frequency. An x-mode wave
cannot reach this altitude and, thus, cannot cause anomalous absorption.
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Electron to neutral temperature ratio, T /T , as a func-
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Ratio of PRE amplitude with heater on, A*, to PRE ampli-
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ELF-VLF-amplitude, B, in arbitrary units, vs. frequency,
f. The heater operated on 4,04 MHz, o-mode, ERP = 32 MW,
March 21, 1980, 14,38 UT.
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Delay time, T (solid curve), and ampli-
tude, B (dashed curve), vs. frequency,
f. The heater operated on 4.04 MHz, o-
mode, ERP » 32 MW. March 26, 1980,
12.48 UT
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Magnetometer recording of artificially
generated micropulsations. The heater- !
on times are indicated by bars, The mo-
dulation periods are 10 sec (upper panel),

SnT 20 sec (middle panel), and 40 sec (lower
panel). The heater operated on 4.04 MHz,
x-mode, ERP = |15 MW. Sept. 3, 1980,

0 22.39 - 23.21 UT.
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Sketch illustrating the experimental setup for HF Doppler
and A3-type F region absorption and phase measurements.
The triangles mark the approximate locations of the iono-
spheric reflection points (A for the Tromséd receiver, 7
for the receivers at the Southern station).
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t Spectrograms, taken from data obtained at the Southern
station. The three Doppler traces relate, from above, to

the Northern, Western and Eastern transmitter, respec-

tively (see Fig. 7). The heater-on times are indicated by

bars. The heater operated on 3,515 MHz, o-mode, ERP =~

180 MW, Oct. 7, 1980, 10.58 - 11,04 UT,
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Phase vs. time, measured at the Southern station with the
transmitter at the Northern station (see Fig. 7). The
heater-on times are indicated by bars. The heater oper-
ated on 3.515 MHz, o-mode, ERP = 180 MW. Oct. 7, 1980,
10.46 ~ 10.49 UT.
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Amplitude vs. time, measured at the Snuthern station with

the transmitter at the Northern station (sce Fig. 7). The
heater-on times are indicated by bars. The heater oper-
ated on 3.515 MHz, alternately o- and x-mode, ERP = 160 MW.
Oct. 12, 1980, 13.42 - 13,52 UT.
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ABSTRACT

While rocket exhaust gases can result in perturbations of the neutral atmosphere, their major eff.ct
is realized in the upper atmosphere's tenuous ionized component. Since the earliest day of the U.S. Sjace
Program, scattered reports of ionospheric depletions (or "holes") attempted to document the F-region effec’
(h 2 200 km) while plasma enhancements were occasionally offered as the E-region effect (h : 150 km). A
major re-appraisal of rocket exhaust/ionospheric coupling occurred following observations of the large-
scale F-region hole caused by the Saturn V launch of SKYLAB in 1973. The new theoretical basis for the
effect (i.e., rapid diffusion of a rocket's highly reactive molecular exhaust cloud) was verified during
the recent launch of NASA's HEAO~C satellite by an Atlas/Centaur rocket on 20 September, 1979. A new
generation of active-plasma experiments will be carried out when the Space Shuttle executes a series of
"dedicated engine burns" for a program of plasma depletion experiments for environmental and radioastrono-
mical studles in the early 1980's.

I, INTRODUCTION

Since the earliest days of space exploration, concerns have been raised regarding the atmospheric
perturbations that might be caused by the exhaust products of large rocket engines. In 1964, a compre-
hengive review of the subject was published by W.W. Kellogg in which the space science community was
alerted to the many possible ways that rocket "pollutants” could have environmental impacts. The final
impression left by Kellogg's paper was that the terrestrial atmosphere was sufficiently dense to absorb
any conceivable shock that an aerospace technology might reasonably be expected to build.

In the 16 years that have passed since Kellogg's assessment, very little evidence was found to suggest
that rocket effluents were in fact perilous to our environment. With the coming of the Space Shuttle as
the U.S. Space Transportation System for the 1980's, and with increased discussions of various "large
space structures” for the 1990's, the question of environmental assessments for new aerospace systems is
once again an area of public concern. The Space Shuttle era also Initiates a period of "active experiments"
in the near-Earth enviromment. The many in-situ, laboratory-in-space, plasma research experiments proposed
for the 1980's amount to controlled atmospheric modification experiments that will be capable of addressing
a wide range of physical and chemical processes of aeronomic interest. The purpose of this review is to
summar{ze the known theoretical and observational aspects of '"inadvertant" rocket-exhaust effects upon the
ionosphere. An understanding of these effects, their causes and their consequences, will be a valuable
data-base from which second-generation "chemical release experiments'' may be developed; in addition, these
"experiments of opportunity” are very useful case studies for atmospheric assessment concerns associated
with large space structures.

II. ATMOSPHERIC REGIONS SUSCEPTIBLE TO ROCKET EXHAUST EFFECTS.

Figure 1 presents a summary of relevant terminology in which the Earth's atmosphere is divided into
regions based upon properties of the neutral atmosphere as well as its ionized component (the ionosphere).
While a rocket launch can obviously affect any atmospheric regjon traversed by a vehicle, the major per-
turbations occur in those regions where the sun’s radiation causes partial ionization to occur - that is,
in the so-called D, E, F1 and F2 regions of the ionosphere. These regions contain a small fraction of the
total mass of the atmosphere, and yet they are important because their electrically charged components
govern many aspects of radio communications. The positive ions found in the lower three regions are
molecular ions (e.g., Not, 02+), while in the F2 region the dominant fon is atomic (0%). Overall charge
neutrality implies that in any given volume there are equal numbers of ions and electrons (e”). As will
be shown in later sections, the dominant cause of atmospheric perturbations due to rocket exhaust rests
in the variety of chemical reactions that can occur between the exhaust material (usually molecular
species, e.g., Hy0, Hp, COy) and the neutral and ionized components of the atmosphere.

Figure 2 offers a schematic summary of the various regions where typical rocket launch activity might
cause atmospheric effects. While the spatial extent of possible perturbations spans tropospheric to




A che

172

magnetospheric domains, the scope of this review will be limited to ionospheric heights.

In the so-called F2-region of the ionosphere (h > 200 km), the dominant neutral species is atomic
oxygen (0) and the major plasma components are O° and e”. In this tenuous region the neutral concentra-
tions are -10% cm™3 or less and the lonized concentration: -105 cm™3 or less. The introduction of large
quantities of rocket exhaust molecules can thus represent a significant departure from ambient conditions
and the resultant atomic - molecular chemistry can lead to dramatic effects. Figure 3 offers a summary
of the types of physical processes (and possible consequences) initiated by a large engine burn in the
F-region. The bulk of this report will deal with observations and theory related to the scenario depicted
in Figure 3.

Below 200 km, the neutral atmosphere becomes increasingly more dense and it is composed almost entirely
of molecular species. The ifonospheric densities in the so-called D and E regions are orders of magnitude
smaller than those found at F-region heights, and the ions are predominantly molecular. In these lower
portions of the lonosphere, molecular chemistry i{s already the dominant ionospheric process, and thus
truly enormous amounts of rocket exhaust are required to over-power ambient processes --- even for small
spatial regions. As a result, very little data exists showing how artificially induced perturbations can
be created in these regions, if at all. The little evidence that does exist, as well as a new theoretical
treatment of perturbations in these regions, have recently been reviewed by Forbes (1980). The spectrum
of possible effects to be considered from "low-altitude' engine burns is given in Figure 4.

II1. OBSERVATIONAL EVIDENCE FOR ARTIFICIALLY-INDUCED IONOSPHERIC MODIFICATIONS.

The literature on artificially-induced ionospheric modifications (excluding RF heating effects) falls
into two distinct categories: (1) effects due to missle transits close to an ionospheric observing station
(the experiment may or may not have been planned beforehand) and (2) effects due to the deliberate relcase
of a known quantity of highly reactive molecules into the ionosphere. The latter topic was reviewed
recently by Pongratz (1980),.

While the discussion of rocket exhaust effects upon the Earth's upper atmosphere is not a new topic,
past documentations of plume-assocjated disturbances have not been very great in number. Table 1 presents
a chronological summary of published reports that suggest a causitive link between observed ionospheric
variations and rocket launches. It is surprising, at first, to consider that so few accounts should exist
given the many hundreds of rocket launches that have occurred since 1957. (On occasion of the 20th Anni-
versary of the U.S. Space Program, NASA announced that 402 rockets were launched from its facilities during
the period 1958-1977). Of the reports on rocket-induced perturbations that do exist, most of the effects
described in the early literature were termed '"localized" (Booker, 1961, Jackson et al. 1962, Stone et al.,
1964). In retrospect, the reasons for this are clear: (1) The vast majority of rockets launched in the
last two decades were relatively small ones and thus the exhaust emissions amounted to no more than very
minor additions of essentially trace species. (2) Of the large rockets (Saturns, Atlas/Centaurs, SL-4/
SOYUZ), the overwhelming majority of launches carried payloads into low-earth-orbit (b < 200'km) where the
typical exhaust products (H20, Hy, COy, Ny, O) were again relatively inconspicuous additions to ambient
conditions. (3) Large rocket launches made by U.S. agencies generally occur at the Kennedy Space Flight
Center (KSFC), thereby insuring that rocket ascent trajectories occur over water where atmospheric moni-
toring capabilities are extremely limited.
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The main conclusion to be drawn from these points is that virtually all past rocket launches offered
little reason, whether scientific or technological, to search systematically for the atmospheric pertur-
bations caused by rocket effluents. Morevover, the theoretical understanding of the processes involved
was limited to discussions of rocket exhaust "snow-plow effects" upon the atmosphere, that is, to a phy-
sical displacement of the ionosphere by the plume --- effects that by their very nature would be limited
to the regions immediately surrounding a moving rocket (Booker, 1961, Barnes, 1961).

A new class of jonospheric disturbance --- the lar =-scale F-region hole - became apparent during the
launch of Skylab in 1973 (Mendillo et al., 1975a, b). she Saturn V rocket that launched NASA's Skylab
Workshop was the last Saturn V used in the U.S. Space Program and the only one ever to have its main
engines burning above 200 lm. The resultant deposition of approximately 1000 kg/sec of Hy and H,0 exhaust
molecules into the 200-440 km altitude region initiated a rapid and large-scale depetion of the ionosphere
to an extent never seen before. The artificially-created "ionospheric hole" amounted to nearly a 50%
decrease in the total electron content (TEC) of the ionosphere over an area of approximately a million
square kilometers. Mendillo et al. attributed the effect to the rapid expansion of an exhaust cloud of
highly reactive molecules that initiate a rapid recombination of the ionospheric plasma. The details of '
this mechanism were first prusented to the AGARD community by Mendillo and Forbes (1976) and Bernhardt
(1976) . Subsequent theoretical model studies by Mendillo and Forbes (1978), Anderson and Bernhardt (1978)
and Zinn and Sutherland (1980) have described various aspects of the overall F-region modification scenario
given {n Figure 3,

IV. SCIENTIFIC AND TECHNOLOGICAL INTEREST IN ARTIFICIALLY-CREATED TONOSPHERIC HOLES

The Skylab event of 13 May 1973 rekindled an interest in molecular release experiments that had lan-
guished since the mid-1960's. The effects caused by highly reactive molecules introduced into the F-region :
offer the opportunity to study a variety of atmospheric processes (e.g., molecular diffusion, neutral/
plasma chemistry, airglow emissions, thermal energy balance, plasma transport, and electron density irreg- ]
ularity generation). In addition, the large-scale disruption of the fonosphere's vertical density struc-
ture, Ng(h), has implications for radio propagation. The discussion of these issves led to the very suc-
cessful set of Lagopedo modification experiments of September 1977 in which rocket-borne payloads of Hy0
and CO, were released {nto the F-reglon over Hawail (Pongratz and Smith, 1978). A more extensive series

of F-reglon modification experiments are to be performed via "dedicated burns" of the Space Shuttle )
engines as the orbiter passes near five ionospheric and radio astronomical observatories. The exper iments -
are part of the Spacelab-2 mission currently scheduled for November, 1983 (Mendillo et al. (1978), Rosen- {

dhal (1978), Bernhardt et «l. (1978)),
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Quite geparate from the scientific objectives of the Lagopedo and Spacelab-2 plasma depletion exper-
iments is a concern that the new generation of space transportation systems being developed and/or consi-
dered for the future require routine engine firings in the upper ionosphere and therefore the routine
creation of large-scale ionospheric holes. The soon to be ojerational Space Shuttle program will include
orbital configurations usually in the 250-450 km altitude range --- at precisely the heights where the
fonospheric plasma densities (0% and e”) reach their maximum values. The Space Shuttle's engine exhaust
rates are considerably smaller than for a Saturn V rocket and thus the very large spatial extent associated
with the SKYLAB effect will not be found for the Space Shuttle induced holes.

The heavy-1ift launch vehicles (HLLV's) and personnel orbital transfer vehicles (POTV's) required
for the proposed Solar Power Satellite (SPS) system represent a very substantial increase over '‘conven-
tional™ Space Shuttle cargo and support-staff transportation modes. The regular transfer of material and
personnel to low-earth-orbit (LEO) and from LEO to geostationary-earth-orbit (GEO) suggests that a rou-
tine modification of the ionosphere will be a consequence of the fully implemented SPS concept (Rote,
1979). The ultimate spatial and temporal extent of the ionospheric holes associated with any large space
structure will depend on the specifics of the launch vehicles to be designed and the orbital flight plans
that evolve, Ample opportunity exists to influence these decisions by model/simulation studies, as sug-~
gested by some of the preliminary SPS environmental assessment results presented by Zinn and Sutherland
(1980), and Mendillo et al. (1980a), or by actual observations of perturbations associated with "exper-
iments of opportunity.” The best documented case of a large-scale ionospheric hole occurred during the
"opportunity' created by NASA's launch of the satellite HEAO-C by an Atlas/Centaur rocket in September,
1979 (Mendillo et al. 1979, Bernhardt et al., 1979). The results of that study, as described during an
environmental assessment Workshop/Symposium related to SPS concerns (Mendillo, 1980), may be summarized
as follows (Mendillo et al.,, 1980b):

(1) The "HEAO-Hole" was monitored by a network of 12 satellite radio beacon observatories, airborne
and ground-based optical observatories, 2 incoherent scatter radars, and over 150 radio propa-
gation monitoring sites.

(2) The ionospheric depletion caused by the rocket exhaust cloud spanned a region of approximately
2 million square kilometers. The total electron content depletions near the rocket trajectory
showed more than an 807 reduction from ambient conditions.

(3) The dominant airglow emissions associated with the hole were 6300% observations of 8300 Rayleighs
(viewed vertically), or approximately 20,000 Rayleighs measured along a slanted path from the
launch site.

(4) HF radio propagation experiments showed that no severe long-term effects were associated with
the F-region hole. Some propagation paths showed short-term fades or increased fading rates in
the 7-21 MHZ range that occurred at times consistent with a rocket-assoclated effect. However,
similar disturbances of natural origin were noted before and after the launch.

In summary, the series of experiments that provided diagnostics for the HEAO-Hole effects represent
the best available description of a rocket-induced atmospheric perturbation. The data collected during
that event will provide the space science community with vital information needed for (1) on-going plans
for future, active experiments in space, (2) test cases for computer simulation codes used for ionospheric
perturbation studies, and (3) timely imput to environmental assessment programs concerned with the con-
struction scenarios for large structures in space.
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TABLE 1: OBSERVATIONS OF IONOSPHERIC DISTURBANCES CAUSED BY ROCKET LAUNCHINGS

Rocket

Altitude
Engine Shut-
of f (km)

Effect

Observation
Technique

Observer

Vanguard 2%

Scoutd

Atlas (5 cases)*
Saturn SA-9/
Pegasus A*
Saturn 5

(Apollo 14)*
(Apollo 15)*

Black Brant*

Saturn 5%

Saturn 1B
(Apollo)®
(Soyuz-19)°

1961
1962

1965

1971
1971

1971

1973

1975

F-region

300

350

=190
=190

35

i'-region depletion

F-region depletion;
E-region enhancement

F-reglon depletion;
E-region enhancement

F-region depletion;
E-region enhancement

F-region travelling
ionospheric disturbances

F-region depletion

Large-scale F-region
depletion ('iono-
spheric hole')

F-region travelling
ionospheric disturbance
E-region enhancement

Vertical soundings

Vertical soundings
Faraday rotation
from rocket beacon

Faraday rotation
from rocket beacon

Vertical soundings

Vertical soundings
Vertical soundings

Vertical soundings

Total electron
measurements
using geosta-
tionary satellite
beacons

Vertical soundings

Booker (1961)

Jackson et al.
(1962)

Stone et al.
(1964)

Felker & Roberts
(1966)

Arendt (1971)
Arendt (1972)
Reinisch (1973)

Mendillo et al.
(1975a,b)

Bakai et al.
(1978)

*Kennedy Space Flight Center

AWallops Island

tEglin, Fla.

®Baykonur Cosmodrone




17-6

100000
| f
GEOSYNCHRONOUS
ORBIT -
(GEO) PLASMAPAUSE — T—-
10.000
PLASMASPHERE
MAGNE TOSPHERE
1.000 EXOSPHERE
] LOW
3 EARTH —=
2 ORBIT
- LEO _
< (LE0) THERMOSPHERE | (ONOSPHERE ~ — — 2EOION
J F | -REGION
TURBOPAUSE =— — —foe = —T" | = @ ——=l————
. ] E-REGION
MESOPAUSE —— 8~ | e ——— —
MESOSPHERE __ _D-REGION
STRATOPAUSE Al
STRATOSPHERE IONIZED ATMOSPHERIC REGIONS
TROPOPAUSE
10
TROPOSPHERE
0

Figure 1. Regions of the Earth's atmosphere (after Rote (1979)).
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SESSION Il - DYNAMICAL PHENOMENA

Chairman and Editor  Prof. J.S.Nisbhet
Code 960
Goddard Space Flight Center
Greenbelt, MD 20771, USA

ELECTRODYNAMICS OF THE LOWER IONOSPHERE
by H.Volland

J.S.Nisbet, US
Would you care to comment on how the mesospheric electric fields discussed by Dr Goldberg yesterday affect your
electric circuit model.

Author’s Reply
If the large electric fields measured at upper stratospheric heights should turn out to be real. they must be main-

tained by an additional source, e.g. a space charge layer at these heights. Such a source would then have to be added
in Figure 2.

S.H.Gross, US
Your equivalent circuit arrangement appears to be balanced except for the dynamo generator. Why do you use this
balanced arrangement and why is the dynamo generator unbalanced?

Author’s Reply
The symmetric arrangement of the circuit elements in Systems I and 111 of my Figure 2 has been made in order to
allow the current from System II to flow within regions I and 11l outside the source ranges.

H.Poeverlein, Ge
Which is the energy source in the case of currents originating from phenomena at the magnetopause? It may be the
solar wind or the rotary motion of earth and atmosphere.

Author’s Reply
The magnetospheric voltage source in my Figure 2 illustrates electric fields related to magnetospheric convection.
Its origin may be reconnection processes and/or viscoid-like interactions between solar wind and magnetopause.

NEUTRAL WINDS IN THE POLAR IONOSPHERE
by A.Brekke

K.Rawer, e
Stolarsky and Roble also used energy deposition at high latitude in their (more empirically based) model
computations. It might be interesting to compare your results with theirs.

Author’s Reply
As a matter of fact, Roble has partly used our estimates of the relationship between magnetic bay intensities and
Joule heating rate to estimate the Joule heat on a global scale in the auroral zone.

M.Blanc, Fr
You made an interesting point about the way to relate a local magnetometer H trace to a local estimate of auroral
zone Joule heating. But I have two further questions: 1. Is it possible using the available network of observations,
to extend this local estimate to an estimate of the latitude distribution of the heat deposition? 2. How well (or
poorly) do we presently know the amount of heat deposited on the dayside (where heating takes place at very high

latitudes)?
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Author’s Reply
One possible use of extending this local estimate to an estimate of the latitude distribution would be to use the
existing network of ionosondes and magnetometers, together with models of the global electric field. The
ionosondes would give a global view of the electron densities which again could be used to derive the height
integrated conductivities. The amount of Joule heat deposited in the dayside and high latitudes is even less well
known than at low latitudes, due to the lack of a well-developed network of observatories in these areas. From the
Chatanika radar and from the EISCAT radar it will be possible to do some relevant experiments in this regard.

H.Kohl, Ge
Why did you relate the Joule heat to the variation of the horizontal component of the magnetic field and not to the
total radiation?

Author’s Reply
By the use of the incoherent scatter radar at Chatanika, we can only estimate the horizontal ionospheric current.
In this comparison it is inherent that the horizontal current is assumed to be a sheet current of finite length. In this
sense there should be no vertical component of the magnetic field unless the current sheet was at a distance from the
observing site. Since we have only scaled maximum bays we try to avoid this complexity of the geometry of the
currents.

G.Prolss, Ge
You indicated in your talk that the AU index corresponding to positive bay activity is associated with larger energy
deposition than the AL index corresponding to negative bay activity. For the atmosphere response to this energy
injection it is very important to know at what height the energy is dissipated in both cases. Can you comment on
this aspect?

Author’s Reply
It seems likely that the Joule heat is on the average deposited at about five kilometer higher altitudes during positive
magnetic bays than during negative negative bays. (See Brekke, A. & R. L. Rino, “High-Resolution Altitude Profiles
of the Auroral Zone Energy Deposition Due to Atmospheric Currents”, Jnl Geophysics Res, 83pp 2517-2524.
1978.

J.Aarons, US
What do you predict will take place at F-Layer heights particularly in the polar regions vis-a-vis electron densities and
F-Layer irregularities?

Author’s Reply
It is difficult for me to predict much about the F-Layer since my basic interest has been in the E.-Layer. The
difference in height of the ionospheric currents and Joule heat deposition during positive and negative bay, indicates
that there probably is a tendency for auroral zone gravity waves to be more easily heated in a positive bay.

A SUMMARY OF ROCKET-INDUCED IONOSPHERIC PERTURBATIONS
by M.Mendillo and J.Forbes

D.G.Torr, US
You mentioned that 8 kR of red line emission were observed. What is the mechanism which produces this emission?
Secondly, what intensity was observed for the visible (3090A?) OH emissions that was also monitored. Presumably
the expected source is recombination of H,0%.

Author’s Reply
For a release consisting of H,O and H, the relevant reactions producing excited oxygen (O*) and Hydroxyl
(OH*) are:

H,0+0* - H,0* + O
H, + 0* - OH* + H
H,Ot +e¢ - OH*+H
H,0* + e~ > H, + O*
OH* +e” »0*+H

The photometrics/ AFGL group (Kofsky, Villanucci and Huppi) monitored visible emissions from OH 67004, but
no effect was observed. However, they did detect a 30% increase in the 2.9um emission from OH following rocket
passage.
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S.H.Gross, US
Was there an effort to determine whether waves spread from the depleted region? Were any of the wave character-
istics measured?

Author’s Reply
Yes, Behnke and Duncan at Arecibo reported electron density fluctuations with a period of 20 30 minutes, which
appeared at a time after rocket passage consistent with a horizontal phase speed of 200m sec '. Of course, from
these single station data one cannot exclude the possibility that the density fluctuations are of local origin.

K.Rawer, Ge
(1) Concerning the ion chemistry, has the possibility of attachment and negative ion formation been considered?

(2) Has the existence of H, 0" ions as the major ionic constituent in the depleted region been checked in situ?
Author’s Reply

(1) No, electron attachment has not been considered. However, our current theoretical simulations model the data
quite well without consideration of this effect.

(2) Yes, in the Lagopedo rocket experiment where a cannister of H, O was ruptured in the F-region, rocket-bome
ion mass spectrometers identified H,O" as the major molecular ion produced.
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IONOSPHERIC COMPOSITION: THE SEASONAL ANOMALY EXPLALINED

D. G. Torr*, P. G. Richards, M. R. Torr*
Center for Atmospheric and Space Sciences
Utah State University
Logan, Utah 84322

* Also affiliated with the
National Institute for Telecommunications Research
of the C.S.I[.R., Johannesburg, South Africa.

ABSTRACT

Despite years of study, the seasonal behavior of the F, layer of the ionosphere has never been
satisfactorily explained. We demonstrate that the main reason for this faillure can be attributed to
serious errors in our basic understanding of the photochemistry of the ionosphere. In this paper we
reanalyze the main chemical processes in the light of recent laboratory measurements of rate coefficients,
using the Atgosphere Expiorer data. Major changes to the chemistry include the transfer of nearly all
metastable 0 ions to N via charge exchange with N,. The N ions become vibrationally excited by
resonant fluore;cence og solar near UV and near infrared radiatlon, leading to a return transfer of N
ionization to O by charge exchange of vibrationally excited N, with atomic oxygen. With this chemistry
the seasonal variations in the peak electron densities are thefl shown to be caused primarily by anomalous
seasonal varifations in neutral composition. The required neutral composition variations are empirically
reproduced by the MSIS model atmosphere. The circulation derived from recent 3D models of the global
thermosphere qualitatively accounts for the seasonal variations in neutral composition predicted by the
MSIS model. In addition to the composition effect, vibrationally excited N2 is found to contribute a V' 204
effect to the anomalous seasonal behavior at solar maximum.

1. Introduction

Despite the great wealth of data that has been acquired on the ionosphere and thermosphere over the last
two decades, several first order phenomena have not been satisfactorily explained. Amongst these is the
phenomenon known as the F-region winter anomaly. Its existence was identified at an early stage in the
history of ionospheric physics. Ground based ionosonde measurements of the critical frequency of the F
layer, f F,, revealed an anomalous seasonal variation in this parameter. Early theories established that
the ionogp%ere at middle and low latitudes is produced mainly by photoionization of the neutral atmosphere.
These theories predicted that production of ionization would maximize in summer yielding larger peak
electron densities in that season. This kind of behavior was observed in the E and F. layers of the
ionosphere, but not in the case of the F2 layer which exhibits larger peak densities in winter.

Although the F, layer anomaly historically has also been referred to as the winter anomaly, this is really
a misnomer, because the anomalous seasonal behavior becomes most pronounced at the equinoxes at most

locations. It also varies strongly with the epoch of the solar cycle and geographic location.

2. Summary of the Morphology of the Phenomenon

Numerous workers have studied the F region anomaly, but the most comprehensive morphological analysis to
date was carried out by M. Torr and Torr (1973) who reviewed the earlier work in detail. Figures la and 1lb
from M. Torr and Torr (1973) show the long term behavior of the f F_ at four stations, one in the northern
and three in the southern hemisphere. The curves represent plotsoo% the median noon and midnight values of
EOFZ for each month of the year, and serve to illustrate the anamolous seasonal behavior referred to above.

The data illustrate that the seasonal variations are quite different on the continents of Europe, Africa
and Australia. At the South African stations, Johannesburg and Cape Town, the noon values of f F, exhibit
a clear semi-annual variation superimposed on a solar cyclic variation with seasonal peaks at the
equinoxes. The summer values of f F, are higher than the winter values except in the rising phase of the
solar cycle when the rapid change In“f F_ with solar activity obscures the summer-winter difference. The
amplitude of the seasonal variation doeés“not change significantly with the epoch of the solar cycle.

The midnight values of f F, at Johannesburg and Cape Town exhibit different behavior from that at noon.
The seasonal variation iS predominantly annual peaking in summer. An odd phenomenon is the fact that the
winter midnight values show no solar cycle variation.

The behavior at Slough in the northern hemisphere is different again. The seasonal variation (s
predominantly annual peaking in winter, with a pronounced summer minimum. It is data such as these which
lead to the term “winter anomaly”. In this case the amplitude of the seasonal variation increases strongly
with solar activity. There is some suggestion that the winter peak is actually a composite of two separate
overlapping peaks. The bifurcation of these peaks is clearly evident at solar maximum in the late 1960's,
where the phase shifts from December toward the fall equinox. The midnight values do not show any
anomalous behavior, i.e. fon peaks in summer. This seasonal varfation is superimposed on a normal solar
cycle variation.

The behavior of f F, at Christchurch in the Australian sector of the globe exhibits a mixture of the
seagonal behavioroogserved at both the previously discussed locations. At noon there {s evidence of a
semi-annual variation with peaks at the equinoxes with the vernal equinox exceeding the autumnal. In this
case the summer minimum is lower than the winter minimum, resulting in an anomalous summer to winter
variation. The midnight values exhibit no anomalous seasonal behavior, although there is the suggestion of
two peaks which lie very close together in summer. The data clearly indicate the presence of several
competing phenomena, whose characteristics not only depend on season and phase of the solar cycle, but also
on geographical location.

|
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Figure 2 from M. Torr and Torr (1973) illustrates the globul morphclogy of the winter anomaly. These plots
were drawn from data taken by 140 ionosonde stations. We see that with the exception of a region over the
South Pacific which extends over South America into Central Africa, the winter anomaly occurred over most
of the globe in the solar maximum of 1958. The anomaly in the northern hemisphere has its largest
amplitude between latitudes 45 N and 60 N, and where it occurs in the southern hemisphere it reaches its
maximum amplitude between the same latitudes. The amplitude of the variation in the southern hemisphere,
which maximizes over the Australian sector, is not as great as in the northern hemisphere.

In Figure 3, we have used the equinoctial value of f F., as a reference value and plotted contours of the
difference between summer or winter values exceeding tfiis reference. This figure therefore illustrates the
geographical regions in which each of the three seasonal variations predominates (i.e. summer, winter, or
equinoctial peaks). It is evident from Figure 3a that for 1958 (smoothed sunspot number, SSN = 200) the

f F, peak occurred in winter over most of the northern hemisphere, while it occurred in the equinox months
over most of the southern hemisphere. At no station did the peak fon occur in summer.

Figure 3b shows a similar plot for 1969 (SSN = 110) for which the average sunspot number was approximately
half that during 1958. During 1969 the peak electron density occurred in the equinox months over a much
larger portion of the globe, and the winter anomaly region was greatly reduced in extent. In this year a
few southern hemisphere stations reached peak f°F2 in summer.

Figure 3c shows the situation at solar minimum (SSN = 10). In this case summer peaks in fon occur over
304 of the globe.

We do not claim to be capable of explaining all these variations yet. However, these characteristics
represent the broad aspects which any theoretical interpretation of the phenomenon must explain. In this
paper we show how accurate quantitative modelling of the neutral thermosphere, and ionosphere are essential
to gaining even a basic understanding of the above effects. We concentrate primarily on the physics of the
ionosphere in this paper, using the empirical MSIS model of Hedin et al. (1977a,b) to represent variations
in the neutral thermosphere.

3. Previous Theoretical Work

It was suspected for many years that the main cause of the anomalous summer-winter behavior might be
related to seasonal changes in atmospheric composition. This is readily understood In terms of the
processes which produce and destroy F region ionization. The primary source of production is
photoionization of atomic oxygen, f.e.

o+hv J1 0" +e
where J1 represents the attenuated frequency for photoionization of atomic oxygen by solar EUV radiation.

Removal of 0+ ionization occurs via the process:
+
ot +n, k2 wot 4o 2)

-

k
and 0 + 02 3 02 + 0 (3)

+>

which is followed by rapid recombination of the molecular ions with electroms. Reactions (2) and (3)
constitute the rate limiting processes (Bates and Massey, 1947).

Early models of the neutral thermosphere predicted that the concentrations of 0, 0, and N, would be larger
in summer than winter. These models were based on simple hydrostatic formulations” in whicCh the exospheric
temperature in summer is larger than that in winter due to increased heat input in summer. Since the
atomic oxygen scale height 1is larger than that of N, and O,, it was reasoned that the [0]/[N,] and [0]/[02]
ratios would increase from summer to winter resulting in a“smaller effective 0 1loss rate in“winter.

This mechanism was unable to account for the observed seasonal variations however, because the actual
decrease in loss only partially balanced the corresponding decrease in production. If seasonal variations
in the atomic to molecular concentration ratios were to account for the anomalous summer-winter behavior,
it was clear that anomalous seasonal variations in all or some of the neutral constituents was required.
The possibility of composition changes being a cause of the winter anomaly was first suggested by Rishbeth
and Setty (1961). Johnsen (1964) suggested that the composition change would arise as a result of the
summer hemisphere being heated and the lighter atomic oxygen being convected to the winter hemisphere. In
1968, mass spectrometer measurements by Krankowsky et al. (1968) indicated that the [0]/[N2] ratio was a
factor of 2 larger iu winter than in summer.

Cox and Evans (1970) were the first to obtain quantitative information on the potential role played by
s$asonal variations in the concentrations of 0, O, and N, In producing the anomalous seasonal behavior of
0 . Using incoherent scatter radar measurements of F reglon ionospheric parameters they were able to
independently determine values for the 0 concentration, and found that it increased from summer to winter
by about 504. When combined with the normal seasonal variation in the molecular concentrations, i.e.
larger densities in summer than winter of N, and 0,, they were able to obtain qualitative theoretical
agreement with the measured seasonal variation in €lectron density at the peak of the F, layer. Cox and
Evans (1970) congluded that the winter anomaly was therefore produced by enhanced production and smaller
destruction of O {ions in winter. Strobel and McElroy (1970) subsequently carried out more quantitative
calculations and concluded that the seasonal variation in the neutral concentrations could only partially
account for the observed seasonal variations in electron density.

The radar measurements did, however, provide additional information on the nature of the phenomenon. 1t
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was observed that the anomalous behavior is restricted mainly to the vicinity of the F, layer, and does not
extend into the proionosphere in harmony with topside satellite measurements (c.f. Fatﬁullin, 1970). The
radar data also precluded a dynamical effect as a cause of the additional anomalous ionization, since the

F, peak occurs at greater altitudes in summer than in winter. To decrease the summer peak densities
sufficiently required that the peak occur at a considerably lower height (Strcbel and McElroy, 1970) than
that observed. Vasseur (1970), Wu and Newell (1972) and Yonezawa (1971) drew similar conclusions. FEccles
et al. (1971) showed that while the inclusion of winds results in a berter fit to the height of the layer,
the winds could not explain the variation in N + Winds cause downward drift at noon and are larger in
winter than in summer. Their effect is therefote to counteract the winter anomaly.

Several workers have suggested enhanced vibrationally excited nitrogen concentrations in summer as a
possible cause of the winter anomaly. The rationale is based on a measurement by Schmeltekopf et al.
(1967) of the rate coefficient for the process

*
o+ N, ot xe 4)

*
which increased dramatically with N vikrational temperature. If sufficient N2 is present, reaction (4)
could result in a significant loss of O ions.

Recently Vlasov and lzakova (1978) presented a paper in which they modelled the seasonal variation of the
effective vibrational temperature of N, in the thermosphere.  They claimed that the seasonal variation in
this parameter is large enough to affect the deitruction of 0 by N,, and that the seasonal variations are
consistent with the observed variation in the 0 concentration. Su%sequently Richards and Torr (1979)
repeatgd these calculations for solar minimum conditions and found that reaction (4) is only effective if
the N diffusion coefficient is significantly smaller than that for ground state N,. Subsequent
unpubfished attempts to theoretically justify the use of a small diffusion coefficiént were unsuccessful
since the cross-sections required were physically unrealistic. The conclusion was drawn that seasonal
changes in the N2 vibrational population would not enhance the compositional effect significantly at solar
minimum.

D. Torr et al. (1980) also identified a third process which would enhance the anomalous geasonal variation
in peak electron density. This mechanism involved additional production by metastable O ions. Using the
best rate coefficients available at that time, they demonstrated that the inclusion of metastable 0
production rgsults in larger 0 concentrations in winger due to enhanced electron quenching. In summer the
metastable 0 ions charge transfer with N, to form N, , because of the higher summer N, densities.

However, this mechanism has been ruled ou% by recent laboratory measurements of the charge transfer rate
coefficient (Johnsen and Biondi, 1980, Rowe et al., 1980) which yielded values an order of magnitude larger
than those deduced aeronomically (c.f. D. Torr and Orsini, 1978; D. Torr and Torr, 1979; M. Torr et al.,
1980d; M. Torr and Torr, 1980).

At this point the winter anomaly faded into insignificance, because almost the entire structure of
thermospheric chemistry that had been built up over seven years of careful analysis of Atmosphere Explorer
(AE) satellite data was threatened with collapse. The new laboratory measurement produces discrepancies in
the concentrations of certain constituents which considerably exceed those of the anomalous seasonal
behavior.

The major problems that arise are listed below:
+
1.) Theoretical values of the N2 concentration exceed observed values by up to a factor of 4.

+
2.) The theory is no longer able+to account for the magnitude of ;he observed 0 concentration,
because all the metastable 0 ionization is channeled into N2 .
+ +
3.) The theoretical concentration of 0 is too low because the main production mechanism of 02 ions
via charge exchange of 0 with 02 aecreases correspondingly.

In this paper we shall describe the work which led to the resolution of these problems, and which also
solved the basic problem of the F region winter anomaly, but not necessarily the details of the
geographical variations.

4e Re-analysis of Thermospheric Chemistry

The parameter which is most seve;ely affected by the new laboratory results of Johnsen and Biondi (1980)
and Rowe et al. (1980) is the N, concentration, since the discrepancy in this case is so large (up to a
factor of 4) that it {s clear tgat something is radically wrong with our current understanding of the
thermospheric chemistry. We list below the sources and sinks of N
to evaluate where earlier work may have gone wrong.

2 and examine these in detail in order

+
N,__sources:

2
N, + hy J N++ (5)
2 TV s Ny T e
-~
+ 2 k +
O(D)+N2 L6 N2+0 (6)
§2+ gsinks:
NY 40 k. not e 't
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N re k8 N+N (8)

*»

Lt was suggested by Biondl (l97§) and Johnsen and Biondi (1980) that k, may be larger in the ionosphere
than in the laboratory, since N, is known to be vibrationally excited {n the atmosphere (Broadfoot, 1967,
1971) (T AOOOOK). There might be a strong dependence of the rate coefficient on vibrational
excitation. The vibrational dependence of this rate has never been studied in the laboratory, and Johnsen
and Biondi (1980) point out that the kinetic temperature of the reactants (which are probablx in thermal
equilibrium) in the laboratory measurement of k, (McFarland et al. 1974) did not exceed »600 K, which is
low compared to the 4000 K which occurs in the atmosphere. This hypothesis raises two serious questions
from the aeronomical standpoint:

+ +
l.) The problem will simply be transferred to NO , producing not only excess NO ionization, but
height profiles with the wrong scale height.

2.) The 0+ and 02+ problems will not be solved.
The NO+ sroblem is serious, because the only loss mechanism for this species is by dissociative
recombination. An adjustment of the NO  recombination rate coefficient at this time is considered
untenable for the following reasons. NO _has been more extensively studied with the AE data than any other
ion species. The determination of the NO rate coefficient was made at night when no N ions were
measured (D. Torr et al., 1976; M. Torr et al., 1977; M. Torr and Torr, 1979a,b) and hence could not have
been iffected by uncertainties k, and in k,. The only alternative consideration to date is that a source
of NO exists at night, which has escaped &etection thus far. The assoclative ionization reaction

k
9

s

Ny + 0 No' 4 e 9)

where N(ZD) is hot, hag been suggested by M. Bioadi (private communication) and by Zipf (1978) as a
nocturnal source of NO ions., This possibility was discounted by M. Torr and Torr (1979b). In any event,
it i{s generally conceded that at most, the contribution due to reaction (9) might amount to 30%Z. We
therefore conclude that the problem cannot be solved by increasing k7.

The next most obvious possibility is that N + recombines more rapidly in high vibrational levels, an idea
originally proposed by Orsini et al. (19773} and discounted by Biondi (1978). This conclusion was recently
copfirmed by Zipf (1980) who, in an exceptionally well conducted experiment, measured k, as a function of
N2 vibrational excitation. Zipf (1980) found no significant change in ¥ with increas?ng vibrational
lévels. The evidence therefore is strong that an additional sink for N ions is required. Ii we assume
that a single missing process 1is the cause of our problems (i.e. 1nclud%ng the problems with 0 , 0, , and
the associated seasonal behavior of the F, layer), then the,conclusion must be drawn that the required
process must simultaneously result in the production of 0 ( 'S) ions. Careful study of all possible
candidates indicates that the only viable single step scheme is:

+% +

+
N, 0 ‘kIO 0 +N2 (10)

i.e. charge exchange of vibratiggally excitad N * with 0. We have therefore adopted the basic chemical
scheme for the production of N ions used by Orsini et al. (l977a), and which is described in detail by
Orsini (1977), to calculate the vibrational distribution of N, {ons in the thermosphere. We determine k
as a function of vibrational level. By weighting the value ogtained for each level by the relative
population, an effective value for klO is derived.

10

+
Briefly, the Orsini $l977) model for calculating vibrationally excited N, ions involves excitation of the

A and B states of N, via resonance absorption of solar UV radiation in %he Meinel and first negative bands
respectively. Subsequent fluorescence via A - X and B - X transitions resul s in the production of
vibrational quanta in the ground electronic state. The situation is schematically illustrated in Figure 4
for the first three vibrational levels of the X ~ A transition. All permitted excitation and de-excitation
channels for the first five vibrational levels of the X, A, and B states are used in the calculations. The
X state ions are destroyed via ion atom interchange (7), recombination (8) as well as charge exchange (10),
where k, is assumed to be independent of vibrational excitation. An additional process of significance
that has been included is exchange of N2 vibrational quanta, with NZ’ f.e.

N, (v ) + Ny () (D)3 N TR (v 1) ¥ N, () (vmgFD) (11)

The rate coefficients for (11) are somewhat arbitrary, but nevertheless realistic. A precise knowledgg*of
these coefficients 1is not required, since the main effect of (11) is to produce strong quenching of N
below about 200 km. The necessity for this process is 1gdicated by the studies of D. Torr et al. (19;7)
and D. Torr (1979) which showed that below 200 km the N concentration i{s controlled by photofonization
and loss via (7) (ion atom interchange, sgezFigure 6). “These calculations were found to be quite
insensitive to values used for k, (i.e. 0 ("D) + N_), and hence are not affected by the new value for k

D. Torr (1979) determined values for k, as a functfon of kinetic temperature using AE data taken below 900
km, and obtained e*cellent agreement with the laboratory measurements of McFarland et al. (1974).
Furthermore, the O concentration could explained satisfactorfly with the conventional chemistry at
these altitudes. Below 200 km altitude O 18 near chemical equilibrium, and there was no indication that
an additional source of ionization is required. The inclusion of reaction (l1) is also a logical
requirement based on the physics of such reacgions (D. Albritton, private communication, 1980), and the
analogous process is known to be rapid for 02 - 02 vibrational exchange processes.

The above chemical scheme results in an effective N + vibrational temperature which {s in kinetic thermal
equilibrium below 200 k$, and which is in radiative equilibrium with sunlight at«+ 300 km. Reaction (11)
produces a Boltzmann NZ distribution at altitudes above 200 km.
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In adgition to the above changes, account had to be taken of a new laboratory measurement of k3 ({f.e. for
the 0 + 0, reaction) {Chen et al., 1980), which yielded values about 50% lower at vB0O K with a different
temperature dependence than was obtained from the results of Albrjitton et al. (1977) by St-Mzurice and Torr
(1978). Since k, was also used to aeronomically determine the 0 recombination rate coefficient, this too
had to be re-evaluated. The new values have been reported by M. “Torr et al. (1980c).

The effect of the new value for k. on the chemistry of 0+(ZD) requlires a little discussion. The
i{ntroduction of Ehe large value for k, effectively eliminates O (D) as an important parameter in the
chemistry of 0 ( S). Therefore, further analysis of this specles 18 not pertinent to this paper. However,
it might be pointed out tha518r5151 e} al. (1977b) and D. Torr and Orsini (1977) demonstrated that the main
effect of a value of 5 x 10 | Qcm” 8 for k i to increase_the ypREr limit on the rate coefficient for
atomic oxygen quenching of 0 ("D) from v x ?O to ¥ x 10 "cm’s . The elgcgron quenching rate
coefficlent 1s not significantly affectgd. The_iapacs oglthe 0 quenching on 0 ('S) 1s marginal in the
presence of a large value for k6’ {.e. »*5x 10 cm” s .

At this point we may begin to realize what little hope there was of quantitatively explaining the behavior
of the F, layer with earlier models. All these changes were incorporated into a comprehensive computer
code (Young et al., 1980) which solves the ionospheric contlnuity, momentum, energy, and photoelectron flux
equations. The solution 1s carried out from the foot of a field line located in the E region of the
northern hemisphere, to the E region of the conjugate ionosphere, thereby incorporating the effects of
inhemispheric flow of heat, ionization, momentum and photoelectrons on the lonosphere. The basic elements
of the code are schematically illustrated in Figure 5. This figure indicates that the code also
simultaneously solves for the concentration of the first five vibrational levels of N, and evaluates the
effects of the vibrational excitation on k_ . We stress that no ad hoc manipulation og parameters was made
in order to produce the anomalous seasonal”variation of the F_, layer. As will be seen from the results
presented in the next section, the basically correct seasonal”behavior emerges self-consistently from the

uwodel.

In its final form therefore, the model incorporates all the latest avallable data on cross-sections, rate
coefficients, and solar fluxes. The MSIS model atmosphere (Hedin et al, 1977 a,b) is used with a
correction applied for the solar cycle variation of 0, as was discussed by Kayser et al. (1980). We have
established that the model reproduces both incoherent scatter radar and AE measurements of electron ion
temperatures and concentrations when measured input data are available (Young et al., 1980). In the
results presented below we compare our results mainly with mean values in order to simulate the general
features of the anomalous seasonal behavior, because the day to day varlations of the F, layer are sporadic
as a result of dynamical effects. It should be noted that these calculations cannot be expected to
reproduce the detailed longitudinal variations discussed earlier, because the MSIS model atmosphere
represents zonally averaged valucs.,

Figure 6 schematically summarizes the revised concepts of the main chemical processes which govern the
behavior of ionization in F_ layer The dashed lines indicate processes of minor significancg. In the new
scheme, production of metasgable O 1ions indirectly results in an equivalent production of N {ons.
Therefore the chemistry of the metastable O ions is not discussed further. The rate coefficients for the
remaining reactions are given in Table 1.

S. Results
In Figure 7 we show the effect of the new process reaction 10; i.e.

k
N o B ootts) +n
2 2
on the N * concentra;ion. The solid line shows the results obtained from the earlier model which
reproduced the AE N, measurements to within + 30%. The measurements were made over the range geophysical
conditions encountered by the spacecraft over the last seven years. Hence these results can effectively be
used to represent the N, measuremgnts parametrically, even if the physics of the model is invalid. We
have selected an occasion of low O concentratign here, because this maximizes the effect of the large
Chéise e§ch§Tge rate coefficient (k ) on the N, concentration. We have chosen to adopt a value of 5 x
10 cm” 8 for k,, which lies close to the iower error limit of the experimental results. The reason
for this choice is ?hat larger values for k6 rgiﬂire3cogiespond1ngly larger values for k1 , which begin
to look unreasonable, i.e. in excess of 5 x 10 8 . IYT cusve_iabelled (1210ho ?bi effect of
increasing k, from th$ aeronomically deduced value of 5 x 10 cm” 8 to 7 x 10 cm 8 . This results
in an increase in [N2 } oglaear§y glfactor of 2 at 325 km. The dashed curve shows the effect of using an
effective value of 5°x 10 em” 8 © for k,,. This value yields values for the N2 concentration which
agree with measurements to within 30% over a wide range of O concentrations.

In Figure 8 we show the o* production rates for Millstone Hill in summer for solar maximum of 1979. The
significance of reaction 10 {s evident. We see that this source is comparable with direct photoionization
of atomic oxygen at heights below «250 km. Figure 9 shows the corresponding lon concentrations. Also
shown are typical peak electron densities (N ) observed at Millstone Hill during the solar maximum of
1969, Measurements are not available for 197 » and input data required by the mgdel are not available for
1969. The Millstone Hill values are about 50% lower than the peak theorefical 0 concentrations shown.
Figure 10 shows the effect of including vibrationally excited N, on the 0 + N, loss rate. The
co;reapondtng densities are shown in Figure ll. The effect is fo decrease Nm by +30%. The effect on
N0 18 quite significant. Although the effect on N is fairly small, it i8 Sufficient to reduce the
disagreement between experiment and theory from 5 to less than 30%, that is {f the 1969 measurements
can be used to represent the 1379 epoch. In any event, the results demonstrate the principle of the
mechanisms involved.

We do not address the question of the height of the layer in this paper, since this 18 affected by
day-to-day variations in the thermospheric winde. The profiles shown in Figures 9 and 11 were obtained
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using realistic values for thermospheric winds, which are numerically inserted into the code. Figure 12
shows the winter theoretical results for Miléstogs Hill {n January, 1979, compared with 1969 measurements.
In this case the theoretical N = 1.4 x 10" cm ~ which agrees with typical results observed at Millstone
Hill at solar maximum in January. These theoretical values yield a net seasonal variation in N of a
factor of 2.3, compared with observed variations of v 2.5. Our calculations d> indicate, howevggf that the
effect of the vibrationally excited N, is quite sensitive to thg [N J/[02] ratio, and to absolute
concentrations of N, and O,. If the Tfatio Increases, loss of O wigh N, becomes relatively more important
and this enhances tge seasonal anomaly, because vibrationally excited N, does not have a significant effect
tn winter. When the neutra} concentrations increase, diffusion of N molecules is inhibited, which
results in a build up of N in the F, region. Day-to-day variation§ in [N,] at 300 km can amount to a
factor of two, which gives rise to thé well known sporadic nature of occurrénce of the seasonal anomaly.

It is not possible to reproduce this kind of variability with our code in its present form, since this
would require detailed in situ altitude information on the input parameters, which are not available.
Furthermore, uncertainties still exist concerning the variation of the [N, ]/[0,] ratio as a functiod of
solar cycle (Kayser, 1980). While our results indicate that the winter afiomaly can be explained largely in
termms of seasonal variations in the concentrations of the neutral constituents, it is clear that an
additional mechanism is required at solar maximum. This mechanism could very well be vibrationally excited
N,.

2

Figure 13 shows the seasonal variations in N at solar minimum. In this case the anomalous variations
are explained quite satisfactorily by seasongixchanges in neutral composition alone. The effect of
vibrationally excited N, is negligible. The early results of Strobel and McElroy (1970) were based on
incomplete knowledge of "thermospheric chemistry, and are therefore no longer valid. The seasonal variation
obtained for Millstone Hill is consistent with the characteristic northern hemisphere behavior, i.e. a peak
in winter. This variation is attributable entirely to the variations in neutral composition depicted by
the MSIS model atmosphere.

The corresponding results for Cape Town (33° S, 18° E) which showed no winter maximum are presented in
Figure 14. In this case the seasonal anomaly is greatly reduced. We reiterate that the vintage of the
MSIS model that we have used represents longitudinally averaged data. Hence we would expect a mean
variation which includes that observed in the Australian, African and South American sectors. The
Australian sector exhibits anomalous seasonal behavior whereas the remaining southern hemisphere sectors do
not .

Finally in Figure 15 we show calculations of Dickenson et al. (1980) of the zonally averaged meridional
circulation at the solstices at sunspot maximum. These calculations show very clearly a general flow from
the summer (southern) hemisphere to the winter hemisphere, except in the winter hemisphere above 200 km,
where the high latitude joule heat source drives a counter circulation to about 40  latitude. At
approximately 40 N latitude there is a downward convergence of air from both hemispheres. Dickenson et al
(1980) point out that their calculations are based on a pre-AE determination of the solar EUV heating
efficiency of » 33% (Stolarski et al., 1975). The recent results of M. Torr et al. (1980a,b,e) have shown
that the AE data yield a value of v 55%. The net effect will be to drive the subsidence zone to higher
latitudes, placing the region of the largest anomalous high [0]/[N2] ratio between 40° and 600, in harmony
with the observed regions of occurrence of the winter anomaly.

A final point worth mentioning is that the model of Dickensen et al. (1980) assumes hemispheric seasonal
symnetry in the high latitude heat sources, which would not yield the asymmetric hemispheric
characteristics of the anomalous seasonal behavior in N « M. Torr and Torr (1973) argued that
hemispheric symmetry s'wuld not be expected, because of "He asymmetrical configuration of the earth's
geomagnetic field. It is well known that the magnetic intensities are anomalously low over South America
and the South Atlantic sectors. The implication is that auroral particle precipitation should be enhanced
in these regions as has been demonstrated by Gledhill et al. (1967) and M. Torr and Torr (1972). The
larger energy influx over these regions in summer may well generate a longitudinally asymmetric meridional
wind field in the southern hemisphere. Recent results by Berger and Barlier (1980) indicate that an
asymnetry in the neutral concentrations does indeed exist over the South Atlantic, and they re-iterate the
arguments of M. Torr and Torr (1973) in explaining their measurements. Further quantitative analysis of
these hypotheses will have to await the next generation of three dimensional thermospheric global models
which take longitudinal asymmetries of heat sources into account.

6. Conclusions

In this paper we identify erroneous chemistry as the basic cause of difficulties encountered in the past in
explaining the behavior of the F, layer of the ionoaphere. Another prerequisite to successful theoretical
interpretation of ionospheric be%avior i8 accurate knowledge of controlling geophysical parameters, such as
the concentration and temperature of the neutral atmosphere, and the solar EUV flux beyond the atmosphere.
In this analysis we find that with the MSIS model atmosphere (Hedin et al., 1977a,b), the Atmosphere
Exlorer measurements of Hinteregger et al. (1973) of the solar EUV flux (M. Torr et al., 1979), and the
revised chemistry presented in this paper, we are able to reproduce the basic global and solar cyclic
variations of the seasonal behavior of the F2 layer, i.e. including the anomalous seasonal variations.

The new chemistry involves charge exchan&e of nearly all metastable 0+ fons to N * via N,. This is
followed by vibrational excitation of N by process of resonance fluorescenge, and a Second charge
exchange reaction of vibrationally excifed N with O restoring the original 0 ifon. In addition at solar
maximum the production of N2 vibrational exc%tatton is sufficiently enhanced to produce an additional 30%
reduction in the peak electfon density in summer. The effect is smaller in winter and negligible at solar
minimum. Hence given the correct chemistry, the sea~onal anomaly can be explained largely by seasonal and
geographical variations in neutral thermospheric composition as represented by the MSIS model atmosphere.
The MSIS concentrations and temperatures are qualtitatively consistent with the convection of atomic
constituents from the summer to winter hemisphere as described by a three dimensional gene-al circulation
model of Dickensen et al. (1980). Therefore the basic characteristics of the F region winter anomaly are
explained. In future when the longitudinal variation of neutral constituents are parameterized, the
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geographic variations of the seasonal anomaly can be investigated in finer detail.
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SUMMARY

Since 1961 the 0 called Winter F region anomaly has drawn the attention of scientists to possible seasonal changes in
thermoephere neutral composition other than those simply explained in terms of thermal expansion. Similarly changes in
composition associated with magnetic storms have been cbserved in many instances. Two mechanisms are likely
candidates for inducing the composition changes : variations in the turbulent state of the lower thermosphere and
atmospheric circulation cells. Due to cbservations! difficulties, there is a lack of definite experimental evidence of
variations in the turbulent state of the lower thermosphere. On another hand, both experimental and theoretical works
indicate the existence of selective transports of the various thermospheric gases according to their atomic or molecular
masess on & planetary scale, due either to solar heating or to auroral heating. The combined effects of Photochemestry
and trangport also to be responsible of seasonal and solar cycle changes in the molecular oxygen concentration.
This last type of varistions sesms to be one of the major causes of the F region Winter anomaly.

L INTRODUCTION

The Winter F region anomaly has since 1961 drawn the attention of the scientific community to the existence of seasonal
thermoepheric composition indeed, a detailed study conducted by Rishbeth and Setty (1961) has shown that the
obesrved sifects, in particular winter enhancement of the F region ionoapheric layer at low altitude, could only be
explained by neutral composition changes other than those resuiting from the thermal breathing of the atmosphere.
Another characteristic which was identified, was the fact that the anomaly is particularly developed around the solar
cycle maximum. The subsequent flow of in situ measurements obtained from rocket flights or from satellites has allowed
to rapidly verify the existence of seasonal composition changes and to discover composition changes induced by the
magnetic activity. The purpose of this paper is to present various types of thermospheric composition changes, to analyse
the various mechanisms taking place and to show the role played by molecular oxygen.

. SEASONAL COMPOSITION CHANGES

2.1 Fig. | extracted from a paper by Alcaydé et al. (1974) shows the seasonal variations of the ratio of the Atomic
ouyg:nn concentration to a weighed sum of the molecular concentrations (nitrogen and oxygen) observed at 200 km over
St-Santin (§5°N) during the years 1969-1970. These cbservations are inferred from incoherent scatter measurements of
the electron density and the ionic composition through the use of the 0" ion continuity equation. The ratio varies by a
factor of 3 between winter (maximum) and summer. Such s change is considerably larger than the one expected from
simple thermal expansion effects on the atmosphere between winter and summer.
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Pig. 11 Variation of the NI0)/N(M,) ratio at 200 km in 1969 and 1970, The dashed line corresponds to the least squares
fit to an annual component (After Alcaydé et al., 1978),

2.2 Fig. 2 extracted from the same paper shows the sessonal variation of atomic oxygen at 200 km also derived from
incoherent scatter data over the same period of time, It is characterized by s large maximum in winter and a minimum in
summer. This trend is oppositive to the one expected from the summer heating of the thermosphere in a static
atmosphere. With respect to s static atmosphere model this cbservation calls for a winter to summer modulation of 20 %.
Such variations in atomic oxygen are now well established and have been modelled by various authors (e.g. Hedin et al.
1977a, Jacchia 1977, Thuillier et al. 1977, Alcaydé and Bauer 1977, Alcaydé et al. 1978). This evolution permits to
explain partly the cbesrvations shown on fig. 1. However most of the seasonal change in the ratio of the concentration of
atomic oxygen to be weig