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PREFACE

Our understanding of the solar-terrestrial environment has advanced enormously with
the development of satellite technology. Satellites not only provide in-situ measurements of
the atmosphere, ionosphere and magnetosphere, they are also able to monitor the incoming
radiations and particles, and even provide, at the same time, much broader and denser
geographical coverage of parameters that can be measured from the ground. Now that
satellites have provided data of various kinds over a complete 22-year solar cycle, the
Electromagnetic Wave Propagation Panel deemed it appropriate to hold a symposium on
"The Physical Basis of the Ionosphere in the Solar-Terrestrial System". The meeting took
place in Pozzuoli, Italy, 28-31 October 1980, and was basically dedicated to reviewing our
current understanding of the processes that produce and control the distribution of ioni-
zation in the ionosphere as a component of the solar-terrestrial system, with some examples
of modelling and prediction techniques that can be applied by terrestrial users of the
electromagnetic spectrum.

The symposium consiste! of six sessions and a round-table discussion. The first three
sessions covered the solar source, primarily the ultraviolet emissions and solar wind, the
production of the magnetosphere and ionosphere, coupling between the magnetosphere,
ionosphere and atmosphere, dynamical processes, special features of the auroral regions and
man-made perturbations. The last three sessions covered morphology, modelling, irregulari-
ties and predictions.

During the round-table discussion, the session chairmen summarized their views of the
current state of knowledge, and work still to be done. The sources of ionization are now
well understood. The seasonal variation is understood if the neutral atmosphere is taken as
a lower boundary condition, so that to some extent, our ignorance is referred back to the
atmosphere. There are still significant gaps in our understanding of coupling, dynamics and
the magnetospheric current systems that feed significant amounts of energy to the iono-
sphere at auroral latitudes. Coupling effects are more important than is generally realized,
since atmospheric ions have been detected throughout the magnetosphere, and solar wind
ions are regularly seen in the ionosphere. The whole concept of a quasi-static system has
given place to a magnetosphere in continual motion, even during "quiet" conditions,
charging up with energy from the solar wind and discharging this energy downward in a
geomagnetic substorm that typically occurs several times a day and is seen most spectacu-
larly in the auroral regions, but has global consequences on the ionosphere.

These proceedings contain papers presented at the symposium and reproduced directly
from copies furnished by the authors. I am pleased to acknowledge the help provided by
session chairmen in submitting the summaries and editing the discussions. Thanks are due
to the members of the program committee for their efforts in obtaining the speakers who
provided such a broad range of topics.

Special thanks are due to the EPP Executive and his secretary for making all necessary
arrangements before, during and after the meeting. We are also grateful to the Italian
Delegate to AGARD and the Commander of the Accademia Aeronautica for providing such
a delightful setting for the symposium.

ERWIN SCHMERLING



THEME

In connection with aerospace systems, detailed knowledge of the ionosphere is
important for a number of purposes. When using ionospheric paths for communications
and navigation, it is clear that frequencies, look-angles and fading rates must be estimated,
and their short and long term variations understood. At very low and very high frequencies
the ionosphere limits the accuracy of radars and navigation systems, and ionospheric
irregularities limit bandwidths and communication rates. Further progress in modeling
and prediction techniques requires new approaches which take into account other parts of
the solar-terrestrial system that influence the ionosphere.

In recent years there has been increasing interest and significant progress in a broad
class of problems linked together under the general title of "Solar terrestrial system studies".
These start with the characteristics of the sun, and the temporal variations of its emissions.
These emissions control the terrestrial environment in a very complex way. To first order,
the solar wind particles control the magnetosphere, and the solar photons the ionosphere
and atmosphere. These studies have shown, however, the importance of coupling between
different parts of this system; especially between the hot magnetospheric plasma, the
cool ionosphere plasma, and the atmosphere. Motions of both the hot and cool plasma
across the geomagnetic field set up current systems and these, in turn, control dynamical
processes in other parts of the "circuit". The closure of the current systems presents a non-
trivial problem, and seems to be related to the storage and periodic precipitation of particles
in substorms - an effect of particular importhnce in the high latitude ionosphere.

Ionospheric data are now available for several solar cycles, and a wealth of information
is being developed concerning the sun, the inter-planetary medium, the magnetosphere and
the atmosphere. The next advance in understanding the ionosphere will come by considering
it in the context of the solar terrestrial system.
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SUMMARY

by

S.H.Gross
AGARD Meeting in Naples, Italy

Session I - The Sun, Solar Wind and Magnetosphere

This session encompassed four papers, two on solar radiation, one on the solar wind and one on magnetospheric
and ionospheric flow in relation to the interplanetary magnetic field. Unfortunately, the third paper on the solar wind
,ould not be presented. This summary is therefore on the papers presented.

The first paper entitled "The Solar Ultraviolet Source for the Ionosphere and Its Variation" was by
Dr H.E.Hinteregger. It was directed at the formation of the ionosphere by solar EUV and its variation. He presented
information on the considerable variability of the spectra as measured by the Atmospheric Explorer satellites during the
present and previous solar cycles. With respect to the ionosphere he pointed out the importance of the effects of the
variation of composition and the feedback effect of the solar radiation on the composition and distribution, as well.
The relationship or non-relationship of solar EUV to popular non-EUV indices, such as F1 . 7 and sunspot number, and
the feasibility of EUV indices were discussed. He described the complexity of the problem of modeling and the need
for more work.

The second paper was by Dr G.Schmidtke and was entitled "Solar Radiations and Their Interaction with the
Terrestrial Environment". This paper was also concerned with the variability of solar radiation. Dr Schmidtke discussed
the problem of determining changes in solar radiation from ionospheric measurements and noted that some large local
fluctuations cannot be directly explained in this fashion, requiring consideration of dynamics as well. He stated that
sources of energy originating from the solar wind, such as Joule heating, also compete with EUV radiation under some
conditions. A further difficulty is the changes of parameters with time, such as heating efficiency.

The need for simpler indices more directly related to EUV was brought out in the questions following these two
papers.

The last paper of the session was given by Dr S.W.H.Crowley and was entitled "Magnetospheric and Ionospheric
Flow and the Interplanetary Magnetic Field". As the title suggests, Dr Crowley reviewed the relationship between the
IMF and flow patterns in the ionosphere. Major differences in cell structures were described when the z-component of
the IMF takes on negative and positive values. Asymmetries in the field and flow structures arising from the dawn-dusk
component were also described, as well as the effects of a component in the sunward direction. Questions after the paper
noted that not all ionospheric effects are directly correlated with the IMF; some associated with substorms appear to be
much more complex.
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THE SOLAR ULTRAVIOLET SOURCE FOR THE IONOSPHERE AND ITS VARIATION

Hans E. Hinteregger
Air Force Geophysics Laboratory, Hanscom Air Force Base

Bedford MA 01731, U.S.A.

ABSTRACT

Ion production in the ionospheric E and F regions is primarily due to solar EUV fluxes at wavelengths
below 102.7 nm, where the flux ratios of maximum/minimum for the present solar cycle were found to range
from values around 3 for the dominant chromospheric emissions to much higher values for coronal emissions,
resulting in a factor of about 4 in the integrated flux of the range 14-102.7 nm. The vertical distribu-
tion of ion production depends not only on the incident solar EUV fluxes but also on the structure of the
absorbing neutral atmosphere (thermosphere). As the latter is strongly affected by solar EUV fluxes above
130 nm (production of atomic oxygen and heating), the observed increase, with ratios ranging from about
1.2 around 175-185 nm to about 2.3 around 140 nm, is at least indirectly important in the solar-cycle
variation of the ionosphere. EUV variability models of the ionosphere using non-EUV indices such as F10 .7,
RZ, or CaIl plage indices are valuable as a crude guide only, but not for quantitative representations.

1. INTRODUCTION

Ionospheric physics, like all other branches of the physics of the earth's upper atmosphere, experienced

an enormous enrichment by the advent of rockets and satellites used as powerful tools of experimental

space research. The latter led to a fairly rapid progress in many areas of ionospheric research. Unfor-

tunately, the progress toward establishing observational data on full-disk solar EUV fluxes, including all

essential spectral detail as well as the various types of temporal variabilities, appears rather painfully

slow from the viewpoint of the quantitative requirements of advanced theories of ionospheric physics and

aeronomy in general. The aeronomical significance of this situation has been reviewed by various investi-

gators (Hinteregger, 1970, 1976; Timothy, 1977; Schmidtke, 1978; Hinteregger, 1979).

Observations of solar EUV irradiance at wavelengths from 14 to 185 nm made by the so-called EUVS experiment

(Hinteregger et al., 1973) on the satellites AE-C (1974-1978)andAE-E(1976-present)have revealed unexpectedly

great differences between the present solar cycle 21 and the previous cycle 20. This is the first time

that measurements by the same set of instruments monitored long-term variation of solar EUV irradiance

over a period as long as that from the minimum through the maximum of a sunspot cycle.

1.1. Solar EUV Fluxes Incident on Top of the Earth's Atmosphere
The solar EUV fluxes incident on top of the earth's atmosphere, Iox [photons m

2 
sc-l, responsible for

the day-time ionization in the E, F1 , and F2 regions, consist of wavelengths (A) shortward of 102.7 nm

[1 nim-10 A], including many different types of emissions stemming from grossly different source regions in

the solar atmosphere, mainly the chromosphere, transition region, and corona. Hence it is not surprising

that both short-term and long-term variabilities of I are generally strongly A-dependent, often even

within small wavelength intervals. The brightness distribution of virtually all solar EUV emissions across

the visible part of Sun (the solar disk) is generally far from uniform, showing more or less drastic con-

trasts between quiet-disk areas and active-region areas. The latter are unimportant only under nearly

ideal conditions of solar minimum such as those met by AE-E satellite spectrometer observations in the

period of 13-28 July 1976. Both the neutral atmosphere and the ionosphere obviously respond only to the

total so-called "full-disk fluxes".

Therefore, a division of I into a "quiet-disk component" and an "active-region component", 1 ,-IQX+l A

might appear superfluous for aeronomical applications. However, some distinction is important for the

understanding of the variability of the full-disk fluxes, e.g. the often strikingly different patterns of

27-day variations for different periods of solar activity. A similar distinction appears even in the

formulations of the conventional thermospheric and ionospheric models which do not include any actual EUV

data input, but use the most readily available quantitative index of solar activity, i.e. the 2800 MHz

solar radio flux. Using the latter one distinguishes a daily index, F (same or previous day), from a
10.7

slowly varj~able index, <F 10.7, (e.g. defined as el-day running mean value of F 10 .7 .
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( 1.2. The Intertwinement of Neutral Atmospheric and Ionospheric Effects

The earth's ionosphere is commonly divided into the D, E, F1 , and F2 regions identified by layers or

ledges in the vertical profile of electron density. This ionospheri- !asignation refers to the charged

particles consisting of varioas ion species (i) and elrctLuns. Their distribution is described in terms
C 3 + Ci -3Ciof densities, n M [m- 

1, n+= n ( i ) , and 11 m E-3, and effective values of temperatures, T
(
'
) 
and Te , where1 ee

the latter are qpnc .lly not the same as the kinetic temperature of the neutral atmospheric gas, T . The
n

atmosph Lic medium in this height range called ionosphere is indeed only weakly ionized, i.e. most of the

particles are neutral. The distribution of the neutral particle densities, n [m- 3], in the so-called

thermosphere (neutral atmosphere above the level of the temperature minimum called mesopause, which occurs

around 90 km) reflects thermal equilibrium, T.=T , and approaches gravitational diffusive equilibrium above
j n

about 115-125 km ("turbopause") at least for the three major constituents, j=l(0), 2(N 2) an& 3(0 2). This

means that the corresponding partial pressures have scale heights inversely proportional to the particle

mass, H JkT/mjg. This explains the well known dominance of atomic oxygen at greater heights in the upper

thermosphere, i.e. in the topside ionosphere.

The intertwinement of neutral atmospheric and ionospheric effects caused by variations of solar EUV is

clearly apparent in the formulation of the production rate of ions of any given species (i) resulting

from EUV absorption by a given neutral particle species (j).

Ri) [m- 3 sec-] I,/(i) nj(P)i (P) dX (1)Rj A j i X
C~i)

where a is the photon interaction cross section of j-particles absorbing radiation of wavelength X re-

sulting in the creation of a certain ion species i). This production is in general not simply a function

of the incident solar EUV, Iox, but involves the optical depth of the atmospheric column extending from

the given reference point (P) in the solar direction, TX(P). This means that the local photon flux

density IX(P), appearing in equ. (1) above,

IX(P) = Ioexp[-TX(P)] (2)

in general involves attenuation ratios, IX(P/Iox, which are different for different wavelengths, since

the optical depth, T X(P),is more or less strongly wavelength-dependent. This is due to the dependence of

T on the absorption cross sections of the absorbing neutral species in the atmospheric column extending

from P in the solar direction (s), given as

T(P) Cs) ds (3)

where a is the total absorption cross section of j-particles for wavelength X, i.e. a a M ) +
(N) Xj i X
I( (sum of all ionizing as well as non-ionizing photon absorption cross sections).

This implicit involvement of the neutral atmospheric effects in the total ionospheric response to EUV

variability increases in complexity as one progresses from the highest ionospheric regions (topside F2)

downward. The simplest situation exists in the upper F2 region, at altitudes sufficiently high to neglect

the attenuation for all relevant EUV wavelengths, so that one can set IA(P) practically equal to I o.

The probability of the solar EUV induced creation of one ion of a given species (i) per unit time from

one neutral particle of a given species j, called production rate coefficient or ionization frequency of

that ion species (i) qj (i)=R i)/ni, is then given as

qi) (i j Iod (4)
all T. 9 0 qoj / , Jo(

For this low-attenuation region, T, << 1, these so-called "unattenuated ionization frequencies" then be-

come pure functions of the incident EUV fluxes, Io, as shown in equ. (4) above.

Proceeding to lower altitudes in the F 2, Fi, and E region, one meets a much more complicated situation.

This complication is caused mainly by two effects, i.e. (a) the spectra of the local EUV fluxes, IA(P),

now become functions of altitude which are generally different for different wavelengths (-dependent -r)

and (b) atomic oxygen starts losing its role as the only important absorber. Therefore, the local ioniza-

tion frequencies, qi), are then no longer given by the simple expression of equ. (4) but decrease below

q1  (T,. for decreasing altitudes below the F2 peak. The functions of their altitude de-

pendence are then also generally different for different wavelengths. A detailed discussion of these

complications is obviously not within the scope of the present paper.

i~ui 4
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1.3. Significance of EUV Wavelength Range of 120-195 rnm

The ionospheric D region is distinctly different from the ionosphere above. Ranging from about 40 to 90

km, this ionospheric region is mainly due to (a) the photoionization of a minority constituent of the

neutral atmosphere (NO ionized by solar H Ly-O 121.6 nm) as well as (b) the photoionization of N2 and 02

by solar x-rays of wavelengths below about 1 nm. As the present review is limited to effects of solar

EUV of wavelengths ranging from about 14 to 185 nm, it will touch D-region problems but briefly, i.e. by

referring to the variability of the solar H Ly-a flux.

The great importance of variations in the neutral atmospheric structure induced by the absorption of

solar EUV of all wavelengths including those not capable of creating ionization, is perhaps best illus-

trated by the photodissociation of 02 in the Schumann continuum (X < 175 nm) and the Schumann-Runge bands

(175-195 nm) showing a major impact on the composition and on the temperature profile of the lower thermo-

sphere and upper mesosphere, respectively.

2. REPRESENTATIONS OF THE SOLAR EUV SPECTRUM AND ITS VARIATIONS

The present section first deals with the requirements of spectral detail (Section 2.1.) and then briefly

reviews "EUV-Variability Models" of various categories (Sections 2.2.-2.6.). The entire Section 2 is

based on a paper on the same topic presented at the most recent COSPAR meeting (Hinteregger, 1980a).

2.1. Requirements for Spectral Details in EUV Flux Data

The aeronomical (ionospheric) requirements for details of the solar EUV spectrum can be divided into two

categories, in accordance with typically different objectives summarized as follows:

(a) The practically desirable use of a reasonably small number of EUV-variability indices for an at

least approximately correct representation of the temporal variability of the incident fluxes, I° , for

all of the known solar emission wavelengths throughout the total range of interest, say for X 1 200 nm

(or at least for the range of 14-185 nim which covers the ionospherically most important part and also

represents the range of actually existing long-term observations for the present solar cycle 21).

(b) The scientifically compelling need to account for the known spectral details of EUV photon-

interaction cross sections, at least for the major constituents of the upper atmosphere.

Attempts at approaching the latter objective (b) by the crude substitution of "effective values" of cross

sections for a very small number of very wide wavelength intervals, pursued throughout the earlier stages

of ionospheric and aeronomical theories, have been essentially rejected in the more recent developments

of computer-aided, quantitative theoretical models. For the latter, the actual use of known details in

cross-section data is obviously much more sensible than any simplistic substitution of poorly defined

mean values. Therefore, the statement of objective (b) now certainly does not imply that the available
(i)

data on a and oU should be converted into some compressed data set listing only the mean values for

some small number of wavelength intervals. This means that a compression, if deemed necessary at all, is

now considered suitable for quantitative ionospheric-thermospheric applications only if a sufficiently

large number of wavelength intervals is used. This situation is illustrated by the selection of 37 wave-

length intervals shown in Table 1 which has been extracted from a recent paper on ionization frequencies

(Torr, et al., 1979). These wavelength intervals are essentially the same as those used by Heroux and

Hinteregger (1978) in their sumary table for the aeronomical reference spectrum F74113 which actually in-

cludes records for 1957 different wavelengths. Compared with the latter, the number of 37 wavelength

intervals used in Table I is obviously small. On the other hand, this same number would appear rather

unattractively large from the viewpoint of the first objective, (a) above.

Regarding the first objective, (a) above, from the viewpoint of thermospheric model developments, one can

hardly ignore the very remarkable success of models such as MSIS (Hedin at al., 1977a,b) or the Jacchia

Models (e.g. Jacchia, 1977) which have used no more than two variability indices for the representation of

the "EUV effect". This success appears even more remarkable, if one appreciates that the two most omOnly

used variability indices, F10 .7 (daily value for same or previous date) and <F 10.7 >(e.g. defined as 81-

day mean value centered on given date), express the solar radio flux at 2800 MRz, which indeed penetrates

the upper atmosphere without any physical interactions.

Shortcomings inherent in this simple procedure of using F10.7 and <F10.7 > as "EUV" indices have been dis-

cussed by many investigators in the past. However, the level of verified inconsistencies between actual

aeronomical observations and corresponding model predictions is apparently not serious enough to advocate
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the use of a very large number of solar variability indices for the practical approach to objective (a).

Hence, a subdivision of the EUV spectrum into the 37 intervals of Table l(a,b), with the same large

number of interval-peculiar variability indices, would hardly be desirable. On the other hand, an even

finer subdivision into significantly more than 37 intervals would be needed to avoid the inclusion of

solar emissions of clearly different variability character within any interval. For instance, interval 3

of Table l(a,b) would require a number of different variability indices for different parts of that inter-

val, 15.0 - 20.0 nm, which is known to be dominated by emissions of FeIX, FeX, FeXI, FeXII and FeXIII,

with relative variability amplitudes spread over a range in excess of a factor of two.

Table 1. Irradiance and Cross Sections (O,N 2 ) for 37 Wavelength Intervals (5-105 nm)

(a) INCIDENT SOLAR EUV FLUXES (b) IONIZATION AND TOTAL ABSORPTION CROSS SECTIONS OF 0
1013 photons. m-

2 
sec

-1  
AND N (effective values for given wavelength interval)
in units of megabarn 11 megabarn - 10-22 m

2
1

Inter- AVG.JUL 19 FEB
val 1X/nm Ident. 1976 1979 O+(4S) O+(2D) O+(2P) O(4P) O+(2P*) O(ABS) N2 (ABS) N2 (ION)

1 5-10 .4382 1.3710 .32 .34 .22 .10 .03 1.06 .60 .60
2 10-15 .1687 .4675 1.03 1.14 .75 .34 .27 3.53 2.32 2.32
3 15-20 1.8692 5.7024 1.62 2.00 1.30 .58 .46 5.96 5.40 5.40
4 20-25 1.3951 7.1448 1.95 2.62 1.70 .73 .54 7.55 8.15 8.15
5 25.6 Hell, SiX .5064 1.0832 2.15 3.02 1.95 .82 .56 8.43 9.65 9.65
6 28.415 FeXV .0773 5.7229 2.33 3.39 2.17 .89 .49 9.26 10.60 10.60
7 25-30 1.3556 12.1600 2.23 3.18 2.04 .85 .52 8.78 10.08 10.08
8 30.331 SiXI .6000 4.6908 2.45 3.62 2.32 .91 .41 9.70 11.58 11.58
9 30.378 Hell 7.7625 14.3956 2.45 3.63 2.32 .91 .41 9.72 11.60 11.60

10 30-35 .8671 6.8315 2.61 3.98 2.52 .93 .00 10.03 14.60 14.60
11 36.807 MgIX .7394 1.5355 2.81 4.37 2.74 .92 .00 10.84 18.00 18.00
12 35-40 .2121 2.5423 2.77 4.31 2.70 .92 .00 10.70 17.51 17.51
13 40-45 .4073 1.5310 2.99 4.75 2.93 .55 .00 11.21 21.07 21.07
14 46.522 NeVII .3299 .7358 3.15 5.04 3.06 .00 .00 11.25 21.80 21.80
15 45-50 .3081 1.8228 3.28 5.23 3.13 .00 .00 11.64 21.85 21.85
16 50-55 .5085 1.6486 3.39 5.36 3.15 .00 .00 11.91 24.53 24.53
17 55.437 OIV .7992 1.5163 3.50 5.47 3.16 .00 .00 12.13 24.69 24.69
18 58.433 HeI 1.5875 4.3005 3.58 5.49 3.10 .00 .00 12.17 23.20 23.20
19 55-60 .4843 1.0477 3.46 5.30 3.02 .00 .00 11.90 22.38 22.38
20 60.976 MgX .6333 2.4838 3.67 5.51 3.05 .00 .00 12.23 23.10 23.10
21 62.973 OV 1.8484 3.8701 3.74 5.50 2.98 .00 .00 12.22 23.20 23.20
22 60-65 .4002 1.3672 3.73 5.50 2.97 .00 .00 12.21 23.22 23.22
23 65-70 .2623 .5388 4.04 5.52 .47 .00 .00 10.04 29.75 25.06
24 70.331 0111 .3915 .7461 4.91 6.44 .00 .00 .00 11.35 26.30 23.00
25 70-75 .1667 .4287 4.20 3.80 .00 .00 .00 8.00 30.94 23.20
26 76.515 NIV .1997 .4386 4.18 .00 .00 .00 .00 4.18 35.46 23.77
27 77.041 NeVIII .2425 1.1873 4.18 .00 .00 .00 .00 4.18 26.88 18.39
28 78.936 OIV .7831 1.5140 4.28 .00 .00 .00 .00 4.28 19.26 10.18
29 75-80 .8728 2.4541 4.23 .00 .00 .00 .00 4.23 30.71 16.75
30 80-85 1.9311 4.8538 4.38 .00 .00 .00 .00 4.38 15.05 .00
31 85-90 4.4325 12.2187 4.18 .00 .00 .00 .00 4.18 46.63 .00
32 90-95 3.6994 9.8513 2.12 .00 .00 .00 .00 2.12 16.99 .00
33 97.702 CIII 4.8400 10.2165 .00 .00 .00 .00 .00 .00 .70 .00
34 95-100 1.7155 4.0779 .00 .00 .00 .00 .00 .00 36.16 .00
35 102.572 HI 4.3750 11.8519 .00 .00 .00 .00 .00 .00 .00 .00
36 103.191 OVI 1.9425 6.1049 .00 .00 .00 .00 .00 .00 .00 .00
37 100-105 2.4775 6.0928 .00 .00 .00 .00 .00 .00 .00 .00

F10 7  (10 -22Wm -2Hz 
- ) 68.0 243.0 tall data of Table 1 (a,b,c) have been extracted from a

<F10 .7> (10- 22Wm 2Hz
- ) 71 202 recent paper by Torr, et al. (1979).

(c) UNATTENUATED IONIZATION FREQUENCIES [sec
-1 

FOR MAJOR IONOSPHERIC SPECIES

02
+  

N2
+  

He
+  

0+-TOT. 0+(4S) 0+(2D) O+(2P) 0+(4P) 0(2P*)

13-28 JUL 5.43 3.89 4.89 2.80 1.09 0.96 0.56 1.34 6.17
1976 x10 7  x1O7  x 8  

x1O7  
l x1O

7  
xlO

7  x1O8 
x7O

9

19 FEB 1.73 1.28 1.93 9.35 3.39 3.25 1.94 5.34 2.45
1979 x10-6 x1,-6 x1O-7 x10-7 x10-7 x10-7 x10-7 x10-8 x10-8

These considerations lead to the conclusion that the method of subdividing the EUV spectrum into wave-

length intervals is a fundamentally poor approach to objective (a) above.

The parts (a) and (b) of Table 1 illustrate only the range of ionizing solar EUV radiation of wavelengths

shortward of 102.7 nm (i.e. omitting the D region sources, H Ly-* at 121.6 nm,as well as x-rays of

x '. 1.0 nm. Results of recent calculations of ionization frequencies of the major thermospheric constit-

uents as a function of solar cycle 21 (Torr et al., 1979) are abstracted here in Table I (c), restricted



to a comparison of the solar minimum period, represented by data averages for 13-28 July 1976, with the

near-maximum conditions of solar activity of 19 February 1979.

2.2. Model Representations of EUV Variability

The various possible representations of EUV variations by models using a certain number of daily indices

can be divided into categories depending on the physical nature of the quantities used as indices and on

the number of such indices actually used. For instance, one may regard the conventional indices, F10.7

and <F10.7 >either as two different indices or as two different quantities based on the same basic index,

i.e. Fl0.7* However, the more important distinction is that of identifying both F10 .7 and <F10.7 >as "Non-

EUV Indices". Other Non-EUV Indices of solar activity, actually used but rarely in aeronomical studies,

are the daily values of ZUrich sunspot numbers or the Call plage-area index.

The other major category of variability models, introduced only recently, is that of using actual "EUV

Indices", defines as a set of daily values of the incident solar full-disk flux for some given EUV wave-

length(s) or wavelength interval(s). The development of variability models based on such indices derived

from actual EUV flux observations originated only very recently (Schmidtke, 1978; Hinteregger, 1980a).

Much more detailed investigations remain to be completed before one may formulate a sufficiently matured

model that should eventually replace essentially all of those presently used variability models which use

Non-EUV Indices.

The basic characterization of any EUV-variability model requires not only a statement of the type of daily

indices used as variables but also a detailed statement of the specific formulations converting the input

of these daily indices into a sufficiently detailed list of EUV flux values for the given date. The most

important part of the second statement is represented by a list of adjustment constants. The size of this

array of constants will of course depend on the degree of spectral detail. Since the latter indeed should

involve more than the 37 wavelength groups of Table 1 (for reasons already discussed in the preceeding

section of this paper), these types of variability models are obviously recoiended only for computer-aided

investigations. Accepting this fact, one is left with no serious objection against the actual use of a

fully detailed reference spectrum.

2.3. "Non-EUV Indices" Used "Without EUV-Observation Fits"

The traditional type of EUV-variability representation in terms of the daily indices Fl0.7 and <F1 0 .7> used
in the well-established thermospheric models (e.g. MSIS or Jacchia Models) actually by-passes the entire

problem of spectral detail in both solar EUV emission and terrestrial atmospheric absorption. They define

specific formulations for the conversion of the daily indices into the desired model values of thermo-

spheric constituent densities and temperatures, using a list of adjustment constants determined empirically

by fitting to a very large data base which include satellite-drag observations and results of in-situ

measurements of thermospheric quantities, none of which are formally related to any characteristics of the

EUV spectrum.

The recently published "Two-Component Model" called CBV below (Cook et al., 1980) expresses variations of

solar EUV irradiance in the range of 117.5-210 nm simply as a function of the fractional coverage of the

solar disk by active regions. The authors of the CBV model actually do not recommend it for any quantitative

aeronomical applications, particularly in the range of wavelengths below about 120 rim, where the CBV model

would indeed belong to the same category as the traditional models.

2.4. "Non-EUV Indices" Used "With EUV-Oservation Fits"

The most dissatisfactory aspect of the treatment of the "U-effect" in the traditional atmospheric models
(see Section 2.4) has been the use of mean values of the solar radio flux at 2800 MHz taken over a long

period such as that of 81 days centered on the given date of the desired calculation of atmospheric

model quantities. The authors of these models have often emphasized that they never suggested that the

atmospheric response to solar variations could really extend 40 days into the past, let alone the nonsensi-

cal assumption of any response to 40 days of the future. Hence one had to accept the use of <F10.7> as a

purely pragmatically justified method of accounting for the long-term variability in solar activity, as

distinguished from day-to-day variability or the well known variations with the 27-day period of solar

rotation.
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Our preliminary study of AE-N observations during 1976-1979 has included regression analysis for several

important solar EUV emissions (Hinteregger, 1980a). These analyses were carried out for two types of

associations with 2800 M z fluxes, i.e. (A) fitting PF (NWV) data to a linear expression of the type -
A A

A0+A 1F1 0 .7.and (B) fitting to the two-component expression, , . B o +9'<l0.7> + '2 (F10. 7 -<F 1 0 .7$. The
comparison of the correlation coefficients for the two fit types showed that #B is clearly superior, thus

proving that EUV fluxes indeed correlate with the parameter <F 10.7> more strongly than with the daily

10.7' This result provides the first physically meaningful explanation for the indisputably great success
of thermospheric models such as NSIS or the Jacchia Models.

The numerical values of the coefficients soI BI and B2 of the fit function *B are of course different for

different wavelengths. This is illustrated here by giving a numerical example for the Ly-a lines of

hydrogen and Hell. Using a preliminary AE-E data base limited to the EUV observing period from 3 June 1977

to 14 August 1979, we obtained B° - 22627, B1 = 3885 and B2 - 740 for H Ly-u; B ° - 3782, 1 . 57.5 and

B2 - 21.7 for "30.4 nm" (blend of HeII and SiXI lines shown separately in Table 1). With these coefficients

one can then calculate "predicted" values of EUV fluxes (*A) for any date by inserting the corresponding

data of FI-2.7 and <F10.7 > into the expression of - noted above (using the conventional units of 1022

W m- 2 seca for F10.7 we obtain #A in units of 10 photons m-2 sec- 1 . This predicted value of #A is

obviously not recomaended for quantitative application to any date for which the value of the actually

observed flux, FA, is available. The actual agreement between and FA is considered surprisingly good

in a statistical sense (Hinteregger, 1980a) but may be quite poor for some specific dates or entire sub-

sections of dates even if one stays within the period of the observations of FA to which the coefficients

of *B have been fitted. On the other hand, the agreement is sometimes surprisingly good even for some

prediction date outside the original fitting period. For instance, using the aforementioned coefficients

for Ly-n and 30.4 nm to calculate % for 10 November 1979 (F10.7 - 381, <F1 _7 - 224, i.e. 107 -

<F > " 157) we found 4 (Ly-t) ; 1.01 x 1016 and * (30.4 nm) & 2.01 x 10 [ph m -2 sec 1 I in surprisingly10.7 1good agreement with actual measurements for that date giving F(Ly-a) = 9.15 x 1015 and F(30.4 nm) =
14

2.07 x 10 . This numerical example is given here only for the purpose of illustrating the importance of

the*1O. 7>-associated term which is seen to exceed the other variable term quite substantially, in spite

of the rather large magnitude of F10.7 - <F1 0 . 7 > = 157. For that limited purpose, the quality of the

preliminary incomplete data base was certainly adequate.

2.5. EUV Class-Variability Model

The EUV class-variability model (CVM), discussed most recently in some detail elsewhere (Hinteregger,

1980a), is being developed mainly for the aeronomically desirable purpose of transforming a fully detailed

EN reference spectrum, FoA, into equally detailed flux data for some other date, FDA, without actually

requiring new data for each of the thousand or more individual wavelengths listed. Since the best avail-

able set of long-term satellite observations of solar EUV fluxes is related to the present solar cycle 21,

it seemed undesirable to use F74113 (Heroux and Hinteregger, 1978) as base-line reference spectrum for

AE-E data analysis (F74113 applies to 23 April 1974, i.e. still within cycle 20). Therefore the develop-

ment of our CVM is based on a detailed reference spectrum names F76RNF which applies to the period of 13-

28 July 1976 which was selected for two reasons. First, the day-to-day variations within that period of

spotless sun with no visible active regions were indeed found to be practically negligible, allowing a

great enhancement of statistical significance of even weak line signals by averaging all good instrumental

scan records obtained during that period. Secondly, it seemed most profitable theoretically to work with

a reference spectrum reflecting the simplest possible solar conditions, where the full-disk fluxes include

essentially no contributions of active regions.

Letting the subscript K - 0, 1, 2,.. .designate a class identification, defining FoA as the F76REF value of

flux for any given wavelength A [also given class K(A)I, and denoting the corresponding updated flux as

FDA, we define our variability model by the relation

R - F DAoA - 1 + (RK-l)CA (5)

where K - X(A) and CA are listed for each A in F76REF and RK is the ratio of FDA/FoA for one or more wave-

lengths listed with CA - 1 and same class K. Hence, the quantity(' FDA ) \6
" oA .C- 1

will be briefly called "class ratio" below. The physical implication of this relation is obvious, i.e. the



flumes in all emissions (A) of the same class (K) and ame adjustment constant (CA ) are asamed to vary

identically.

The primary (goal of our CVN 4evelommnt is to express KIN flux variabilities in terms of a reasonablym ll

number of variable class parameters, % I in connection with sets of adjustment parmaeters, C A, treated as

constants (over a reasonably limited date range). The first phase of this development (Minteregger, 1980a)

was based on the definition of only three variability classes (K - 0, 1, 2) with the following "key wave-

lengths" (defined by setting CA z 1)A IK(K-0) -Ah 177.5-165 n (quasi-continuum)i A K(K-1) - 50.433 nm

(He); A K(K-2) - 33.541 n (P*XWV); assigning class K-I to the various solar emissions with ionization

potentials E9 -200 eV end K - 2 for those with Zi 200 *V. The class K - 0 consists of those mission*

in the range 110-15 no identified as "quasi-continuum", denoted as QUA8I(C) in F7613? (as well as r74113).

The continuing developent of our EV variability model will aim at an improved trade-off between simpli-

city and accuracy. This trade-off condition is inherent in the method of determining best-fitting values

of C for m selected period of existing observations. If this period is extended over a truly long time

span, say 2-3 years, the best-fitting C values indeed differ more or loes significantly from those found

by fitting a shorter period of observations fees Table 3 of paper by Hinteregger (1980a)). It is hardly

surprising that the model representations for the shorter periods were found to be eomwhat more accurate.

2.6. Critique of Simplified Model Concepts

The specific form of equ. (5) might suggest the adoption of an attractively simple model, which regards the

increase of full-disk solar IUV fluxes after 1976 as a straightforward consequence of the increasing number

of active regions, with CA playing the role of products of active-region areas and specific relative con-

trast ratios of active-region/quiet-disk brightness, i.e. assuming that there is no solar-cycle variation

of the quiet-disk component itself and also implying that there is no long-term variability in these con-

trast ratios. However, this model can be justified only as a greatly simplified concept. For instance,

the assumption of an invariant quiet-disk radiance appears to be in conflict with a number of completely

independent observations such as those reported by Hinteregger (1977, 1979), by Mount et &l., (1980)

CAA >120 nm], and by Vidal-Nadjar and Phiesam4y (1980) (H Ly-ll.

3. IRRADIANCE VARIATIONS RELATED TO THE PHASE IN SOLAR CYCLE AND SOLAR WOTATION

The compilation of relevant solar irradiance data by Delaboudiniere et &l., (1978) covers the period of

the solar cyclh 20, showing intercomparion graphs of results obtained by the various investigators. The

emphasis of this intercomparison was clearly on the long-term variation rather than day-to-day variations

or the so-called 27-day variation due to solar rotation. Considerable amplitudes of the latter are still

apparent in the AZ-C satellite observations throughout the year 1974, i.e. relatively close to the end of

the solar cycle 20 [see Fig. 1 of paper by Hinteregger et al. (1977)1. The irradiance minimum of solar

chromospheric emissions between the activity cycles 20 and 21 appears to have occurred already around

20 April 1975, i.e. remarkably sooner than the minimum in the monthly mean value of the ZUrich sunspot

number around June-July 1976. This early minimum of solar chromospheric EUV, first identified from AJ-C

satellite observations (Hinteregger, 1977) has been confirmed by AEROS-B satellite data reported by

Schmidtke (included in Fig. lb of paper by Hinteregger (1980a)] as well as by 00-5 satellite observations

of the H Ly-n flux reported most recently by Vidal-Madjar and Phissamay (1980).

A graphic reproduction of the aforementioned features of the declining phase of cycle 20 and the transition

toward cycle 21 is shown only on slides in oral presentation of this paper, but has been omitted here in

the interest of conserving enough space to illustrate EUV variations for t e present solar cycle 21 for

which such better observations have been accumulated.

3.1. Overview of the Development of Solar Cycle 21

The appearance of a new solar cycle is certainly not a sudden phenomenon. There is a relatively long

period of several years during which ground observations of specific sunspots and H -plaqe regions are

known to be classified either as "old-cycle activity" or as "new-cycle activity". Therefore, the declara-

tion of a specific month, let alone a specific date, as "the solar minimum" or as "the start of the new

solar cycle" is meaningful only in reference to some specific value of one of the conventional activity

indices (R,7 10 7), or, where available, the observed variation in the solar full-disk flux of EUV for

some specified wavelength or for a specified category of solar emissions. For instance, the aforementioned

finding of an EUV minimum in April 1975 applies only to chromospheric emissions, whereas the minimum of



BW irradiance for coronal emissions appears to have occurred around Jun-July 1976, i.e. essentially co- r
<band crI.7. Our reasons for selecting the period of 13-26 July 1976 as base-line reernce for

studies of the solar cycle 21 (interegger. 1960&.b) have been explained in Section 2.5. above.

The present solar cycle appears to have gone through its "main maxinn for both the conventional indices

4K r 10 '"R> and EIN irradiance during roughly the same period, say November 1979 - February 1900. The

solar guY "pre-maiineim" of January - February 1979 already came fairly close to the main-Maxinun in the

KON fluxes of essentially all wavelengths. AZ-I observations of the development of cycle 21 are sumr-

ized in Fig. 1 (reproduced from a recent paper (interegger, 1900b)]. The full range of solar SW wave-

lengths obeervable by the IPS experiment on AZ-K is illustrated in simplified graphical form by Fig. 2

below (Nintereqger, 1900&).
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3.2. Variation of Daily Values of gUY Irradiance

The observed changes in the daily average values of solar EM irradiance such as that depicted for the

period of 1978-1979 in Fig. 3 are well known to be primarily due to the non-uniform solar-longitude distri-

bution of relatively bright localized source regions (active regions, plage areas). If both the quiet and

the active regions remained invariant, all full-disk EW fluxes would exhibit variations with exactly the

same periodicity of about 27 days per solar rotation. The real situation is obviously much more complicated,

for a number of well-known reasons related to (a) the long-term variations in the average fractional plage-

area coverage of the solar surface, showing rather drastic differences between the maximum

and the minimum of a solar cycle, (b) the variations in the brightness of any given active region during

its lifetime which is generally different for different active regions, and (c) the poorly imderstood but

apparently significant variations in the so-called quiet-disk brightness which may remain unimportant for

several years within the same solar cycle, but should not be neglected over an entire solar cycle or the

transition between two solar cycles, e.g. the period of 1974 - 1976.

4. CONCLUSIONS

Variations in the neutral, thermospheric structure caused by variations in the incident solar RUV fluxes,

I lead to important modifications in the purely ionospheric response to these EW fluxes. The complex-

ity of this intertwinement increases from the topside F2 region downward. The accounting for the Lmportant

details of wavelength-dependent ionization cross sections, at least in the form illustrated by Table l(b),

has now becoms characteristic of any advanced ionospheric studies. A generally less-satisfactory situation

appears to exist in the treatment of the aforementioned intertwinement with the neutral atmospheric re-

sponse. Even otherwise advanced recent ionospheric studies had to resort to grossly simplifying assumpions

such as adoption of an invariant neutral atmosphere model for the study of the ionospheric response to

solar RUV variations. This obvious shortcoming has been clearly due to the very slow progress toward more

satisfactory representations of the variabilities of the spectrum of the incident solar EUV fluxes for

quantitative aeronomical use. The presently accomplished progress in this direction (Hinteregger, 1980a)

still reflects only an exploratory stage of development.
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SOLAR RADIATIONS AND THEIR INTERACTIONS WITH THE TERRESTRIAL

ENVIRONMENT

G. Schmidtke

Fraunhofer-Institut fUr Physikalische Messtechnik
Heidenhofstrasse 8
D-7800 Freiburg, FRG

SUMMARY

Most of the energy of the earth atmosphere is originated from solar electromagne-

tic radiation and from solar wind. The measurement of these parameters and the

tracing of the energy conversions are rather difficult especially in view of the

solar variability. Therefore, quantitative results in the energy ranges of in-

terest for different atmospheric layers could be achieved in the last few years.

Not only the measurement of the solar wind parameters but also of the solar elec-

tromagnetic radiation in the different spectral ranges must be considered of being

at an early stage, yet. The variability of the radiations and some aspects of these

competing energy sources for the terrestrial atmosphere will be discussed.

I. INTRODUCTION

Variations of the solar electromagnetic radiation are predicted since about a

century due to evidence of climatological changes with solar cycle. Long series

of mountain top measurements were performed to define the range of possible vari-

ation. Out of those, the measurements of Charles Abbot are of special interest. By

reevaluating the data collected from about 1908 through 1952, Aldrich and Hoover

(1954) limited the range of possible variations up to about +1 1. A closer limit

couldnot be defined in view of the uncertainties of the variability of radiation

absorbing atmospheric parameters.

The search for the variability of the solar electromagnetic radiation has been

strongly promoted by the modern technological developments of experimental platforms
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aboard balloons, aircrafts and rockets. In addition the importance of particle

radiation from the sun and its variation could be measured by satellites. Some

aspects of these competing energy sources for the terrestrial atmosphere will be

discussed here.

2. VARIABILITY OF THE SOLAR IRRADIANCE

One of the best known sun-related terrestrial effects is the ionization enhancement

in the ionospheric D-region during solar flares and during high levels of solar

activity caused by increased X-ray emission from active regions of the sun. This

radiation can be measured by relatively simple devices such as Geiger counters or

ionization chambers as developed in the laboratory since long. For these reasons

X-rays were measured aboard many rockets and satellites exhibiting a very high de-

gree of variability ranging from two orders of magnitude during flares up to five

orders of magnitude and more on a solar cycle time scale (Fig. 1). Of special in-

terest are satellite measurements with the longest series of measurements performed

by the Naval Research Laboratories. Aboard the SOLRAD 11 satellites broadband sen-

sors were operated during solar minimum through solar maximum conditions of the

solar cycle 21 (Horan and Kreplin, 1980). Currently the geostationary satellites

GOES-2, 3 and 4 are monitoring the solar X-rays within the spectral band of 0.05 -

0.4 nm and 0.1 - 0.8 m with samples every three seconds, The data evaluation is

still underway.

In the soft X-ray spectral region between 2.5 - 15 rn very few measurements are

known (Fig. 2). Fig. 3 delineates the variability derived from a careful study of

these measurements.

A survey of the EUV spectral region is presented in the preceding talk by Hinter-

egger describing the most exciting results derived from the experiments aboard

Atmospheric Explorers-C and E. Combining these and the data from the satellites

AEROS-A and B (Scbmidtke, 1976; Schmidtke et al., 1977) solar EUV flux data on a

daily base are available now almost continuously from end of 1972 through today

(Hinteregger, 1980). Between 15 - 125 rm the integral variability ranges up to

about 25% during very strong solar flares, up to 50 % during very pronounced solar

rotations and up to about a factor of three during the solar cycle 21.

Very few experiments are performed in the spectral region from 125 - 180 m

(Delaboudiniere et al., 1978). From Atmospheric Explorers-C and E data are collec-

ted from solar minimum conditions from 1974 through solar maximum in 1979 exhibi-
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ting solar cycle variations up to about a factor of two at 140 nm down to a change

of about 25 Z at 180 nm (Hinteregger, 1980).

For the solar cycle 21 a maximum variation of about 20 Z at 200 nm is estimated

by Simon (1980). Changes up to 3 % are measured with solar rotation for the same

wavelength. These values strongly decrease with increasing wavelengths. However,

for wavelengths longer than 200 run the experimental accuracy still exceeds the ex-

pected long-term solar variability resulting in a lack on data representing solar

cycle variations. On a medium-term scale e.g. for solar rotations, data on a re-

lative scale show about 1 % variation at 250 nm important for the ozone layer.

For longer wavelengths similar measurements with high accuracy are not known, since

data including the visible spectral range primarily represent the solar "constant"

containing infra-red and ultra-violet spectral regions as well. Though the total

flux from the sun was determined for many years, so far, there is no indication

for a solar cycle variation (Frbhlich, 1980). However, during the last solar mini-

mum no measurements were performed anymore after the solar "constant" was con-

sidered to be known. On the other hand, a long-term steady decrease of the total

solar flux by 0,03 % per year from 1966 through 1980 seems to be possible to de-

rive from balloon and satellite observations being correlated with a decrease in

the global mean temperature (Fr~hlich, 1980).

On a medium-term base total flux decreases up to 0.2 % over seven to ten day peri-

ods (Fig. 4) are reported (Willson et al., 1980) being highly correlated with the

development of specific sunspot groups. These data showing significant fluctua-

tions even on an orbit-to-orbit base (96 min per orbit) represent the first high

precission spacecraft measurements. They are carried out aboard the Solar Maximum

Mission by the Active Cavity Radiometer Irradiance Monitor experiment implementing

statistical uncertainties as small as +0.001 %. Measurements and data analysis are

still going on.

3. SOLAR RADIATIONS AS ATMOSPHERIC ENERGY SOURCES

After solar EUV radiation was predicted by astronomers, ion-electron production

and ionization equilibrium profiles were calculated on a relative base before the

ionosphere was discovered (Rawer, 1981). Later the interpretation of ground-based

ionospheric observations required a quantitative determination of the ionizing

radiation requesting "ultraviolet excess factors" up to 106 with respect to black

body radiation. Though the measured electron densities could be explained by a
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total ionizing energy flux of about 0.1 mWM- 2 because of a compensating error in

the recombination coefficient, the EUV flux measured directly by rocket experi-

ments (Hinteregger et al., 1965) was almost two orders of magnitude larger.

Ionospheric observations gave strong indications for the variability of the solar

EUV radiation on a short-term (flares) and long-term base. However, a quantitative

determination of solar radiation changes derived from ionospheric measurements is

still not possible due to the complexity of the series of processes involved. On

the other hand, since direct radiation measurements revealed changes of this im-

portant energy source, a model study could be performed (Roble and Scbmidtke, 1979)

to compare variations of ionospheric/atmospheric parameters observed and of those

calculated from a model of the ionospheric E- and F-regions with a constant neutral

atmospheric model (Figs. 5 and 6) interacting with a variable solar EUV radiation.

The latter data are based on the AEROS measurements (Schmidtke et al., 1977).

Similar conclusions were drawn when the MSIS atmospheric model (Hedin et al., 1977)

was used applied to the time period of interest (Schmidtke, 1979): Changes of the

solar EUV flux cannot directly explain the large local fluctuations e.g. of

electron density and electron temperature as measured by numerous experiments.

Ionospheric and atmospheric dynamics seem to have stronger impacts on these para-

meters, though on a global scale similar studies are yet to be done. Probably this

will be a topic for the next future.

Another problem is related to the energy budget of the upper atmosphere. If the

energy loss by airglow is neglected and if all heat sources other than EUV radi-

ation are ignored, the exospheric temperature T and the solar EUV input "at the
exo s

top" of the upper atmosphere, 10, could be related by (Bauer, 1973)

I/s
T cI
exos 0

with the parameter s depending on the constituents. This relation could not yet be

proofed by experimental data.

The semi-empirical models of the upper atmosphere based on a wealth of satellite

data are trying to take into account solar EUV radiation and geomagnetic energy

sources originated mostly from solar particle radiation. Both solar energy sources

cannot be monitored from ground observations. Also direct measurements in space on

a routine base are not yet planned. Therefore, two indices, F1O 7 and Ap, both

derived from ground measurements are used as substitutes to represent the solar

heat sources in the atmospheric models. Though the physical background of these
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two indices and the solar radiations they are supposed to represent is quite

different, the atmospheric models (e.g. Jacchia, 1971; Hedin et al., 1977) des-

cribe the atmospheric parameters quite well for most of the applications. However,

at certain times especially during solar minimum conditions, the agreement between

exospheric temperatures derived from EUV absorption measurements and those com-

puted from the MSIS atmospheric model are not satisfactory. For example, for the

period of AEROS-A (December 1972 through August 1973) the total solar EUV flux

decreased by about 30 % with the declining solar cycle 20 (Schmidtke, 1976). The

exospheric temperatures derived from EUV extinction data of the same experiment

neither reflect the long-term decrease of the solar EUV irradiance nor the medium-

term changes with solar rotations. Geomagnetic activity is controlling the exo-

spheric temperatures stronger. Also, for higher values of the index Ap the MSIS

model represents too low temperatures for the same periods. Similar observations

are made by Hinteregger (1979). At the beginning solar cycle 21 when the solar

EUV radiation increased significantly exospheric temperatures were rather constant

on a long-term scale (Hinteregger, 1978).

The decrease of energy of the EUV radiation during the mission of AEROS-A was for

the whole earth of the order 1011 Watts, which is about the order of magnitude for

the energy involved in a geomagnetic storm. Thus Joule heating and particle

dissipation of solar wind origin are competing with solar EUV radiation as upper

atmospheric heat sources at least during solar minimum conditions.

It is rather difficult to investigate the influence of the different heat sources

in the upper atmosphere separately in view of the dyaamics of the earth-atmo-

spheric system. In addition, most of the parameters involved change with time.

For example the heating efficiency of the solar EUV radiation is not constant

(Torr et al., 1981), neither with atmospheric height nor with time (Fig. 7). Since

the energy conversion seems to be more efficient for higher exospheric temperatures

and vice versa, this parameter must be taken into account for a quantitative ana-

lysis of the energy budget of the upper atmosphere. This latter is not yet poss-

ible to be performed, because too little is known concerning the atmospheric

heating efficiency of the solar wind and its variability and the role of the

atmospheric airglow. These fields are yet to be investigated in more detail.
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MAGNETOSPHERIC AND IONOSPHERIC FLOW

AND THE INTERPLANETARY MAGNETIC FIELD

S.W.H. Cowley
Blackett Laboratory
Imperial College

London, SW7 2BZ, U.K

SUMMARY

The flux tube and plasma flow within the Earth's magnetosphere and the resulting flow in the iono-
sphere are discussed, with particular reference to effects associated with the interplanetary magnetic
field (IMP). When IMF B f 0, or is at least not strongly positive, two-cell convection occurs at high
latitudes with antisunward flow over the polar cap. The size of the cells depends on IMF B , as expected
from the Dungey open magnetosphere model, but part of the convection appears to be driven by 'viscous'
magnetopause boundary layers. Asymmetries occur in the two-cell flow about the noon-midnight meridian
in response to IMF B which form a consistent set with a ready qualitative interpretation in terms of the
open model. Sunward~tailward shifts in the cells also occur in response to IMF Bx, which may be similarly
interpreted. When IMF B is strongly positive a qualitatively different ionospheric flow pattern occurs
at high latitudes with sunward flow in at least part of the polar cap. Observations pertaining to this
condition are reviewed, together with theoretical interpretations.

1. INTRODUCTION

The single most important factor governing the morphology and properties of the Earth's magneto-
sphere and its internal plasma populations is the convection of flux tubes and plasma within it driven by
the flow of the solar wind. The magnetospheric electric fields associated with the flow map along equi-
potential (at least on a gross scale) magnetic field lines into the ionosphere and drive ionospheric flows
and current systems which dominate at high latitudes, above the plasmapause. The flow is important in
determining the distribution of high latitude ionization, and the resulting Joule heating can be an impor-
tant energy source. Particle precipitation from the magnetosphere also contributes to both the energy
and ionization budgets.

In this paper the ionospheric flows driven at high latitudes by magnetospheric convection will be
discussed. For recent reviews of the effects of convection in determining magnetospheric plasma popula-
tions and their ionospheric images the reader is referred to the recent works by, e Vasyliunas (1979),
Wolf and Harel (1980) and Cowley (1980).

The flow at high latitudes is observed to be strongly influenced by the strength and direction of
the interplanetary magnetic field. When IMF B (the south to north component) is negative, or at least
not strongly positive, a twin-cell convection pattern occurs,with antisunward convection over the polar
cap. The magnitude of this convection depends upon the magnitude of B . Asymmetries appear in the con-
vection pattern about the noon-midnight meridian in connection with the IMF B (dawn to dusk) component,
and these are discussed in detail in the next section. Effects associated wi~h the IMF B component
(Sunward directed) will also be commented upon. When the IMF B component is strongly positive, however,
a qualitatively different convection pattern is observed, with sunward flow in at least part of the polar
cap. This behaviour forms the basis of the discussion in section (3).

2. CONVECTION WITH IMF B, < 0 AND THE EFFECTS ASSOCIATED WITH IMF BXANDPBy

2.1. The Basic Two-Cell Convection Pattern

When the IMF B component is negative, or at least not strongly positive, the plasma convection
pattern observed over the Earth's polar regions consists of two flow cells, with anti-sunward convection
over the polar cap and return sunward flow in the auroral zones, as sketched in Figure (la). The known
correlation between the size of the polar cap, the potential drop across it and the IMF B component
(ag Holzworth and Meng, 1975; Akasofu, 1977, chapter 4 and references thereing Meng, 1980 strongly
indicates the importance of the role played by magnetic merging in driving this convection, as originally
suggested by Dungey (1961). The convection cycle for a southward-directed IMF is illustrated by the
nu bered field line sequence in Figure (Ib). An X-type neutral line ring encircles the Earth in the
equatorial plane, across the dayside section of which closed field lines become opened into the solar wind
(field line I). The solar wind flow carries the open'ends' downstream, stretching them out into a long
geomagnetic tail, and the solar wind electric field E , mapping down the open field lines into the iono-
sphere, results in anti-sunward convection over the p~lar cap. The field lines become closed again across
the nightside section of the X-line, possibly mainly impulsively during substorms (lines 5) and then
return to the dayside via the dusk and dawn auroral zones where the cycle repeats. Typical polar cap
convection speeds of %500 m s-l, result in typical transpolar convection times of ,2 to 4 hours, so that
the length of the tail connected to the polar regions is %1OOO RE (Dungey, 1965). The tail neutral line,
however, may typically lie much closer to the Earth. Similarly, the time taken for closed tubes to con-
vect back from the tail to the dayside may typically be %8 hours, so that the total convection cycle time
is around half a day, generally encompassing several substorms. While the correlation of this flow with
IMF B indicates the importance of the above process, at least part of the flow appears to be driven by a
viscous-like interaction at the magnetopause on closed field lines (Eastman et al., 1976; Eastman andHones, 1979, McDiarmid et al., 1979), as originally proposed by Axford and Hines (1961). This flow is

indicated schematically in Figure (Ia) by the regions of antisunward flow external to the open field line
boundary, where the field lines remain closed throughout the convection cycle. The magnetospheric magne-
tic structure envisaged is that proposed by Crooker (1977). At the present time the relative importance
of the two convection-driving processes (measured by the relative potential drops imposed across the mag-
netosphere) and its dependence on IMF conditions is not well determined, but magnetic merging may be
dominant under typical,and certainly under disturbed conditions.



4-2

2.2 Observed IMF B -dependent asymnetries
Y

The convection pattern in Figure (Ia) is shown symmetrical about the noon-midnight meridian, but
under the influence cf the IMF B component which is generally present a number of asymmetries have been
observed to occur about the meridian. These asymmetries are oppositely directed in opposite hemispheres
and reverse in sense when the IMF B reverses. The effects observed in the northern hemisphere for
IMF By > 0 are sketched in Figure (La) and itemized below:

(1) Fairfield (1977), Potemra and Saflekos (1979) and McDiarmid et al. (1979) have suggested on
somewhat slender evidence that the narrow 'throat' of flows into the dayside polar cap (originally des-
cribed by Heelis et al., 1976) may be displaced from noon in a direction dependent on the IMF B component
ie eastward in the northern hemisphere and westward in the southern hemisphere when IMF B > oYand vice-
versa for IMF B < 0. The existence of this effect is somewhat questionable, however, ang must recently
Primdahl et al.Y(1980) have present evidence which they interpret as indicating that this local time shift
may not in fact occur. This question will be briefly discussed further below.

(2) Newly opened flux tubes in the dayside cusp have a strong azimuthal flow whose direction
depends on the IMF B direction (Galperin et al., 1978; Heelis, 1979). The azimuthal flow drives an oppo-
sitely-directed Hallycurrent along the cusp whose magnetic signature on the ground is the Svalgaard-
Mansurov effect, or DPY disturbance (ag Mansurov, 1969; Fr;s-Christensen et al., 1972; Svalgaard, 1973;
Berthelier et al., 1974; Fr;is-Christensen and Wilhjelm, 1975; Akasofu et al., 1980). The electric field
associated with the flow will also drive a north-south Pedersen current across the cusp which will close
in the solar wind via roughly azimuthally aligned field-aligned current (FAC) sheets, as predicted by
Leontyev and Lyatsky (1974). This current system results in azimuthal 'transverse field disturbances'
above the ionosphere between the FAC sheets as observed by McDiarmid et al. (1978b, 1979), Wilhjelm et al.
(1978), lijima et al. (1978), Saflekos et al. (1979), and Saflekos and Potemrd (1980). These transverse
fields are generally expected to be directed opposite to the flow in the northern hemisphere and roughly
parallel to the flow in the southern hemisphere, as is necessary to realize the required downward flux of
electromagnetic energy and momentum into the ionosphere. In the cusp these 'transverse' fields thus have
the same direction as the IMF B component in both hemispheres, such that the field above the ionosphere
is slightly tilted in a manner Yonsistent with that expected for a field mapping into a dissipative medium
and being azimuthally 'pulled' at large distances.

(3) The magnitude of the antisunward flow in the polar cap, eg in the vicinity of the dawn-dusk

meridian usually exhibits a strong IMF B dependent dawn-dusk asymmetry which is consistent and continuous
with the preferred sense of azimuthal flw in the dayside cusp (Heppner, 1972, 1973; Mozer et al., 1974).
The effect is also seen in ground magnetic perturbations, (Maezawa, 1976). The polar cap 'transverse field
perturbations' show a corresponding asymmetry (McDiarmid et al., 1978a, 1979), suggestive of a distributed
and fairly uniform FAC flow into or out of the polar cap resulting from the flow electric field gradient.

For IMF B > 0 the suggested current flow is out of the northern polar cap and into the southern polar
cap, and ice-versa for IMF B < 0, ie the same directions as the dominant poleward cusp FAC.

y

(4) The two-cell pattern appears to become shifted towards dawn or dusk by a few degrees of lati-
tude depending upon the IMF B component, the shift being opposite in opposite hemispheres. The northern
hemisphere pattern is shiftedytowards dawn for IMF B > 0 and towards dusk for IMF B < 0. This shift has
been observed in the electric field (flow) pattern (Keppner, 1972, 1973; Mozer et al , 1974), the resulting
ground magnetic disturbance pattern (Fr~is-Christensen and Wilhjelm, 1975), and most recently in the loca-
tion of the aurorae (Meng, 1980), although the latter result is preliminary at the present time.

(5) In the auroral zone at a given invariant latitude the flows in and near the dawn-dusk meridian
are of unequal magnitude on either side of the pole, the sunward flow being strongest on the side in
which the polar cap flow is strongest (Mozer and Lucht, 1974). This effect may be considered to be a
corollary of the shift in location of the flow pattern, since auroral zone flows often become stronger with
increasing latitude before reversing across the flow boundary.

It is important to note that the cusp and polar cap asymmetries described in (2) and (3) above need
involve only open flux tubes which map into the solar wind via the geomagnetic tail lobes, but that
asymmetries (4), (5) and (1) (should it in fact occur) involve closed auroral zone flux tubes as well.
The dawn-dusk shift in the pattern, for example, may mean that at a given invariant latitude and given
longitude a field line may belong to the polar cap region in one hemisphere but to the auroral zone in the
other hemisphere. Mozer and Lucht (1974) previously drew attention to the appearance of asymmetries on
closed flux tubes, noting that their results implied either a "lack of conjugacy" on auroral zone field
lines (to be suggested here), or non-equipotential closed field lines on a gross scale (which seems to
have been their preferred explanation).

With regard to the proposed shift in the dayside 'throat' (effect (I)) we note that effect (2), the i
preferred sense of azimuthal flow in the cusp, can occur independently of the latter, although the local
time extent of such flows may be expected to depend on the 'throat' location. If the full local time width
of the 'throat' is only about two hours, as suggested by Heelis et al. (1976) on the basis of the AE-C
flow data, and the centre of the 'throat' remains fixed at noon independent of IMF B , then the B -
dependent azimuthal cusp flow poleward of the throat and its associated magnetic effects (DPY on he ground
and azimuthal transverse disturbances at satellite altitudes) would be expected to be observed essentially
only on one side of noon or the other, ie prenoon in the northern hemisphere and postnoon in the southern
hemisphere for IMF B > 0 and vice-verse for IMF B < 0. On the other side of noon a much weaker and
oppositely directed Izimuthal flow and field pertubation pattern would be expected, the cusp FAC pattern
being essentially that originally suggested by lijima and Potemra (1976) (see also the review by Potemra
et al. (1980)) but with asymmetrical magnitudes on either side of noon. On the contrary, however, obser-
vations have been presented which indicate that the 'preferred' azimuthal cusp flow and associated magne-
tic disturbances extend continuously across noon in a zone which is at least 15 hours LT wide and centred
roughly on noon (fl Frfis-Christensen and Wilhjelm, 1975; McDiarmid et al., 1978b; Burch and Heelis, 1980).
These results are not consistent with a narrow throat which remains undisplaced near noon, and they thus
indicate that either the throat does become displaced as described in item (1) above, or that the throat
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is much wider than reported by Heelis et al. (1976) (ie typically '5 hours LT wide and therefore essentially
non-existent as a 'throat-like' feature). The evidence presented by Primdahl et al. (1980) which is inter-
preted as indicating that the 'throat' does not move concerns the occurrence of the 'Slant E Condition'
(SEC) in high-latitude ionograms, a condition which appears to be related to an instability in the E-
region driven by rapid flows. It was previously shown by Olesen et al. (1975) that SEC-occurrence in the
central polar cap (at Thule, A - 860) had an IMF B -associated dusk-dawn asymmetry in line with the
observed flow asymetry (item (3) above), a resultywhich Primdahl et al. confirm. The latter authors
then go on to show that at lower latitudes typical of the poleward part of the cusp region (Godhavn,

- 77.50) no significant asymmetry is observed, a result which they interpret in terms of the non-
displacement of the throat. However, as pointed out above, if the throat is narrow and does not become
displaced then the strong azimuthal flows in the poleward part of the cusp, to which the Godhavn iono-
sonde will presumably respond, would be expected to show a marked asymmtry about noon. In fact the
symmetry of SEC occurrance about noon at Godhavn seems to be quite in agreement with the continuity across
noon of the other B -associated cusp phenomena discussed above, which we interpreted as indicating that

either the 'throat'Ydoes become displaced, or is much wider in LT than has been reported. We therefore
conclude that Primdahl et al.'s (1980) results may, in fact, be consistent with a displaced 'throat', but
would equally emphasize the need for further experimental study of the dayside cusp region in order to
elucidate this matter.

IMF-B associated effects have also been observed at largc distances in the geomagnetic tail as
sketched in figure (2b):

(6) The occurrence frequency of the plasma mantle at the lunar distance shows a strong IMF-B

dependent dawn-dusk asymmetry which is oppositely directed in the two tail lobes (Hardy et al., 1976

1979). These authors thus deduced the existence of a dusk-dawn asymmetry in the tail lobe flow speed
and hence electric field (which convects the mantle plasma inward toward the tail centre), an asymtry
which is entirely consistent with the ionospheric polar cap flow asymmery in item (3) above. The
observed mantle occurrence frequency asymmetry has been interpreted in Figure (2b) as indicating that on
average the mantle is thicker on one side of the tail than the other depending on the direction of IMF B
(thicker on the dawn side of the northern lobe and on the dusk side of the southern lobe for IMF B > 0 y
and vice-versa for IMP By < 0). y

(7) Fairfield (1979) found that a fairly uniform B field appears across the tail lobes and plasma
sheet in the distance range X -20 to -30 RE, having the Xame sign as the IMF B . The field is roughly
proportional to the IMF B but about a factor ten less in magnitude. It is important to emphasize that
the B field appears to o~cur not only in the open tail lobe region but also on closed field lines in
the plasma sheet.

2.3. Interpretation of the IMF B -associated effects in terms of the reconnection model, and coments
on IMP B effects Y

x

The above described suite of effects associated with the y component of the IMF form a mutually
consistent set which find a ready qualitative explanation in terms of the reconnection model of the
magnetosphere, outlined in its simplest form in section (2.1.). The inclusion of IMF B , however,
requires modification of the description of the details of reconnection process and theYmagnetic field
configuration, as discussed by Cowley (1973) (see also Dungey, 1963, Stern 1973, Mozer et al. 1974 and
Gonzales and Mozer, 1974). The gross picture remains as shown in Figure (lb), except that the X-type
reconnection line becomes tilted out of the equatorial plane by the presence of B . Crooker (1979) has
presented a somewhat different qualitative picture, but, irrespective of these de~ails essentially any
open model will be qualitatively consistent with the observations.

Beginning at the day side, the tension on newly opened flux tubes has a net east-west component in
the presence of the B field, which is oppositely directed in northern and southern hemispheres. These
oppositely directed f~rces constitute a torque exerted by the IMF on the magnetosphere, and, in response,
oppositely directed azimuthal flows occur in the dayside cusp in the directions observed, as sketched in
Figure (3a) (Atkinson, 1972, Jdrgensen et al., 1972; Russell and Atkinson, 1973; Stern, 1973; Gonzales
and Hozer, 1974; Croaker, 1979). The azimuthal flows imply asymmetric addition of open flux to the tail
lobes, flux being added preferentially to the dawn side of the northern lobe and to the dusk side of the
southern lobe for IMF B > 0, and vice versa for IMF B < 0. The flux tube motion is such as to reduce
the torque which the IM* would continue to exert on thX down-stream tail.

The asymmetric addition of flux tubes to the tail lobes may be expressed in terms of an asymmetry
in the distribution of the field normal to the tail lobe magnetopause about the noon-midnight meridian
over the boundary as sketched in Figure (3b). The figure shows a cross-section through the tail, the
external field lines attached to the boundary representing projections of magnetosheath field which
connect across the boundary at the location of the cut. To a lowest approximation sheath field lines are
draped around the magnetopause (ie the magnetosphere is closed), but a narrow bundle connects across it
due to dayside reconnection, whose transverse width well away from the magnetosphere is typically around
one fifth to one tenth of the tail diameter, as inferred from the relative internal and external electric
field strengths. The cross-tail potential is typically 50 to 100 kv, while the potential drop in the
solar wind along a line of length equal to the tail diameter and parallel to the solar wind electric field
is -,500 kV( a Stern, 1973). This factor, having a value around a few tenths is sometimes referred to as
the "efficienty of reconnection". The connected interplanetary field lines have been drawn equally spaced
in the uniform IMF region at large distance from the magnetopause in Figure (3b), so that equal magnetic
flux is contained between them. The tail flux asymmetry implied by the cusp flows is then indicated by
the uneven distribution of their points of intersection with the magnetopause. Equal potential differences
exist between each of the sheath field lines depicted, so that an electric field asymmetry is also directly
implied. Quantitatively, the tangential electric field imposed by the sheath flow v at the tail magneto-
pause boundary is E - v sBn where Bn is the field strength normal to the boundary. Consequently, assmting
v to be roughly constant over the boundary, the internal electric fields will be strongest and the inward
flow speeds fastest in those quadrants of the tail in which most magnetic flux crosses the magnetopause.
This effect is clearly related to the observed polar cap electric field asymmetry and plasma mantle
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occurrence asymmetry noted in items (3) and (6) above, and most recently Cowley (1980) has constructed
simple open tail lobe and plasma flow models which explicitly demonstrate these effects. In Figure (3b)
the tail electric field asymmetry is illustrated by the short-dashed lines within the tail which indicate

equipotentials in the plane of the cut with equal potential drops between them. These lines are also the

projections of equipotential tail lobe field lines, and plasma streamlines as indicated by the arrowheads.

The asymmetry of the tail magnetopause normal flux distribution about the midnight meridian also
necessarily implies the cross-tail magnetic field component observed by Fairfield (1979). Flux enters the
tail preferentially on one side of the meridian and exits preferentially on the other, so that by flux
conservation net flux must cross the midnight meridian, associated with an internal B field of the same
sign as the IMF B field. The magnitude of this internal field is readily estimated Yrom Figure (3b),
on assuming that Yhe figure represents a cut through a roughly two-dimensional system. It is clear that
when substantial asymmetry exists in the boundary normal flux distribution (such that most of the flux
enters on one side of the tail central meridian and leaves on the other) the internal B field will be
comparable to the mean normal field component B , and will be less than the interplanetXry field strength
BI by the ratio of internal to external electric field strengths, since both the potential drop and the
magnetic flux in the plane of the diagram are conserved between the connected bundle of IMF lines and the
tail lobes. Thus in general the internal B field and the IMF are connected in magnitude by the "efficiency
. -... :tion" factor of around one or twg tenths in agreement with Fairfield's (1979) results.

The above qualitative argument can be quantitatively elaborated as follows. Suppose the total open
flux in each tail lobe is tT' and that of this total a fraction (I + K)/2 enters the northern lobe on the
dawn side (and (1 - K)/2 on the dusk side) while, assuming symmetry, a fraction (1 + K)/2 leaves the
southern lobe on the dusk side (and (1 - K)/2 on the dawn side). The net flux entering the tail on the
dawn side is then KOT ' equal to the net flux leaving on the dusk side. This same quantity of flux must
then cross the midnight meridian inside the tail. The sign of K is the same as the sign of IMF B and
IKI < I. Assuming this 'transverse' flux is uniformly distributed over the meridian in the tail,Yof area
A 2 RTLT where R is the tail radius and L its length, then the mean internal B field B is given by

KT R y y

L ~T 2 
)n 4 )BTLT

where B is the mean magnetopause normal field and B is the near-Earth tail lobe field strength. Thusn -- - -T "R n T " OO )
for IKIn. I we have B %B and B << B (the latter by factors %50 since RT " 20 RE and L
Referring to Figure (0b) f'ux andYpoten~ial conservation then give

Fn 2.ET (2)

I

where 8 is the interplanetary field transverse to the solar wind flux vector and ET and E, are the tail
BI

and interplanetary electric fields respectively. Substituting (2) into (1) then gives
E

B K(
T

)BI (3)
y E lI

so that for IKI ' 1, B is related to B. by the ratio of the electric fields. This result may be ela-

borated somewhat further by introducing simple functional forms for K and E /E . If i is the angle
between B and the solar magnetospheric -z axis, measured positive toward The

1
j axis, then the simplest

functional form for K is sin( /2), such that, egK is zero for a purely southward field and equal to 1,7
for _B, = /B respectively. Similarly the simplest form for E /E1 is Bcos(O/2) where F is the

"efficiency o f reconnection" for a purely southward interplanetary field. Then (3) becomes

sinB B B (4)
y 7-2 2 y

ie with these simple and plausible, but ad hoc assumptions we obtain a linear dependence of the mean
internal field B on the IMF B , with the proportionality constant being half the "efficiency of reconnec-
tion" factor forya purely southward IMF. Fairfield's (1979) observations indeed indicate a linear
dependence between By and B , the proportionality constant being ,0.13. This result is in good agreement

with (4) and observed values of the magnetospheric cross-tail potential which indicate , 0.1 to 0.3.

Having thus discussed the IMF B effects observed on open flux tubes (items (2), (3), (6) and (7)
in section (2.2.))we now turn to the e~fects ((), (4) and (5)) which also involve closed auroral zone
flux tubes, and which seem to indicate a lack of conjugacy between northern and southern hemispheres. In
this connection we would point out that if an IMF-associated B field exists in the open flux tube regime
in the geomagnetic tail, then in general we may expect this component to be retained on closed flux tubes
following reconnection in the tail. Fairfield's (1979) observations certainly seem to support this idea
as previously noted. Then, to a lowest approximation the tail lobe B field, of order the IMF B dimi-
nished by the "efficiency of reconnection" factor, may pervade the entire magnetosphere in a steady state,
such that the simple illustrative 'dipole plus uniform IMF field' open magnetosphere models described

!# by Dungey (1963), Stern (1973) and Cowley (1973) may have more detailed applicability than their authors
might originally have supposed.

A B field present in the region of closed flux tubes will introduce shifts in the conjugate points
of the field lines which are opposite in opposite hemispheres and which will reverse in sense when the IF
B reverses. The direction of the shift depends upon local time. In the dawn-dusk meridian the shifts are
latitudinal and the resulting asymmetries are those associated with the polar cap boundary and the auroral
zone flow speed (item (4) and (5) in section (2.2.)). In the noon-midnight meridian the shift is longi-
tudinal, relating to the possible shift of the 'throat' location (item ()).
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The effect of these conjugate point displacements on the mapping of a uniform sunward flow in the
equatorial plane of the Earth's dipole is shown in Figure (4), taken from Cowley (1-980). Here we have
projected equally-spaced equipotentials (corresponding to the lines Y = 0, 1 3 RE, ... 12 RE ) from the
equatorial plane along numerically integrated field lines, assumed equipotential, into the northern hemi-
sphere. Figure (4a) shows the resulting ionospheric flow for the undisturbed dipole field, while in
Figure (4b) we have added a 5nT B field, a much larger value than generally expected (by a factor 10) in
order to clearly demonstrate the Yesulting effects. The flow lines are terminated at the dashed line which
is the projection of an equatorial circle of 14.93 R radius (ie ' = 750). The diagram represents the
closed field line counterpart of that previously presented for thecopen field line regime on a similar
basis by Stern (1973). The shift of the pattern towards dawn (for B > 0), the auroral zone flow speed
asymmetry and the local time shift of the 'centre' of flows into theYdayside polar cap to the post-noon
hours are all evident. We emphasize that the simultaneous asymmetries are all reversed in sense in the
southern hemisphere, and that they are all produced solely by the change in the field mapping.

Figure (4b) indicates that longitudinally-directed flow asymmetries should also occur in the night-
side auroral zone. The flow shown in reminiscent of the Harang discontinuity (a Heppner, 1977), but, of
course, the sense of the IMF-related asyimetry reverses with IMF B . However, Heelis (1979) and Heelis
and Hanson (1980) find both senses of asymmetry in AE-C flow data,Yalthough it has not been shown that
these relate to IMF B . The sense of the IMF-associated asymmetry is such that in the northemhemisphere
nightside auroral zong eastward flows and westward Hall currents should be enhanced when IMF B 0 0, and
westward flows and eastward Hall currents should be enhanced when IMF B 0 0 (and vice-versa i the
southern hemisphere). A hint that a weak effect of this kind may be occurring is contained in the northern
hemisphere ground magnetic perturbations analysed by Frits-Christensen and Wilhjelm (1975) (see the
'residual plots' in their even-numbered figures). The most distinct effect of this nature which they
found was a significant enhancement of the -uSward electrojet for I MF B 0 0 during winter months, a
result which is at least consistent in sign with the above suggestions.

The conjugate point displacements are also relevant to studies of the conjugacy of aurorae. It is
well known that equivalent discrete auroral forms in northern and southern hemispheres can be displaced
a few 100 km at times relative to their expected locations (t& Bond, 1969; Stenbaek-Nielsen et al., 1972).
The possible role of IM-F B has never been demonstrated for these detailed auroral observations, but the
recent preliminary resultsYpresented by Meng (1980) from the analysis of DMSP images do indicate that the
location of the aurorae on a gross scale does respond to IF conditions. In the northern hemisphere he
found dawnward shifts of the centre of the auroral oval for IMF B > 0 and duskward shifts for IMF B < 0
as expected. The magnitude of the shift is generally 10 latitue, but can be much larger. In they
southern hemisphere no clear trend was observed with IMF B from the limited data sample available. He
also investigated the possibility of sunward-tailward shif~s of the oval with IMF B , and indeed found that
the northern oval is shifted tailward for B > 0 and sunward for B < 0 and vice versa in the southern
hemisphere. The shifts are again %l. This result appears to inaicate that like the B component, a B
component may also occur through the magnetosphere whose sign depends on the IMF B . InYa simple 'dipole
plus uniform field' model the shift of the oval is oppositely directed to the uniform field direction in
the northern hemisphere, and in the same direction as the uniform field in the southern hemisphere.
Consequently tailward shifts in the northern hemisphere and sunward shifts in the southern hemisphere
observed for IMF B , 0 are, for example, compatible with B , 0 appearing within the magnetosphere. Our
conclusion that the results are compatible with simple modefs differs trom the conslusions reached by
Meng (1980), due, it seems, to some typographical errors concerning the sign of B in Stern's (1973) paper.x

The possible appearance of B within the magnetosphere may, like B , be considered as being due to
inter-hemispheric differences in the flux tube tension on newly Opened da~side field lines. As shown in
Figure (5), when IF Bx is positive the flux tube tension resulting in poleward contraction of the newly
opened tubes will be greater in the northern than in the southern hemispheres (and vice-versa for
I.MF B e 0). Consequently the poleward contraction rate of the tubes in the northern hemisphere will bex
greater than in the southern hemisphere, and the normal flux through the magnetopause correspondingly less.
In other words, if we follow the 'ends' of the interplanetary field line following reconnection on the
dayside and consider where these 'ends' intersect the magnetopause at subsequent times, then the northern
end intersection should always, following reconnection, be displaced tailward of the southern end (for
IM5F B - 0, and vice versa for IMT Bx 1 0), as shown in Figure (5). The effect is not dependent on the sign
of the IMF y component. It is clear that this displacement is equivalent to the imposition of a net x-
directed flux along the magnetosphere in the same direction as IMF B . In the tail at a given X, therefo-e,
the open lobe flux will be slightly greater in one tail lobe than the other (greater in the northern lobe
than the southern for IMF B 0 0 and vice versa for IMF B • 0), and consequent upon the fact that the twox
lobe field strengths must bh

x 
very nearly equal from pressure balance considerations across the central

current sheet, we then conclude that the central current sheet must itself be displaced in the z-direction
(southward, ie to -ve z for IMF B - 0 and northward for 1MF B 0 0). The displacements are likely to
be a few tenths of an - n magnilude. Within the near-Earth magnetosphere, however, the imposed cross-
magnetosphere x-directed flux may appear more straight forwardly as a perturbation field vector which
shifts the conjugate points of field lines in a manner consistent with MenF's (198o) observations, and
tilting the nightside field lines in a manner consistent with the north-south shift of the central current
sheet in the tail.

Finallv. hefre concluding this section we should point out that the x-component also appears to
exert signifi.int control on particle access and precipitation in the polar taps. The effects on high-
energy s,lar p.rticles have been extensively reviewed by Paulikai (1q7), while Mizera and Fennell (lU8)
have revi wed low-energ' magnetosheath electron precipitation. With regard to the latter, the presence
of the x-compnent results in the northern polar cap h ing magneti-lly conne(t.d tt, a hot ter Tmgnetc-
sheath electron Ipop,ilatin than the southern polar cap when the IMIF B 0i (away sector), and vi~e versa
t,r IMF B il. This prsmmnablv ac -unts for Yeager anti Frank' (I1l791 result that few 100 eV electron
fIxe, ovr the nortrern1 polar cip are much more ittense furirg aiway s, ttrs than durinK toward qectors.
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3. CONVECTION WITH IMF B POSITIVE

3.1. Appearance of a new convection pattern for IM4F Bz  1 nT

Consideration of the simple dipole plus uniform field model indicates that a magnetically open
magnetosphere having the same topological characteristics as shown in Figure (lb) can occur for all orien-
tations of the IMF except due north, when a closed magnetosphere is expected for strictly steady conditions
(±& Dungey, 1963; Stern, 1973; Cowley, 1973; Yeh, 1976). Similarly, intensive theoretical investigation
of the reconnection process has failed to reveal any finite minimum angle between merging fields below
which reconnection cannot take place, independent of the relative magnitudes of the fields (Cowley, 1976,
and references therein). Consequently, we might then expect that as the IMF B turns from south to north
the high-latitude flows would decrease both in magnitude and in spatial extent (consistent with dVcreasing
open flux in the tail lobes) but would remain qualitatively as shown in Figure (la). That is, we might
expect a weakening two cell pattern to remain, presumably dominated at sufficiently positive IMF B. by
a closed field line two-cell flow driven by the magnetopause boundary layers.

This seems not to be the case. When the IMF B is sufficiently positive (a consensus of opinion
favours B , 1 nT) a steadily accumulating body of evIdence appears to indicate that a qualitatively
different flow pattern occurs at very high latitudes, with a sunward-directed flow appearing in the noon
sectir of the polar cap whose magnitude increases as IMF B increases. When IMF B I < I nT only the two-
cell pattern seems to occur, the flow magnitude of which depends upon the magnitude of IMF B (Maezawa,
1976). y

3.2. Observational evidence

Observation of sunward flow in the polar cap and related magnetic disturbances is relatively infre-
quent ( <10%, say, of typical polar orbiting satellite passes), no doubt reflecting in part the unusual
nature of the IMF conditions required to produce such flows, and in part the spatially restricted and very
high-latitude region in which they occur. Consequently, the experimental literature is sparse. In the
monoaxial OGO-6 electric field data Heppner (1972) observed that a region of dusk-to-dawn electric field
occasionally appears in a localized region of the central polar cap when magnetic activity is low, as
sketched in Figure (6a) (see also Langel, 1975). However, in the absence of vector information it was
not possible to infer whether this was due to the occurrence of a qualitatively different multi-cell flow
pattern, or to a distortion of the usual two-cell flow, as was considered more likely by Heppner (1977).
Flows having a sunward component but primarily directed east-west can certainly occur in the dayside polar
cap, for example, as a result of the distortions of the 2-cell pattern associated with the IMF B com-
ponent discussed in the previous section (Heelis et al., 1976; Burch and Heelis, 1980). That this is not
the cause of sunward polar cap flows when IMF B , 1 nT is indicated by the S3-2 electric field measure-
ments presented by Burke et al. (1979), who fouAd that the east-west flows were not large compared with
the sunward flows in such regions, and who argued on the basis of the extent of the region where such flows
were observed that they could not be due to a distortion of the normal two-cell system. Rather, they
suggested that a four-cell system was being observed, as sketched in Figure (6b). They also found that
such flow patterns occur only when the IMF B is positive, and that they always occurred in their data
set when B > 0.7 nT. From electric field measurements on balloons Mozer and Gonzales (1973) and Mozer
et al. (1914) had also inferred the existence of dusk-to-dawn electric fields in the high latitude polar
cap in a number of cases when the IMF B component was positive.

a

The analysis of ground magnetic perturbations has produced some conflicting results. Friis-
Christensen and Wilhjelm (1975) found that when IMF B > I nT the effects of the two-cell convection
pattern disappear entirely. There remains, however, a one-cell IMF B -dependent DPY disturbance pattern
whose form and current magnitude is essentially the same as that whicK occurs for B , 0 (then super-
imposed upon the two-cell pattern), but displaced towards higher latitudes. Maezawa (1976) found a
similar B dependence, but, on statistically removing this effect then found a two-cell flow pattern at
latitudesyabove 780 whose direction is the reverse of the 'normal' pattern for IMF B < 0. Similar results
and their IMF B dependence were first reported by Iwasaki (1971). These results are broadly in agreement
with the electr c field observations of Burke et al. (1979) (which eg also show IMF B -dependent asymme-
trios), except that the lower-latitude 'normal' flow cells as shown in Figure (6b) ar not represented.
Maezawa's (1976) analysis may have been confined to too high a latitude (A 780) to have detected these,
particularly on the dayside, while Friis-Christensen's (1975) conclusions may have been affected by their
choice of baseline. More recently Horwitz and Akasofu (1979) have re-examined high-latitude magnetograms
for times of IMF B > 0 and have suggested that the perturbation pattern is quite consistent with the flow
pattern sketched in Figuer (6b). In particular they find that the region of sunward flow in the polar cap
at A z 85

° 
occurs only in the noon sector and does not extend :nto the nightside hours as suggested by

Maezawa's (1976) results. On the nightside the ground magnetic perturbations are consistent with anti-
sunward polar cap flow but at a considerably reduced level to that which occurs for IMF B 0 0. It may be
noted that Burke et al's. (1979) observations of sunward flow also in ;eneral appear to be confined to
the dayside of the polar cap.

Most recently McDiarmid et al. (1980) and Saflekos and Potemra (1980) have presented observations
of 'transverse field perturbations' during periods of strongly positive B which show essentially identicalz
behaviour to Burke et al's. (1979) and Heppner's (1972) electric field observations shown in Figure (6a).
The region of sunward flow appearsas an antisunward field perturbation in the northern hemisphere
(McDiarmid et al., 1980) and as a sunward-directed perturbation in the southern hemisphere (Saflekos and
Potemra, 1980). Again, we note that all such observations published to date occurred on the dayside of the
polar cap. It is to be emphasized that the perturbations associated with sunward flow are by no means
small, and appear to increase in magnitude as B increases, reaching %4000 nT in one case published by
McDiarmid et al. (1980) when IMF B probably haS the unusually large value of 30 nT. The dependence on
B is illustrated in Figure (7) where the maximun perturbation associated with the region of sunward flow
is plotted versus 11F B for the six satellite passes published to date for which IMF B is known. The
solid circles are from AcDiarmid et al. (1980), the open circles from Saflekos and Poteara (1980). By
comparison, it is known that the peak field perturbations associated with the sunward 'auroral zone' flows
(of the lower latitude cells in Figure (6b)) do not increase with IMF Bz, but instead appear to continuously
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fall from values of typically several 1OO nT when IMF B is substantially negative to values 10 - 200 nT
when IMF B is substantially positive (egMcDiarmid et af., 1978a).

z

It is of obvious significance to know whether the region of sunward flow occurs on open or closed
flux tubes. McDiarmid et al. (1980) investigated this question by examining the pitch angle distributions
of energetic solar electrons which were present during the three passes with IMF B ( O which they presented.z
In one case, with IMF B 1, 9 nT, they found the region of sunward flow to be on open field lines, as was
the surrounding region zf antisunward flow. All of the sunward 'auroral zone' flow is on closed lines,
together with part of the antisunward flow adjacent to it, as is usually the case (see Figure la). These
results are in apparent agreement with the observations of Burke et al. (1979) who indicated a rough posi-
tion of the polar cap boundary obtained from energetic electron data. In their diagrams the 'polar cap'
so defined appears to encompass both the region of sunward flow and the two adjacent regions of anti-
sunward flow as well. This may be the situation under normal circunstances. However in two passes
observed during very disturbed conditions (B 30 nT) McDiarmid et al. (1980) found that at least the major

part of the central region of sunward flow was unequivocally on closed field lines, while the surrounding
region of antisunward flow remained on open field lines.

3.3. Theoretical Interpretations

Interpretation of the sunward-directed flow in the polar cap has traditionally centred on the possi-
bility of magnetic merging between a northward-directed IMF and tail lobe field lines poleward of the day-
side cusp. A variety of descriptions of the process are then possible, depending upon whether the tail
lobe fields are taken to be open or closed, and whether a given interplanetary field line is taken to
connect with only one or with both lobes. Several possibilities are sketched in schematic form in
Figure (8). In Figures (8a - c) the interplanetary line connects to both lobes, while in Figures (8d - e)
it connects only to one. In Figures (Ba, b, d) the lobes are closed, while in Figures (8c, d) they are
open. The numbers indicate the sequence of the merging process in each case.

The case shown in Figure (Ba) corresponds to that described by Dungey (1963) for a strictly north-
ward interplanetary magnetic field. The field topology is that of a strictly closed magnetosphere
(ea a dipole field plus uniform northward field), except that the north and south neutral points must
presumably be imagined as being elongated in the dawn-dusk direction into lines so that finite flux trans-
fer can take place. The only field lines which connect both to the Earth and to the IMF pass through
these neutral lines, ie there is zero open magnetic flux. In the process depicted in Figure (Ba) the
northward IMF on the dayside reconnects simultaneously in the northern and southern hemispheres, with the
net result that closed nightside flux tubes become closed dayside flux tubes. These dayside flux tubes
can then be transported back to the tail via the magnetopause boundary layers so that a steady state can
be envisaged. In the equatorial plane closed flux tubes 'appear' over a segment of the dayside magneto-
pause mapping to the neutral lines, along which a dusk-to-dawn electric field exists. These flux tubes
then flow tailward in a layer adjacent to the magnetopause before 'disappearing' again over a similar
nightside segment of the boundary of closed field lines. The convection cycle of these tubes corresponds
to the high-latitude two-cell system shown in Figure (6b). The ionospheric image of the neutral lines is
a line joining the centres of the two cells, the nightside to dayside flux transfer taking place as the
streamlines cross the line. The two lower latituOe flow cells in Figure (6b) then correspond to an inner
part of the boundary layer flow where the flux tubes return to the dayside by flowing back through the
'middle' of the magnetosphere connected to the lower latitude 'auroral zones' in the usual way. In this
system, therefore, closed flux tubes are transferred from the dayside to the tail via the magnetopause
boundary layers and return to the dayside either via the auroral zones or via the flux transfer process
depicted in Figure (8a).

Figure (8b) shows a simple variation on the above theme which may occur with either an IMF B field
or with a tilted dipole. In this case the north and south reconnection processes do not occur simuf-
taneously on one interplanetarv field lille such that the two neutral lines are not magnetically connected.
In the case depicted in Figure (4b) the line is first connected to the northern lobe and field lines in
both hemispheres are temporarily open before connection occurs to the southern lobe. The ionospheric
image of the two neutral lines are theretore not now coincident, and between them there exists a "hole"
of oper magnetic flux. The flow in this hole will he sunward in direction as is readily seen on mapping
the dusk-to-daw directed interplanet l, . ,ctric field along the open magnetic field lines into the iono-
sphere. The overall I low pattern ret;-:., as shown in Figure (hb).

In Figure (8c) the equivalent situation is shown for open tail lobe flux tubes, the latter being
connected to downstream IMF lines having a differing ,rientation (southward as shown in the figure).
Here the net effect is to remove open flux tubes fr)m the lobes and to increase the closed flux on the
dayside. The newly closed tubes are then swept back into the tail via the boundary layer flow. The mag-
netic topology in this case may he imagined to be that obtained by taking a dipole field plus infinitely
conducting sheet in the y - z plane on the dayside (as in the Chapman-Ferraro problem) and adding to i, a
weak southward-directed uniform field, such that the equatorial neutral line ring which occurs in the
absence of the sheet no longer encircles the Earth but is confined to the nightside, and terminates at
two equatorial neutral points on the sheet. The dayside magnetopause then resembles that of a closed
magnetosphere, with a bounded surface of field lines mapping from the southern to northern'cusp' neutral
points (which we imagine as being extended into lines so that finite flux transfer can take place via the
process shown in Figure (8c)), while the nightside field remains that of a classical open magnetosphere.
The hounding field lines of the closed dayside magnetopause surface map from the northern and southern
,cusp' neutral lines to the termination of the equatorial nightside neutral line on the sheet, so that the
three neutral lines (northern and southern cusp and equatorial nightside) are magnetically connected. Thev
map in the ionosphere to a closed ring which encircles and bounds the region of open flux. Over a dayside
segment of this ring the electric field is dusk-to-dawn directed, corresponding to the flux transfer pro-
cess in Figure (Bc), while over the remaining (nightside) segment the electric field is from dawn to dusk,

corresponding to continued connection to the downstream southward interplanetary field and continued
reconnection of the open flux tubes in the tail. The region of open flux thus continuously shrinks,
consistent with Faraday's law applied to this ring, and the end state is the closed magnetosphere of
Figure (8a). This occurs with the closing aroual the nightside of the field lines mapping to the northern
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and southern cusp neutral lines, such that the equatorial neutra, .ine and the region of open flux simul-
taneously disappear. While the open flux tubes are in the process of disappearing the ionospheric flow
will retain antisunward flowsin the region of open flux tubes while the reversed high-latitude two-cell
system will emerge on the dayside. The flow will reverse in direction across the dayside open field line
boundary (mapping to the cusp neutral lines), which may appear peculiar at first, but it should be remem-
bered that this boundary will be moving polewards as the open flux decreases, at a rate somewhat in excess
of the antisunward flow speed on the high-latitude side of the boundary, consistent with net flux transfer
from open lobe tubes to closed dayside tubes. In this picture the sunward flow on the dayside is again on
closed tubes, but if the two cusp reconnection processes are not simultaneous, as taken in the above dis-
cussion for simplicity (ie the picture is modified to that shown in Figure (8b)), part of the sunward flow
adjacent to the original boundary of open flux tubes will also be on open tubes, as discussed above in
relation to Figure (8b).

The discussion so far has assumed that each incoming interplanetary field line connects, at least
eventually, with both northern and southern lobes. This process may occur when the IMF is very nearly
northward pointing, and the dayside sunward flow then occurs mainly on closed flux tubes as discussed
above, possibly relating to the observations of McDiarmid et al. (1980) when B 30 nT. However, when a
significant IMF B field is also present, a given interplanetary line is likely to connect with only one
lobe, as first pointed out by Russell (1972) and discussed further by Maezawa (1976). In Crooker's (1979)
model only this latter process occurs; northward field lines never become connected to both lobes. The
process is illustrated for closed and open tails respectively in Figures (Sd, e). In Figure (Sd) closed
tail field lines become open dayside field lines so that the process is inherently non-steady and involves
increasing open flux, while in Figure (Be) open flux tubes are transferred from the lobes to the dayside,
the net amount of open flux remaining unchanged. The former case is that discussed by McDiarmid et al.
(1980) in relation to their observations of sunward flow on closed tubes. The latter case corresponds to
that discussed by Russell (1972) and Maezawa (1976), (see also Crooker, 1979). In both cases the iono-
spheric flow associated with the open dayside flux tubes will have a sunward component, but the field line
tension associated with the IMF B component will also introduce a preferred sense of azimuthal flow
(ie the Salgaard-Mansurov effect)Yand asymmetric addition of the open flux tubes to the tail lobes exactly
as previously described in section (2). Although it is not easy to depict in two-dimensional sketches
such as Figures (Sd, e) connection of differing interplanetary lines may (but need not) proceed simul-
taneously in both northern and southern hemispheres since the dayside field lines shown do not lie in the
plane of the figure due to the presence of B . For the case shown in Figure (8e) Maezawa (1976) and
Crooker (1979) suggest the possibility of continuous circulation of open flux tubes within the polar cap.
Maezawa suggests two cells, while Crooker suggests one, whose direction depends on B . In the latter work
this cell coexists with the normal two-cell pattern when B is small but negative, a~d these in general
also coexist for positive B . This type of continuous open flux tube circulation appears to agree with
the observations of Burke ef al. (1979) and McDiarmid et al. (1980) of sunward flow on apparently open flux
tubes, although a full account of the process remains as yet to be given. The remaining possible explana-
tion is in terms of a highly distort.!d two-cell system, which has not yet quite been decisively rejected.
The observational picture, at least, should become clearer when more extensive observations of the iono-
spheric flow under positive IMF B conditions are analysed. In this regard integration of electric field
data to provide the electrostatic potential pattern would be especially useful.
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Figure 1. (a) Sketch of the basic two-cell convection pattern observed under usual conditions, when the
IMF B is not strongly positive. The dashed line is the boundary of open field lines, and the antisunward
convecZtion just equatorward of it maps to the magnetopause boundary layers on closed field lines. The
flow in the vicinityof noon is represented as a narrow 'throat' structure in conformity with the observa-
tions of Heelis et al. (1976), but no attempt has been made to represent the 'Harang discontinuity' on
the nightside (see ±. Heppner, 1977). The coordinates are magnetic latitude and local time.

(b) Sketch of the convection cycle proposed by Dungey (1961) initiated by dayside reconnection
between the Earth's mag:.etic field and a southward-directed interplanetary magnetic field. The numbers
indicate the successive positions of a flux tube in the cyclic flow.
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Figure 2. Sketch of observed magnetospheric asymmetries associated with the IMF B component (a) in low
altitude polar flows (norther hemisphere shown), (b) in the geomagnetic tail, forYB 0. When B , 0
the asymmetries reverse in sense. These asymmetries are: (1) Local time displacements of the 'thyoat'
of flows into the dayside polar cap (?); (2) preferred sense of azimuthal flow in the dayside cusp;
(3) asymmetric polar cap flow speed; (4) dawn-dusk shift of the polar cap boundary; (5) auroral zone flow
speed asymmetry; (6) plasma mantle occurrence frequency asymmetry; (7) B field in the tail.
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Figure 3. Sketches of the effects of the IMF B component on magnetospheric convection on the dayside

and in the tail.

(a) Schematic view of newly opened flux tubes on the dayside, illustrating the field line tension
T which results in oppositely directed azimuthal flows in northern and southern cusp regions. The case
shown is for IMF B > 0 and the flows reverse for IM B < 0. The dashed line represents the open field

line boundary.
(b) Sketch of a cross-section through the geomagnetic tail, showing the IMF flux bundle (for

IMF B > 0 as in (a)) which connects across the magnetopause at the location of the cut. Equal magnetic

flux Xnd potential drops occur between each of the IMF lines drawn, and the magnetopause normal flux

asymmetry and applied electric field asymmetry are then indicated by the uneven distribution of the points

of intersection of the lines with the magnetopause. The asymmetry results from, and is continuous with the

azimuthal flow depicted in (a). The short dashed lines show the same equipotentials within the tail lobes;

these lines also represent projections of equipotential tail lobe field lines and also plasma streamlines,

as indicated by the arrows. The long dashed lines indicate the boundary between the open tail lobes and
the central layer 

of reconnected field lines.
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Fiure 4. Shown here are the streamlines in the northern auroral zone ionosphere obtained by mapping a

uniform sunward flow in the equatorial plane along equipotential closed field lines. In (a) a pure dipole
field has been used, while in (b) a 5 nT uniform B field has been added, and the field lines numerically

integrated. The dashed line shows the mapping of aYcircle at R - 14.93 R( = 750) in the equatorial
plane. In (b) note the dusk-dawn asymmetries in and near the dusk-dawn Merigian and the local time

shifts in and near the noon-midnight meridian. The simultaneous asymmetries are reversed in sense in the
southern hemisphere, and are produced solely by the change in the mapping of the field resulting from the

presence of the B field.
y



4-13

2u 3

z

1 2 3
Figure 5. Sketch of the reconnection model in the presence of an IMF B field (and B , 0) showing the
unequal flux tube tensions on newly opened dayside flux tubes, and the resulting di-pfacement along the
x-axis between the magnetopause intersection points of the two 'ends' of the IMF f.eld line. The dis-
placement requires the existence of a net x-directed flux internal to the magnetosphere, which will result
in sunward-tailward shifts in the polar cap boundary and low altitude flow pattern, and a north-south
displacement in the central current sheet in the geomagnetic tail.
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Figure 6. Sketch of the electric fields and inferred flow pattern in northernhemisphere high latitudes
when IMF B > 1 nT. (a) Electric field pattern observed in a near dawn-dusk pass in the dayside part of
the flow. zPositive values correspond to a dusk-to-dawn electric field direction and sunward flow. Larger
values of antisunward flow are shown on the dawn side of the polar cap, corresonding in the northern
hemisphere to IMF B > 0.

(b) Inferreg flow pattern from polar electric field measurements, transverse magnetic field per-
turbation measurements, and observations of ground magnetic field disturbances for IMF B I nT. The
pattern shown is symmetric about the noon meridian, but asymmetries occur dependent on IAF B as indicated
above. y
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Figure 7. Graph of the maximum transverse field perturbation observed in the region of sunward polar

cap flow versus IMF B for the six published passes where the IMF is known. Solid circles are from

McDiarmid et al. (1986), open circles fromSaflekos and Potemra (1980). A positive correlation is evident.
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Figure 8. Schematic sketches of reconnection between northward directed IMF lines and open and closed tail
lobes. In (a) to (c) connection occurs to both lobes, not simultaneously in (b), while in (d) and (e)
connection of a given IMF line occurs to only one lobe due to IMF B although other IMF lines may similarly
be connecting to the other lobe. The numbers indicate the field lie sequence and the heavy dot the
location of the neutral line. The dashed lines indicate the flow in the vicinity of the latter. Case (a)

is that discussed by Dungey (1963), case (d) by 14cDiarmid et al., (1980) and case (e) by Russell (1972),
Maezawa (1976) and Crooker (1979).
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SESSION DISCUSSION

SESSION I - THE SUN, SOLAR WIND AND MAGNETOSPHERE

Chairman and Editor - Prof. S.H.Gross
Polytechnic Institute of New York
Route 110
Farmingdale, N.Y. 11735, USA

THE SOLAR ULTRAVIOLET SOURCE FOR THE IONOSPHERE AND ITS VARIATION
by H.E.Hinteregger

J.S.Nisbet, US
It would be very useful for many purposes associated with ionospheric modeling to have simple solar indices based
on EUV measurements. It would be desirable, for example, to have an index of the intensities of those lines ionizing
the F region, others for the D and E regions, and one for thermospheric heating. These would be much more satis-
factory than current indices such as R, or F1o.,. Do you think these indices are possible?

Author's Reply
My answer is either yes or no, depending on how we approach the problem. If the preparatory steps of the compu-
tational procedure include (a) all of the known spectral details of all relevant types of absorption and ionization
cross sections in connection with a fully detailed EUV reference spectrum and (b) detailed instructions for the
conversion of the reference spectrum into an equally detailed one for the required modeling date, based on the input
of date-peculiar values of several EUV indices such as those for at least three "classes" described in my COSPAR
1980 paper, then one can provide any desirable "simple solar indices" such as those you mentioned or any desirable
others as well. My conviction is simply to emphasize that this desirable goal of simplicity should be accomplished as
a result of detailed computations, i.e., not via an irretrievable loss of detailed known aspects within the
computations.

J.Forbes, US
Wouldn't the product of absoprtion coefficient times solar flux, integrated over the appropriate wavelength ranges
for the appropriate constituents, form a more physical data base for construction of indices to predict perturbations
in ionospheric and neutral atmosphere densities?

Author's Reply
My answer to ti-ds question is to emphasize that both "simple indices" and any desirable set of "composite indices"
could be produced most reliably as an appendix to detailed standard computations, indeed giving special results from
suitable programs accessing the physically most significant data base available. I have no comment on predictive
capabilities other than expecting progress from first studying variabilities in past observations.

R.Sharp, US
A comment on a possibly related phenomena that may be of interest to this group is that certain satellites are
showing anomalous long term warming trends which have been attributed to be at least partially due to thermal
control surface degradation associated with the unusually high EUV fluxes reported by Dr Hinteregger during this
current solar cycle.

Author's Reply
I cannot offer any specific comments on either long-term warming or surface-degradation. In general terms, let me
just repeat that both the conventional solar activity indices and the EUV irradiance measurement have indeed shown
that the present solar cycle has a maximum much higher than the previous cycle 20.

SOLAR RADIATIONS AND THEIR INTERACTIONS WITH THE TERRESTRIAL ENVIRONMENT
by G.Schmidtke

H.E.Hintereger, US
Dr Schmidtke (Paper No. 2) mentioned calculations of ionospheric response to solar EUV variations published by
Roble and Schmidtke; I believe their use of an invariant model of the neutral atmosphere in connection with



DI-2

otherwise very advanced ionospheric modeling details reflects the great persisting difficulties of a proper treatment
of the very complex intertwinement of neutral atmospheric and ionospheric response to solar EUV variations. This
complexity indeed increases drastically from the upper F 2 region downward, in the F, and E regions in
particular.

Author's Reply
The study by Roble and Schmidtke has been conducted further applying the MSIS atmospheric model I Schmidtke,

Ann. Geophys., t. 35, 141 (1979)]. The conclusions are still the same as derived from the static atmospheric model.
However, it is true the problems involved are of such complex nature, that these studies must be considered as
being at an early stage, yet.

E.R.Schmerling, US
Nature seems to have partly solved the difficult problem discussed by the two last speakers in providing two surpris-
ingly good indices: the sunspot number and the 10.7 cm flux. We now need to make further progress in two

directions:

I. To develop our understanding of the sun; to understand the generation of sunspots and the production of the
10.7 cm emissions.

2. To provide a theoretical framework for the formation of the ionosphere that accounts for:

(a) The solar radiation that controls the neutral atmosphere.

(b) The solar radiation that ionizes the neutrals.

(c) The effects of coupling-in the solar wind.

From such a theoretical framework it should be possible to derive a model with indices better than the sunspot
number or the 10.7 cm flux, based on an understanding of the physical interactions of the sun with the earth's
environment and the variability of the solar emissions.

Author's Reply
It must be recalled that the successful application of those indices to stratospheric modeling was performed by semi-
empirical fitting to a large amount of experimental data from mass spectrometers and incoherent scatter stations.
The application of the models to other periods are not always satisfactory [Schmidtke, Space Research XIX, 193
(1979)]. Because of the complexity involved and of the different physical backgrounds of the indices mentioned
compared to the EUV, I do not see a realistic way to construct the theoretical framework requested.

Supplementary answer by H.E.Hinteregger
Let me just emphasize what I believe to be the most relevant requirement for future "theoretical" model develop-
ments, i.e., to retain all known aspects of all known spectral detail of solar emissions and cross sections, etc., within
the computational structure of any modem theoretical program and to try to obtain the various desirable goals,
such as specific "simplicity" from a given viewpoint, or better theoretical transparency as results of continuing
research in the future.

MAGNETOSPHERIC AND IONOSPHERIC FLOW AND THE INTERPLANETARY
MAGNETIC FIELD

by S.W.H.Cowley

A.Egeland, No
During substorm activity in the dayside cusp aurora both optical and magnetic activity correlate both in time and
magnitude with night-time activity, and probably less closely with the Interplanetary Magnetic Field (IMF). Would
you comment on that? Do you believe that IMF is more important for the dayside cusp during quiet than disturbed
conditions?

Author's Reply
There seems little doubt that some magnetospheric processes, notably substorms, are not related on a one-to-one
basis with IMF conditions, in the sense of an IMF "trigger" for substorms, although negative IMF B. is necessary

to predispose the magnetosphere to substorms. In the dayside cusp we should expect to see responses both to
substorms and more directly to IMF conditions via magnetic connection of cusp field lines into the solar wind. Only
the latter effects were discussed in the paper due to the emphasis on direct solar-wind-ionosphere coupling, but it is
certain that direct response to the IMF and to substorms both occur. I think we still have a lot to learn about the
high-latitude dayside region and the relative importance, the relationship and the interaction between the two
sources of influence which you mention. I don't think we can be definite about these points at the present time.
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J.Forbes, US
What is the response time-constant associated with full shifts of the asymmetric pattern of the polar ionospheric
current system following a change in direction of By, and how small is this compared to the average time between
changes in the sign of By?

Author's Reply
In general the solar wind B, and By field components are governed by the Archimedes spiral direction and the
section structure, so that By can have a preferred sign for many days on end. However, within each sector B can
fluctuate in sign on shorter time scales, such that, for example, within a given sector of positive By one will often
find hourly averaged By fields which are negative. With regard to the magnetospheric-ionospheric response time to
changes in By, I do not think that this is as yet well determined experimentally, but if one considers for example
the response time for changes to occur on newly opened flux tubes in the dayside cusp then the time scale should be
very rapid, corresponding to the time scale for Alfven wave travel between the dayside magnetopause to the
ionosphere, which is minutes. On the other hand, for the asymmetry patterns to develop fully throughout the
magnetosphere one may have to wait for time scales of the order of the convection time scale, which is hours. By is
often constant in sign on such time scales, however.

M.Lockwood, US
Recently published observations from Atmospheric Explorer C indicate that convection flow reversals do not always
occur at the boundary of the open field lines. Can you explain how this arises?

Author's Reply
Antisunward convection occurs on open field lines over the polar cap and on adjacent closed field lines mapping into
the boundary layer. The flow reversals, therefore, actually occur on closed field lines, at least in and near the dawn-
dusk meridian. There seems no reason to suppose that reconnection at the dayside magnetopause and viscous
interaction are mutually exclusive processes, and observations show pretty clearly that both occur. The real
question is the relative importance of these processes, measured in terms of their contribution to the
cross-magnetosphere potential. Information on this is rather hard to come by, but under normal conditions it seems
that they may be roughly comparable in importance, each process contributing a few tens of kV. During disturbed
times the cross-magnetosphere potential may go as high as 200 kV, reconnection then probably being completely
dominant.

J.S.Nisbet, US
Satellite measurements in the cusp show that cusp currents are present at all times although they increase with
increasing Bz . Does this not mean that the basic ionospheric current systems associated with the four cell
convection pattern are always present even though they may only be seen in electric field and magnetometer
measurements I Q(r of the time when they become large'?

Author's Reply
No, I don't think it does. I don't see any evidence to suggest that small high-latitude cells occur in the polar cap
under usual conditions, and that these simply become bigger as B, gets more positive. It is, I suppose, just possible,
but I think it much more likely that the 3 or 5 cell patterns are due to a new process occurring when B, gets rather
positive as I discuss in the paper. I should also mention that the cusp currents are very different in direction for
B, positive (> I nT) and negative. In the latter case the resulting transverse field perturbations are largely east-west
directed depending upon IMF By, consistent with a distorted two-cell pattern. In the former case, they are pre-
dominantly noon-midnight directed, consistent with a 3 or 4 cell pattern.
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MAGNETOSPHERIC INFLUENCES ON THE IONOSPHERE

H. Kohl
Max-Planck-Institut fUr Aeronomie

3411 Katlenburg-Lindau 3. FRG

SUMMARY

The magnetosphere influences the ionosphere mainly at high latitudes where magnetospheric particles,
electric fields and waves have direct access to the Ionosphere along the linking magnetic field lines.
The resulting effects like production of ionisation by penetrating particles, fast convection due to elec-
tric fields, heating by dissipation etc. make the high latitude ionosphere basically different from that at
lower latitudes and certainly much more variable. A number of the problems like the polar cap ionosation,
the formation of the trough, the energy input from Joule heat and others will be discussed.

1. INTRODUCTION

The subject of ionosphere-magnetosphere coupling is a very wide one and here only a few problems can be
discussed, but more aspects of the subject will be presented by several authors in this symposium, e.g.
by Axford, Cowley, Brekke and others.

In general the magnetosphere influences the ionosphere by particles, electric fields and plasma waves origi-
nating in the magnetosphere and propagating downwards. The penetrating particles produce ionisation and
optical emissions, the electric fields make the ionosphere above about 150 kIn to take part in magnetospheric
convection, and they also induce electric current flows in the lower ionosphere. The waves associated with
Pc5 effects are an example of plasma waves of magnetospheric origin that are effective in the ionosphere.All of the three phenomena also deposit energy In the ionosphere or upper atmosphere.

2. PARTICLES

Mainly particles in the energy range below some tens of keV are responsible for producing ionisation. Some-
times harder particles penetrate deeper and cause anomalous D-layer ionisation.

Fig. 1 shows calculated ion/electron production rates for different energies (Banks, Chappell and Nagy,
1974). It can be seen that soft particles produce ionisation higher up than hard particles. This is not
only because particles of lower energy get stuck in the atmosphere after a few ionizing collisions, but
also because the cross section for ionisation is larger for low energ electrons. It can be clearly seen
in Fig. I that at 200 Wm height, for instance, 10 keY electrons are less ionizing than 1 keV electrons. In
general F-layer ionisation is produced by particles around I keV and below, while E layer ionisation needs
electrons of about 10 keV.

It may be noted that the model calculations shown in Fig. I have been performed in a very sophisticated way
including the pitch angle distribution of the incident particles, pitch angle scattering, the contribution
of secondary electrons and so on.

Fig. 2 (Knudsen, Banks, Winningham and Klumpar, 1977) shows an ionisation rate vs. height profile for dif-
ferent regions of the polar ionosphere. Measurements of energetic particle fluxes, which were considered
typical, were used together with calculations like in Fig. 1 to derive such curves. The results show that
particles can produce ionisation rates of the same order as EUV-radiatlon in the auroral oval and in the
cleft, which is the region where the magnetic field lines are connected to the dayside boundary of the
magnetosphere and where magnetosheath plasma has more or less direct access to the magnetosphere and
even to the ionosphere.

It is also possible to do the reverse operation, that is to deduce from observed electron density vs. height
profiles the flux and energy spectrum of incident electrons. One has first to derive the ionisation pro-
duction rate from the measured electron density using assumptions about the loss rate, and then, so to
say, expand the production rate Into a series of functions of the kind shown in Fig. I. The coefficients
of the expansion form the energy spectrum. Of course, this procedure is only possible when sunlight is
absent, because otherwise it can not be distinguished between particles and EUV as causes. A further
restriction is that at greater altitudes diffusion increases and complicates the relation between elec-
tron density and production rate. An example is given in Fig. 3, where the electron density was measured
by the Chatanika Radar in several beam directions. Direction "D" goes right through an auroral arc and
the corresponding energy spectrum has the hardest particles (Vondrak and Baron, 1976).

Sometimes, during proton events for instance, particles in the MeV range penetrate to very low altitudes
and produce anomalous D-layer ionisation. Fig. 4 is an example measured by the Chatanika Radar (Watt, 1975).
The production rate Q was calculated from proton flux measurements by the 197f-089 satellite; the effective
loss coefficient wwas determined as the ratio of production and density.

The energy that is carried by the penetrating particles is finally converted into heat, except a small
fraction that goes into optical missions. The amount of such heat releases is typically of the order of
tens of W/n for the region above 100 km during particle events. This is about the same order as the heat
input from solar radiation.



3. CONVECTION DUE TO ELECTRIC FIELDS

Electric fields map down from the solar wind along open field lines and produce a potential drop across
the polar cap that leads to an antisunward convection of the ionospheric plasma above about 150 km. How-
ever, the electric field can not be kept restricted to the polar cap, but it will spread out to lower lati-
tudes. The formal reason is that curl E - 0; but the mechanism that determines the electric potential dis-
tribution towards lower latitudes is tfie anisotropic conductivity. which together with the condition of
divergence free current flow leads to the well-known two cell convection pattern. For more detailed ex-
planation see Vasyliunas (1975) and for details about the shape of the pattern Cowley (this volume).

It may be noted here, that the extension of the electric field to lower latitudes is limited by the in-
fluence of the ring current. At the inner edge of the ring current east-west gradients in particle density
occur that lead to field-aligned currents. Vasyliunas (1972) has shown that this process is equivalent to
a strong increase in integrated Hall conductivity shielding the electric field from low latitudes. Fig. 5
shows results of a model calculation for the case that the equivalent Hall conductivity is ten times the
real one. It can be seen that at the inner edge of the ring current, which was assumed at several L-values
in the calculation, the north-south electric field drops by more than an order of magnitude.

The velocity of the convection at F-layer heights is about I km/s depending on the degree of disturbance.
This high velocity leads to several consequences that make the behaviour of the high latitude ionosphere
much different from that at medium latitudes. They will be discussed now.

Firstly, an anomalously high loss rate can result from the large difference of speed between the charged
particles and the neutral gas. This is equivalent to an increase of temperature, because for a charge e -
change reaction between an ion and a neutral it is unimportant whether the relative velocity is due to
random the ^ritl motion or bulk motion. Banks, Schunk and Raitt (1974) found that the rate of the reaction
0 + N2 -* NO + N is increased by a factor of 3 for a convection velocity of I km/s and by a factor of
18 for 2 km/s compared to zero velocity and T - 1000 K. It is evident that such strong changes in rate
coefficients can appreciably affect the F-layer electron distribution.

A question that is related to F-layer convection is what causes the ionisation over the polar cap in win-
ter. Fig. 6 shows measurements from ISIS 2 over one orbit from midnight to noon in winter (Whitteker,
Shepherd, Anger, Burrows, Wallis, Klumpar and Walker, 1978). In the lower part the electron density varia-
tion is drawn for several altitude levels and the upper part gives energetic electron fluxes from three
energy channels. At &%78 ° on the noon side there is a pronounced maximum of electron density at all heights.
It corresponds very well with a peak in the electron precipitation in the lowest energy channel. This is in
agreement with the above mentioned result that the F-layer lonisation should be mainly produced by electrons
at about I keV and below. The region of this maximum is the so-called cleft which has been mentioned in
relation to Fig. 2. Above the polar cap the measured electron density is about an order of magnitude lower
than at the cleft, while the soft electron flux is smaller by about two orders of magnitude. Thus, it
seems that the polar cap F layer can not completely be explained as a consequence of precipitation. Al-
ternatively, one has to discuss what the antisunward convection that moves ionisation from the dayside
cleft across the polar cap contributes to the electron density above the cap. Possibly the ionisation ob-
served there is originally produced in the cleft and then spread over the cap. The difficulty with this idea
is that if the convection across the cleft is fast, say I km/s. then all ionisation produced there will be
swept over the a few hundred kilometers wide cleft region within a few hundred seconds into the polar
cap, and one would not expect such a pronounced cleft maximum to develop. On the other hand, a slow con-
vection means that a maximum can build up, but it would take a long time to move the ionisation across the
polar cap and it would decay in between. I do not see an obvious solution of this problem. It must, how-
ever, be remembered that Fig. 6 shows one particular orbit, which allows us to discuss typical problems.
But by no means it represents a standard high latitude F-layer, which is something that hardly ever
exists.

A further problem related to convection is the existence of a region of low F-layer electron density equa-
torwards of the auroral oval, the so-called trough, which is most pronounced on the nightside. Several ex-
planations have been suggested including vibrational excitation of N (Schunk and Banks, 1975' and the
above mentioned anomalously high loss rate due to the relative bulk ielocity between ionisation and neu-
tral air (Banks, Schunk and Raitt, 1974). Here another point shall be discussed. Fig. 7 shows a schematic
convection pattern, on the right hand side seen from an observer rotating with the earth and on the left
hand side seen from an observer from outside. That means, on the left side of the diagram the rotation
velocity of the earth is added. On the evening side of the left hand pattern a stagnation point appears,
which means that the westward convection is cancelled by the eastward rotation of the earth. In the left
hand side of Fig. 8 the same situation is presented close to the stagnation point in a schematic way. The
dots on the flow lines denote the distance over which a plasma volume moves in hourly intervals. It can be
seen that lower latitude flow lines just corotate with the earth, while the high latitude flow joins mag-
netospheric convection. In between there is a region where plasma moves slowly from the dayside into the
nightside, then swings around and slowly flows back. On the innermost flow line on that graph it takes
i1 hours for the plasma to move from the 18h meridian to the stagnation point. The idea is that it is this
long time that makes the electron density decay by recombination and, thus, causes the trough. The right
hand side of Fig. 8 shows the result of a model calculation by Spiro, Heelis and Hanson (1978). The devel-
opment of a sharp trough is clearly seen. Of course, this can only explain the trough formation at the
evening side. Other processes, as mentioned above, may be responsible elsewhere.

4. ELECTRIC CURRENTS CAUSED BY ELECTRIC FIELDS.

The same electric fields that cause the convection of the ionosphere above 150 km produce electric currents
at lower altitudes. This happens because the electrons still have the same convection velocity (E x B)/B1
while the ions as a consequence of increasing collision frequency now move slower and in a different-di-
rection, which means that an electric currents is set up. Such a current will release Joule heat in the
lower ionosphere, but it is only that component of the current parallel to the driving field that contri-
butes to Joule heat, because according to Pointing's theorem the only way to draw energy from an electric
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field is to have a field parallel current.

The amount of Joule heat under disturbed conditions can be easily larger than the solar EUV-input. Fig. 9
shows results from measurements with the Chatanika Radar (Brekke and Rino, 1978). The Joule heat was de-
rived from measurements of the electric field and the ion velocity. The peak energy dissipation is
100 m/m' in the altitude region above 90 km. This is clearly more than the solar EUV input, although the
latter is difficult to compare, because it is also variable and one has to know the spectral range that
is absorbed above 90 km. A reasonable estimate may be 10 or 20 mW/n'. Such high Joule dissipation, how-
ever, occurs only sometimes and in a limited spatial area. Nevertheless, Joule heat is probably of im-
portance for the total energy balance of the upper atmosphere.

This is not only true for the high latitude atmosphere, but is also relevant for lower latitudes, as Joule
heat produced in the auroral atmosphere can be transported equatorwards by gravity waves and wind circula-
tion. These latter phenomena are set up when the energy input leads to a heating and expansion of the upper
atmosphere. A drastic heat release on a short time scale will excite gravity waves, while a more steady
heating will generate a neutral air circulation system. Fig. 10 shows neutral air compositions for several
orbits of ESRO 4 (Jacchia, Slowey and v. Zahn, 1977) during disturbed conditions. It is obvious that an
atmospheric distortion spreads from high latitudes over the whole globe and the wave-like structure is
apparent on the graph.

An interesting approach has been made by Schlegel and St. Maurice (in press), who also used the Chatanika
Radar and measured electron and ion temperatures. Fig. 11 shows their result for an active period. It turns
out that both temperatures are very well correlated with the electric field. However, at an altitude of
137 km the temperature increases are strong in ion temperature but not in electron temperature, while at
112 km the opposite happens. Here Te is dramatically peaking at 1400 K.

The behaviour of the ions is understandable, although temperatures of up to 1700 K at 137 km were not ex-
pected. The maximum of the ion velocity parallel to the E-field should happen to be at about the upper gate
i.e. at 137 km. This is because at altitudes well above this level the ions more or less perform an
E x B/B'-drift perpendicular to E, while at much lower altitudes, e.g. at 112 Iam, collisions are so frequent
That7the ion velocity is small. Thus, it is not surprising that the ion draw much energy from the E-field at
137 kiu, but not at 112 km.

The situation is different for the electrons. They should join the E x B/B' - drift at both altitudes with
a negligible velocity component antiparallel to the electric field.-n irder to explain the discrepancy to
the observations Schlegel and St. Maurice have worked out a theory that involves an additional energy in-
put from the dissipation of plasma instabilities. In my interpretation that would mean that such insta-
bilities finally lead to a velocity component of the electrons antiparallel to the E-field or, in other
words, the electrons can contribute appreciably to Pedersen conductivity. If this is true, then, Joule
heating in the lower E region can be roughly twice as high as has been thought so far.

5. WAVES

Only one example for waves of magnetospheric origin may be mentioned here. STARE (Scandinavien Twin Auroral
Radar Experiment) does Doppler-measurements of instabilities in the auroral E-layer, which are interpreted
in terms of an E x B/B' - drift of the electrons. During Pc5 events a regular behaviour of the spatial velo-
city pattern wa observed. Fourier analysis of both north-south and east-west components of the velocity
was performed in the time domain for each spatial point of the observation grid and the result presented
in graphs like Fig. 12 (Villain, to be published). An interesting polarization pattern is achieved. The
upper left of the figure shows a counterclockwise elliptical polarization, i.e. the velocity vector or the
corresponding E-vector rotates with the period of the pulsation. Then there is a region of linear polari-
sation and finally of clockwise elliptical polarization. This is in agreement with theoretical considera-
tions by Southwood (1974). who derived this kind of polarization behaviour for the time before noon from
a field line resonance model.

6. References

Banks, P.M., Chappell, C.R., and Nagy, A.F., 1974a, A new model for the interaction of auroral electrons
with the atmosphere: spectral degradation, backscatter, optical emission, and ionization, J. Geophys.
Res. 79, 1459-1470.

Banks, P.M., Schunk, R.W. and Raitt, W.J., 1974b, NO and 0+ in the hign latitude F-region, J. Geophys.
Res. Let., 1, 239-241.

Brekke, A. and Rino, C.L., 1978, High-resolution altitude profiles of the auroral zone energy dissipation
due to ionospheric currents, J. Geophys. Res. 83, 2517-2524.

Jacchia, L.G., Slowey, J.W. and v. Zahn, U., 1977, Temperature, density, and composition in the disturbed
thermosphere from ESRO 4 gas analyzer measuremnts, J. Geophys. Res. 82, 684-688.

Knudsen, W.C., Banks, P.M., Winningham, J.D., and Klmimpar, D.M., 1977, Numerical model of the convecting
F2 ionosphere at high latitudes, J. Geophys. Res. 82, 4784-4792,

Schlegel, K., St. Maurice, J.P., Anomalous heating of the polar E region by unstable plasma waves.I. Obser-
vations, J.Geophys. Res., in press.

$chunk, R.W. and Banks, P.M., 1975, Auroral N2 vibrational excitation and the electron density trough,
Geophys. Res. Let., 2, 239-242.

Spiro, R.W., meelis, R.A. and Hannon, W.B., 1978, Ion convection and the formation of the mid.-latitude
F-region, J. Geophys. Res., 83, 4255-4264.



4 6-4

Vasyliunas, V.M., 1972, The interrelationship of magnetospheric processes, in I'cCormac (ed.): Earth's
magnetospheric processes, D. Reidel Publ., 29-38.

Vasyliunas, .M.. 1975, Concepts of magnetospheric convection. in Fornisano (ed.): The magnetosphere of
the Earth and Jupiter, 0. Reidel Publ., 179-188.

Villain, J.P., Characteristics of Pc5 micropulsations as determined with the STARE Experiment, to be
publ i shed.

Vondrak, R.R. and Baron, N.J., 1976, Radar measurements of the latitudinal variation of auroral ioniza-
tion, Radio Scd. 11, 939-946.

Watt, T.M., 1975, Effective recombination coefficient of the polar D-region under conditions of intense
ionizing radiation, Stanford Research Institute, Rep. DNA 3663T.

Whitteker, J.H., Shepherd, G.G., Anger, C.D., Burrows, J.R., Wallis, D.D., Klumpar, D.M. and Walker, J.D.,
1978, The winter polar ionosphere, J. Geophys. Res., 83, 1503.

Lb.

I

[

I

I



6-5

300- 9',2 9

0.42 k*y 400

260

240- Soo0 c'EF1

3220- 0.8 0 2

ftTICLE 004OC1104 RATES ICM 
3
SEC"I

140- Fig. 2 Production rate of ionisation
- at the cleft and midnight auroral oval

10 for typical particle penetration fluxes
00 t- 4 -(after Knudsen et al., 1977).

IONIZATION RATE (Ccu3 SEC'
PER UNIT INCIDENT FLUX (CM-' SEC-')

Fig. 1 Ionisation rate as a function of
altitude for penetrating electrons of
various energies (after Banks et al. , 1974a).

D C a A
10 k,, 10

C

2B

76 A

100 Km 4 - I I

3 I 10 100

Fig. 3 Left: Electron density distribution k~
around an auroral arc measured by the Chata-
nika Radar. Right: Derived electron energy
spectra for four beam directions (A-D) of . ,. . .

the radar (after Vondrak and Baron, 1976).L

Fig. 4 Electron density N measured by the

Latitude Chatanika Radar during a proton event. Pro-

60 62 64 66 689 70 72 duction rate Q derived from particle measure-
102 -1 1 1 IT__ ments of satellite 1971-0Ot9.(after Watt, 1975).

10:

ENS at0

*00

:0.01 1 ~ Fig. 5 Shielding of the north-south electric field
7E Vd' by the ring current for an assumed ratio of effective

~..... / to real Hall conductivity 1*/EH. 10 for different
' positions of the inner edge of the ring current (after

Vasyliunas, 1972).

L- 4 5 6 7 8 910



6-6

0 CEEWY (WV)

ID a'h4INA.LAA. 015

.4sda le.h..AM., ia. -AKAL s

T
'04-1-7

ELCRN EST AT 1400 k

Soo Fig. 6 Electron density variations and
ELECROIOCTSITYCONOUR -~ energetic electron fluxes for an ISIS 2

____ ____________ __ - pass over the polar cap from the noonside
ELECT"0 DENSITY AT LATER PEto the midnightside (after Whitteker et

105 al., 1978).

UT 0520 0525 0550 0535 04

A

Fig. 7 Schematic diagram of two cell magnetospheric convection. A: seen from
an observer rotating with the Earth; B: seen from an observer from outside.

A 8

Fig. 8 Model calculation for the formation of a trough on the eveningside.
Left: Schematic convection model for the eveningslde seen by an observer from
outside. Dots denote intervals of one hour. Right: Result of model calculation
(after Spiro et al., 1978).



6-7

4 116 N.4
Qu Ii..j ~63GW* J., ('0-41 N-..,

so _

[7V0 141ll,

so3 13

value. an hegh inegaed fo

.010

____,____ ___ ,____ Ja ,chi et....19 7)

80

! 
I 0.4

0
O -- . . . .. ..

2 6 0 -,, , ,.,4,. 4 ... .. 4 ..

THAI, U1T -

Fig. 9 Joule heat and electric o- , 41T

current in the E layer, maximum.
value and height integrated, from
measurements of the Chatanika Radar
(after Brekke and Rino, 1978).. "

6 6 g7

1.3,00 .,<. +

Fig. 10 Composition of the atmosphere
along several passes of ESRO 4 (after
Jacchia et al., 1977).

1100

1001

~'I000 
6 44 1 4~4

" '""" . "-' °4°4, ..... ...

Ti

i 30, i, 4no i43o O is3o i5ofl 1ir 7o

600+ L • € 00

TIME UT

Fig. 11 Electron and ion temperatures Fig. 12 STARE measurement of electron driftat 112 km and 137 km altitude together during a Pc5 event. In the upper left the vectorwith the electric field measured by the rotates counterclockwise, in the lower right clock-Chatanika Radar during an active period wise, in between it oscillates linearly (after(after Shlegel and St. Maurice, in press). Villain, to be published).



7-1

IONOSPHERIC DISTURBANCES

OF MAGNETOSPHERIC ORIGIN

H. Poeverlein
Technische Hochschule Darmstadt
D 6100 Darmstadt, Fed.Rep.Germany

E. Neske
Fraunhofer-Institut fUr Physikalische Meftechnik

Heidenhofstr. 8
D 7800 Freiburg, Fed.Rep.Germany

ABSTRACT

Various types of coupling between magnetosphere and ionosphere are distinguished. Some
phenomena occurring in connection with geomagnetic disturbances give a clear evidence of
magnetosphere-ionosphere coupling. The displacement of the midlatitude trough of the
ionosphere to lower L values (lower latitudes) with increased geomagnetic activity,which is
shown on the basis of AEROS-B observations, corresponds to a similar displacement of the
plasmapause. Some of the related observational facts may give a hint at underlying
processes. The large-scale magnetospheric convection is demonstrated by theoretically
derived pictures of streamlines. Though there is general agreement on the explanation of
the plasmapause in terms of these motions, certain characteristic details depend on
various factors. From some crude approximative relationships an expression for the
location of the plasmapause in dependence on KP is obtained. Ionospheric storms require
various processes, involving electrodynamic coupling in the Dositive phase of the storms
and varying composition of the atmosphere in the negative phase.

1. INTRODUCTION

The regular behavior of the ionosphere is determinend by ionization processes, by
mechanisms of decay of ionization, and by some state of worldwide motion. Ionization is
due to solar UV and corpuscular radiation that is preferably incident at high latitudes.
Disturbances of the ionosphere may be caused by solar events that affect the incident
radiations or they may originate from magnetospheric phenomena, which ultimately are also
the result of variable solar influences.

The following section 2 gives a short list of coupling processes linking the ionosphere
with the magnetosphere. Section 3 deals with the midlatitude trough of the ionosphere
and the magnetospheric plasmapause. The trough and the plasmapause offer a clear case of
evidence of a relation between magnetosphere and upper ionosphere (F2 layer). The trough,
on the other hand, is also interesting as separation line between midlatitide and high
latitude ionosphere, both showing quite different characteristics. In section 4 large-
scale magnetospheric motion is discussed with a view at the plasmapause as the boundary
between regions of closed and open magnetic field lines. The boundary is known to shift
with varying K., in other words, with varying solar wind intensity. Ionospheric storms,
i.e. F2-layer btorms accompanying geomagnetic disturbances, are the subject of section 5.
Positive and negative phases of these storms seem to be expressions of quite different
processes.

2. BASIC COUPLING PHENOMENA

The magnetosphere is characterized by the presence of atmospheric plasma and the geo-
magnetic field and by the validity of the laws of magnetohydrodynamics. Since these laws
are still valid in the upper ionosphere, down to roughly 150 km, there is a strong
electromagnetic coupling between ionosphere and magnetosphere. (Some authors even
consider the ionosphere from 150 km up as part of the magnetosphere, despite the typical
ionospheric processes observed there.) In consequence of the coupling the large-scale
motions of the magnetosphere lead in the ionosphere to an electric field, to drift motions,
currents and modifications of the ionosphere (electron density and vertical structure).

Precipitation of particles from the magnetosphere is another source of ionospheric
phenomna. Protons are precipitated at higher latitudes on field lines passing through
the radiation belt of ring current region. Disturbances, e.g. the penetration of protons
in the energy range 1 to 100 keV from the magnetotail into the ring current region with
presence of thermal plasma, may cause instability, perhaps cyclotron instability with a
fall-out of the fast particles.

A variety of magnetospheric phenomena can lead to a deposit of energy in the ionosphere.
Currents and motions in the ionosphere, resulting from electromagne tc coupling, may,for
example,be accompanied by a dissipation of energy in the lossy medium. Particles incident
from the ring current deliver their kinetic energy (at geomagnetic latitudes around and
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beyond 60 0). Waves originating in magnetospheric instabilities, perhaps in connection
with corpuscular events, are another carrier of energy. Deposit of energy means heating
and possible modification of ionospheric chemistry. An elevation of the turbopause with
an increase of the concentration of diatomic molecules at a particular height might
result from the temperature increase. Processes of this type apparently play a role at
middle and high latitudes.

Diffusion of charged particles at a large rate takes place at latitudes beyond the iono-
spheric trough, where field lines extend into the magnetospheric region of low plasma
density, the 'plasma trough' of the magnetosphere. Plasma departing from the polar region
with a fairly high velocity (- 10 km/a) and consisting of light ions with electrons has
been observed and is called the 'polar wind'. At night the ionization decay in the iono-
sphere may entail a diffusion of plasma from higher altitudes into the lower F region.

3.* IONOSPHERIC TROUGH AND PLASMAPAUSE

The midlatitude trough (MLT) is an electron density minimum quite striking in observations
Of the topside ionosphere over a range of geomagnetic latitudes around roughly 600
(NESKE, 1978). At night it is almost always observed and even seen at P2 maximum or below.
In daytime it is present frequently, but not at all local times (see table 1). The
appearance during the day is more cosmmon at higher altitudes ( > 2500 km); a light-ion
trough (LIT) may be seen at lower altitudes.

Remarkable is the displacement of the k4LT to lower geomagnetic latitude with increasing
geomagnetic activity. ML'T and plasmapause are located nearly on the same field line shell,
i.e. at the same value of the KcILWAIN parameter L, varying in the same way with K p. aFig. 1 shows the L values in dependence on K *The dots indicate locations of the MTa
night according to measurements on the satellite AEROS-B in 1974 and 1975(NESKE and KIST,
1974; SPENNER and DUZIBS, 1974) .Empirical approximation. for the position of MLT and
plasmapause based on results of various observation techniques are also represented. The
steeper solid line in Fig. 1 refers to a theoretical approach discussed in the next

Section. The trough is in the average found at slightly lower L than the plasmapause.The
good correspondence seen on a statistical basis is however not evident in the course of
disturbances, which involve some time delay.

Table 1

PLASMAPAUSE / M4IDLAT ITUKE TROUGH OBSERVAT IONS

LOCATION OCCURRENCE PROPERTIES / NOTIONS DEPENDENCE$

0L 5.5 * PERMANENT T E - PEAK 7 LITTLE DIURNAL VARIATIONV
PLASMAPAUSE L-*4 -5 VNO AFTERNOON BULE (MIDAT.) V a..., - (4.47-0.19R,)*0.27 LV

AFTERNOON BULGE (EQUATORIAL) X

DAY Cjo KH: jj5_j DISAPPEARS NEAR 06 LT + REGA.AR TRUI DIFFICULT TO DIUPNAL*

TROUGTH REORSERVARLE NEAR 15 LT-4+ DISTINGUISH4 O ESOal
TOGL.2-6 IT2)* 12 LT :I 48 * LOCATION NORTH _0F SCINTILLA- UNIVERSAL TIME Q

HIGHER WITH HIGHER KPQ DIFFERENCES TO LIT #

L. MDNIGU)~ TE PEAK INDICATES LOCATION LI,-5.64-(0.78* 0.12)V
PLASMAPAUSE L 0L PERMANENT DURING MAGNETIC STORMS Lp -5.7 - 0.47 K

L K>Z R ECOVERY TIMES OF DATS AFTER
L. .PT X T STORMS ZA

RIGHT

>J K 00._ODIHT* D - 03 LI :>90 1* TE - PEAK A] () NO APPERENT ON LONGITUDE I
TROUGH < KL HIGHER DURING WINTER G STEEPER EDGE POLEMARD 0DIURNAL/NO SEASOPNAL*

L * 3_- 6 0 EDUATORWARD MOVEMENT 0.1 1/H C1 UT 0
LOCATION SOUTH OF SCINTILLA- WIDTH DE EASES NITH INCREAS-
TION ROUNDARY() ING EK-
POLEWARD WALL CORRESPONDS TO THE LT .bI-109s 0.22ArV-

DUS MIDATP \A7) E RUATORWARD ELiCTDtON PRECIPITA- LT 5.3 -1.04V;;
PLASMAPAUGE PERMANENdT TION REGION _

DAWNL 3 5 VDUSK NoRBULGE (MIDLAT.? 37
DAWN/ RBULGE (EQUATORIAL) A~ ______________

DUK TROUGH L DAWN < L DUSK 0) *02 DUSK NO BULGE * DEPTH -DUIV> DAN (SOUTHERN

I ~ ~~DAWN SEASON4AL (SUMMR POIRWARD HMSiltZ

*M.AKED ET ALJGR.VGL82,ND A2,1979 I VTULUNAYET AL.JATP.voLS8.1976
FZM.JRCROFT AND J.O.THOPIAS.PLANET.SPACE SCI.VOL18,19

7
0 E.NESKE.SPACEr RESEARCH.VOLVII1,197S

REFERENCES - D.O.MULDREWJGR.VOL?7D.N011,1965 H.TAYLOR ANDW.J.WALSH.JGR.VOL77.NO34,j972

Q YTGLUNAT AND JSAYERS.JATPV0L33.1971 L.N.R1RACE AND fl.F.TH[IS.JGR.V0L79.NO13.1974I
. HRRINTOW ET AL.JGR.VGL83.NO A10,1978 X D.L.CARPEpTEST C.R.PAftKSR[V.EOPMYSRPAC9
L] LH.RRACE ET AL.JGR.V0L79,NO 34,19741 PHYS. VOLUUU,
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The variation of the positions of plasmapause and trough during geomagnetic storms is
shown in Fig.2. A rapid onset of the displacement and a much slower recovery (in
comparison with the recovery of Kp) are apparent. Emptying the plasmapause seems to be
much faster than refilling it. The L value of the plasmapause (Lpp) in Fig. 2 was
determined indirectly from a maximum of the electron temperature In the upper ionosphere.

In Table 1 observations referring to the plasmapause and the ILT are listed. Particularly
interesting is the persistent appearance of a maximum of the electron temperature at the
nighttime MLT. In daytime there is no such coincidence.

The plasmapause is the boundary of thermal plasma in the magnetosphere. Outside, only a
very low density of thermal plasma is observed, but energetic (suprathermal) particles
can accumulate.Presence of both thermal and suprathermal particles at the same location,
perhaps near the plasmapause, is supposed to lead to cyclotron instability with particle
precipitation and supply of wave energy to the ionosphere. The same process has been
known as a possible cause of stable auroral red (SAR) arcs near 400 latitude.

The MLT is by some authors thought of as the transition between the region of ionization
by UV and corpuscular ionization. This seems to be compatible with the idea that the
plasmapause, located at nearly the same L, confines the region that contains suprathermal
particles. The electron temperature maximum may be connected with energy deposit from the
instability near the boundary. A consequent change of the composition of the ionosphere
may offer an alternative explanation of the trough (cf. Section 5). For discussions and
references concerning the present topics see the review articles by CHAPPELL (1975), BANKS
(1975 and 1979) and THORNE (1975).

4. ?AGNETOSPHERIC CONVECTION

The plasmapause ist generally explained as a field line shell separating closed field lines
from field lines that are at least some time during the day open (or widely streched out).
Field lines are supposed to 'move with the plasma'. The motion consists of two parts: a
circulatory convection caused by the solar wind and rotation with the earth. Streamlines
in the equatorial plane (Fig. 3) were developed in accordance with this idea. Fig. 3
(OBAYASHI and NISHIDA,1968) shows the typical picture of the equatorial plane. The
streamlines are at the same time equipotential lines. The dashed line is supposed to be
the plasmapause. Voltages are noted in kV. The figure is not based on strict analytical
derivations.

An analytical or numerical derivation seems to be possible only with severe simplifications.

The laws of stationary magnetohydrodynamics to be used are

Vx =O

or

v x (v x 0) 0.

The ionosphere is considered as the bottom surface of the magnetosphere and is characterized
by its two-dimensional conductivity tensor, which may also be given in a simple fashionl°
A reasonable assumption for the surface current density in the ionosphere is

V. I = 0.

In place of a boundary condition at the magnetopause it is common to assume a homogeneous
electric field in the polar cap of the ionosphere corresponding to a 'polar cap voltage'.

Equipotential lines calculated in this way by various authors are represented in Figs.4 - 7
(see the references in the captions). The equipotential lines are again streamlines. It
has to be noticed that Fig. 4 shows convective motion only, as seen from the rotating
earth. In Figs. 5 - 7 the rotation is included. Fig. 4 shows motions in the ionosphere
from 500 geomagnetic latitude up. Fig. 5 represents equipotential lines in the equatorial
plane for a motion model similar to that of Fig. 4a, though in some respect refined. In
these figures a dipole magnetic field was for simplification assumed. Figs. 6 and 7,
referring to the equatorial plane were obtained with a more realistic magnetic field, in
particular paying regard to the magnetotail. Empty spaces in these two figures are due to
a failure of the computational method in certain regions.

The ionospheric conductivities (HALL and PEDERSEN conductivity) used in Fig. 4a varied
smoothly with location, whereas in Fig. 4b enhanced conductivities in the auroral zone
were assumed. This led to an increase of the electric field in the auroral zone and a
decrease at lower latitudes. The electric field at lower latitudes (L < 4)can be even
more reduced by various effects. Thuring current can cause a reduction (VASYLIUNAS, 1972)
and certain boundary conditions may act in the same sense (cf. next paragraph). As a
consequence there should be nearly no influence of the magnetospheric convection at lower
latitudes CL < 4). The effect of field reduction, however, depends on the time constant
of the state of motion. Dynamic (or other) processes seem to prevent the reduction for
time constants 1 hr. This means that disturbances of such a duration (e.g. substorm

lusually without regard to the diurnal variation.
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phenomena, ionospheric storms, and magnetic DP2 disturbances) may well penetrate to the
lower latitude ionosphere.

Table I presents two examples of convective velocities as function of L, again calculated
with extreme simplifications, but not based on a homogeneous field in the polar cap
(POEVERLEIN, unpublished). Velocities at the boundary were prescribed instead. The
relative velocities in the ionosphere (L w 1) are found to depend decisively on boundary
conditions. Short time constants seem also in the present model to support penetration
to low L [case a) of table 21. The limiting time constant depends on coupling between
plasma and neutral gas in the ionosphere, thus increasing at night.

Table 2

Calculated convection velocities
in the equatorial plane

Two examples

Maximum Maximum

radial velocity azimuthal velocity
(outward) (eastward)

L I I
relative position relative I position
value value II i

a) 10 1 0°  0 1 -

4 1.79.10_1 I 10 4110.10I 1.°4 38 1 1 01

1.80.10 21.3 1.54"102 190.1°
I I

b) 10 1 I 166 I.4.0 21.8 °

4 7.14.10-2 102.10 7.89.10 -2 I 17.704 o
0 1.39-10 -  o0

The motion models calculated by LANDSCHULZ (Figs. 6 and 7)indicate a significant change
with increasing polar cap voltage, i.e. with increasing K . For higher Kp a separate flow
loop appears. This may with additional processes (LEMAIRE, 1974; LANDSCHULZ, 1976) be the
reason for detached plasma islands outside the plasmasphere - though an alternative
explanation of the islands by plasma removal is found in the literature.

Pictures of streamlines in the equatorial plane for various polar cap voltages should
indicate how the position of the plasmapause varies with the polar cap voltage.
Identification of the last closed streamline with the plasmapause in pictures for four
values of the polar cap voltage (2V ) that LANDSCHULZ represents lead to Fig. 8. The L
values were chosen for midday and Omidnight and are certainly very inaccurate since the
last closed streamline is not well defined and no attention was paid to the pecularities
of the streamline pictures. At the right side of Fig. 8 an appropriate Kp scale is
introduced. A voltage of approximately 28 kV is seen to correspond to the quiet state
(Kp - O).

In acme theoretical pictures of equatorial streamlines there appears a stagnation point
of the flow on the last closed streamline. The L value of this stagnation point may be
used to denote the position of the plasmapause and to derive an approximative expression
for its dependence on Kp. Perfect symmetry may be assumed in a crude approximation.

At the stagnation point the convective velocity v equals the rotary velocity:

v - RELw

with the earth's angular velocity w. The solar wind velocity has been found to be roughly
proportional to Kp+5 (VASYLIUNAS, 1968). If a certain fraction of the corresponding
electric field enters the magnetosphere it generates a velocity near the magnetopause
that is

E

NP
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or, leaving the numerical factor open,

v (Kp+5)

with the magnetopause situated at LMP. Numerical examples such as case b) in table I
suggest

v MP(LEMP)

as a crude approximation. The given relationships with elimination Of v P and v and
adjustment of the numerical factor yield

L2  135

p
This approximation of the plasmapause position is represented in Fig. 1 (cf. the related
treatment by VASYLIUNAS, 1968).

5. IONOSPHERIC STORMS

Ionospheric storms (F2-region storms) occur in connection with geomagnetic storms. In
general two phases of the ionospheric storm are observed: an initial increase of N F2
for a few hours, called the positive phase, and a decrease for two or more days, te
negative phase. Individual storms, however, can be quite varied. The appearance depends
to some extent on geomagnetic latitude, season, and local time. At fairly low latitudes
there is only a positive phase. The negative phase is stronger in summer than in winter.
The total electron content also shows some variation, increase and decrease. The two
phases are not coincident with the initial and main phases of the geomagnetic storm.
The transition in the two types of disturbances does not seem to be of the same origin.
For material and references on ionospheric storms refer to a recent review paper by
PR LSS (1980).

There is no doubt that an ionospheric storm is a complex phenomenon, built up of several
processes. A geomagnetic storm is initiated by a compression of the magnetosphere.
Descending motion of the ionospheric plasma is to be expected from the extension of the
disturbance E-field into the ionosphere, i.e. electrodynamic or electromagnetic coupling.
An ensuing compression of the ionosphere would primarily mean an increace of the electron
concentration.A descent of plasma all around the earth is however unlikely. It would be
accompanied by an unrealistically strong increase of the magnetic field strength - if
field lines 'move with the plasma'. There may be a descent (or compression) on the day
side in conjunction with an ascent on the night side. An ascent of F2-layer plasma at
night means a reduction of the ion loss rate, again with the consequence of an increase
of the electron concentration. Height displacements of 100 km or more may well be
possible. The calculated relative velocities of case a) in table 2, the case referring to
short-time events, indicate a displacement of 100 km for a shift of the magnetopause at
10 RE by nearly 1 RE.

The long-lasting negative phase of ionospheric storms can be ascribed to an increased
loss rate, which is expected from a deposit of energy in the ionosphere. The energy supply
presumably is at least partly due to particle events in the magnetosphere. Particles
incident from the magnetotail or from the cleft may enter the ring current region or
penetrate through the plasmapause. The question to which extent the energy deposited in
the ionosphere comes from Joule heating and from deceleration of particles still requires
further investigation.

For the process by which the deposited energy affects the loss rate there are again various
possibilities. Increased temperature enhances the rate of the reaction between 0+ and N2
with subsequent recombination. An excitation of N2 molecules acts in the same sense. The
decisive process, however, seems to be an increase of the N2 concentration due to the
energy deposit that may contribute to turbulent mixing. An increase of the N2 concentration
and a decrease of the 0 concentration support the loss of ions. Very good examples of
parallel variations of the maximum electron concentration and the O/N2 density ratio in
negative storm phases are shown by PROLSS (1980). It might be emphasized that the second
phase of the storm has a complex nature. Transport phenomena and large scale circulation
are essential for it.

The variations of the 0/N2 density ratio are limited to middle and high latitudes. In
stronger storms the low latitude limit, though, is shifted equatorward. No O/N2 variations
are observed in connection with positive storm effects.This may characterize them as the
result of a displacement of ionospheric plasma.
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Location of the nighttime midlatitude electron density
trough in dependence on Kp, (Neske 1978).

The dots represent values observed in the altitude range
250 - 750 km around 04.30 local time.

The lines correspond to empirical and theoretical ex-
pressions for the trough (LT) and the plasmapause (Lpp).

Fig. 1
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Model of equipotential lines
80 in the equatorial plane

(Obayashi and Nishida 19681
Potentials are given in kV.
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ABSTRACT

It has recently been discovered that an important form of coupling between the magnetosphere and the
ionosphere occurs through acceleration mechanisms operative in the high altitude ionosphere on magnetic
field lines connecting to the auroral zone. Energetic ion mass spectrometer data from within these
auroral acceleration regions are presented to illustrate the characteristics of the mechanisms. Observa-
tions of ionospheric plasmas in the ring current, the distant plasma sheet, and the magnetotail lobes are
shown illustrating the extent of their circulation and the importance of their contribution to the plasma
in each regime. Finally the precipitating plasmas in the auroral region and the extent and peculiar ef-
fects of the 0

+ 
component of that precipitation on the ionosphere are illustrated.

1. INTRODUCTION

Until recently research in ionospheric physics and magnetospheric physics have proceeded relatively inde-
pendently, although it has of course long been recognized that the magnetosphere provides major energy

inputs to the ionosphere, particularly in the high latitude regions of auroral particle precipitation and
the joule heating driven by the magnetospheric electric fields. Newly discovered coupling mechanisms
between the two regimes have emphasized that they in fact form a mutually interactive system and that
neither regime can be understood without an understanding of the other. The most dramatic new evidence
of this coupling is found in the high altitude auroral ionosphere and will be described in this report.
Other processes act in other regions. A historical review and detailed discussion of the state of our
current understanding in this area is contained in the NASA report entitled "Dynamics Explorer" (Hoffman,

1978) which describes the next major thrust in research in this field. This will be a dedicated mission
to specifically investigate the interactive nature of the magnetosphere-ionosphere system with two simul-
taneous satellites making coordinated observations.

This paper will briefly describe some of the characteristics of the recently discovered ionospheric ac-
celeration mechanisms. We will then show how the circulation of the energized ionospheric ions through-
out the magnetosphere can be traced through the use of a newly developed class of plasma J:agnostic in-
struments known as energetic ion mass spectrometers (Balsiger et al., 1976: Shelley et al., 19-8. We
will then show how the energized ionospheric ions, particularly the 0

+ 
ions, precipitate bark ,nto the

ionosphere and affect it in ways that are not expected on the basis of pure proton preclp:t.ati n.

2. AURORAL ACCELERATION REGION

The S3-3 satellite was launched in the summer of 1976 into a polar orbit with an op V e
This was the first scientifically instrumented satellite to explore this region an t .1 t:s ,ereA a nim-
ber of phenomena that affect our basic understanding of plasma physics as well as :ocat *n.e '. stree ?f

the much-sought-after auroral electron acceleration mechanism (Shelley et a., 14",; M :,- et a.. ]''

Torbert and Moze, 1978; Mizera and Feniel, 1977).

Quasistatic electric potential drops of the order of 10 kV were found to be a commonly occurring phenome-
non in this plasma regime (Croley et al., 1978; Sharp et al., 1979; Cladis and Sharp, 1 "Q). These po-
tentials act to violate the frozen-in field condition which has been extensively employed to analyze the
dynamics of the hot magnetospheric plasma and othe- r1tqma physics processes ranging from fusion reactors
to astrophysical systems (Falthammar et al., 1978). The potentials preferentially occur in such a direc-
tion that they energize precipitating auroral electrons and accelerate ambient ionospheric ions and in-
ject them in large quantities into the magnetosphere (Shelley et al., 1976; Ghielmetti et al.. 1978a,

1979). This injection represents a direct form of ionospheric- magnetospheric coupling that profoundly
affects the plasma dynamics of the entire magnetosphere, so we shall examir, the process here in some
detail.

Figure I from Shelley et al. (1976) shows data from the Lockheed experiment on the S3-3 satellite on 13
July 1976 in one of the acceleration regions. The top panel shows the pitch angle of the instrument view
direction. The two center panels show the response of an energetic ion mass spectrometer to C and H
ions respectively. The energy per charge of the measured ions is indicated. One sees sharply peaked
pitch angle distributions corresponding to ions streaming up hhe feld lines from he ionosphere. The
flux intensely corespnding to the peik response is 0.3 x 10 (cm see ster keV) for the 1.28 keV 0

ions and 0.7 x 10 (cm see ster keV) for the .94 keV H ions. The lowest panel shows electron fluxes
In the energy range from 0.37 to 1.28 keV. One sees that the electron loss cones are substantially
widened and deepened in the region of the upflowlng ions relative to the adjacent regions. This is the
signature of a quasistatic electric field parallel to the magnetic field along the electron's trajectory
between the satellite and the atmosphere (Sharp et al., 1979). Such signatures are a common feature in
the $3-3 satellite data. They are generally found in association with broad regions of upflowing ions.
low frequency wave turbulence and field aligned currents (Mozer et al.. 1980). A mass-per-unit-charge
spectrum measured at 1.28 keV/e for the upflowing ions at about 0715:47 UT is shown in Figure 2. One
sees that the entire flow consists of O and H+ ions with no significant He or He+ present. This is

typical of most of the upflowing ion events although occasionally a measureable he+ component is encoun-
tered.



An example of a second class of ionospheric acceleration mechanism not specifically associated with qua-
sistatic parallel electric fields is shown in Figure 3 (Sharp et al., 1977a). The upflowing ions in this
event result from a process acting primarily transversely to the magnetic field. The pancake-like dis-
tributions resulting from such a transverse acceleration fold inwards as the particles move upward adia-
batically in the diverging geomagnetic field resulting in the observed maxima at -1300 pitch angle. This
is often referred to as a "conical" pitch angle distribution. This class of phenomena has also been ob-
served at lower altitudes from the ISIS satellites (Klumpar, 1979) and from a rocket experiment (Whalen
et al., 1978) in association with intense electron precipitation events.

For ease in discussion we will refer to the upflowing ion events without a detectable minimum along B in
their pitch angle distribution as "beams" to distinguish them from the "conics". However, as discussed
by Ghielmetti et al. (1978a) and Gorney et al. (1980) the ability to detect such a minimum depends
strongly on the specific experimental parameters. Both types of distributions are consistent with com-
bined parallel and perpendicular acceleration processes, although they exhibit considerable differences
in their morphologies (Gorney et al., 1980).

During quiet times (Kp ! 3) the conics are observed with constant frequency in altitude above -1000 km
consistent with their being energized at approximately that altitude. Their local time distribution max-
imizes on the dayside and may be associated with the low altitude extension of the polar cusp (Gorney et
al.. 1980). Beams on the other hand are observed primarily above 5000 km in the pre-midnight sector
(Ghielmetti et al., 1978a; Gorney et al., 1980). In more active times (Kp 3) conics also appear to be
generated in this high altitude evening sector (Gorney et al., 1980).

The ion beams are often found in association with broad inverted-V shaped potential structures such as
the one illustrated in Figure 4. In this event the magnitude of the quasistatic parallel electric field
both above and below the satellite has been determined from an analysis of the electron distributions
(Cladis and Sharp, 1979). The circles and triangles denote the potential difference below the satellite
determined independently from the loss cone widths and depths respectively. The squares denote the total
potential difference which includes the potential difference above the satellite.

It is of interest to compare the magnitude of the potential difference below the satellite with the
energy spectrum of the upflowing ions in order to determine the importance of the electrostatic contri-
bution to their energization. In this example, the upflowing ions were almost entirely protons. The ion
energy spectra measured on satellite spins 2, 3, and 4 (which were identified on Figure 4) are shown in
Figure 5. Data from both the Lockheed ion mass spectrometer and the Aerospace Corporation electrostatic
anlayzer on S3-3 are shown. The mass spectrometer provides only a three point energy spectrum on each
spin (-18 seconds). The electrostatic analyzer provides more spectral points and, since in this example
the flux is dominantly of one species, there is no ambiguity introduced by the lack of mass discrimina-
tion. The Aerospace analyzer is mounted on the spinning spacecraft such that it samples the upflowing
ions about 5 seconds before the Lockheed ion measurements and the times at which the potentials were de-
rived from the electron distributions. The more complete spectrum determined by the electrostatic ana-
lyzer exhibit peak fluxes at energies roughly comparable to the potential below the satellite determined
from Figure 4 at the appropriate times, i.e. at points on the abscissa about one-fourth of a spin period
prior to the numbered spins. The fewer Lockheed points are consistent with the peaks being at somewhat
higher energies *n spins 2 and 3 and at lower energy on spin 4, as would be expected from Figure 4. The
data suggest t _ electrostatic acceleration was the dominant mechanism in this instance. However, it
should be noted that the energy spectrums are broader than would be expected for a pure electrostatic ac-
celeration and imply that some additional energy transfer process is taking place.

Collin et al. (1980) have made intercomprisons of the 04 and H
+ 
constituents of the upflowing ion events.

This study was conducted in the evening local time sector, during primarily quiet times, for events with
ion energies greater than 500 eV. Under these conditions Gorney et al. (1980) report that almost all the
events are beams rather than conics. For the Collin et al. study a few wide conics (pitch angle distri-
butions 1 500 FWHM) were deleted from the sample base in order to focus on a single phenomenon.

A comparison of the average energies of the upflowing 0 and H ions observed during the same events is
shown in Figure 6. The oxygen ions are seen to be systematically more energetic than the protons. The
ratio of average energies for the data set shown was 1.7. An examination of the pitch angle distribu-
tions of the two species shows that the 0

+ 
ions also had significantly wider beam widths than the H

+
. A

histogram of the occurrence probability versus the half width (at half maximum) of the beams is shown in
Figure 7.

These data (Figures 6 and 7) allow us to make an estimate of the relative importance of the transverse
and parallel contributions to the energization of the observed ions. From the results of Ghielmetti et
al. (1978a) and Gorney et al. (1980) we know that essentially all the energy in the upflowing beams is
acquired above -5000 km. If the ions derived as much as 50% of their energy from a purely transverse ac-
celeration. then their pitch angles in the altitude range of this study (6000 to 8000 km) would be
greater than 39 to 300 respectively. From Figure 7, therefore, we can infer that the bulk of the proton
energy was derived electrostatically in agreement with the inference from Figure 5. Since the electro-
static process is mass independent, the added 0

+ 
energy shown in Figure 6 could have resulted from their

having entered the parallel field region at a lower altitude or from some dditional mass dependent mech-
anism. In the former case the 0 ions would be expected to have narrower cone widths and to be acceler-
ated to detectable energies (> 500 eV) at a lower altitude than the H 

. 
As we see in Figure 7 the 0

beams are in fact wider than the H beams, and Ghielmetti (1978b) has reported that the relative fre-
quency of occurrence of 0 and H was not significantly dependent on altitude. We can infer therefore
that the additional energy of the 0 beams relative to the H beams derives from some mass dependent
transverse acceleration mechanism. Candidate mechanisms have been proposed by Lysak et al. (1980) in-
volving resonant wave-particle interactions and by Lennartsson (1980) involving fluctuating or small
scale transverse electric fields.



To summarize this section we conclude that the magnetosphere-ionosphere coupling in the auroral accelera-
tion region proceeds through at least two mechanisms; one energizing the ions transverse to the magnetic
field and one parallel. The parallel mechanism can be attributed to electrostatic acceleration. For the
ion beams we conclude that the parallel mechanism is primarily responsible for the proton energization
and the transverse mechanism preferentially acts on the 0+ ions and provides, on the average, about half
of their energy.

,3. -U'ZIRCULATION

The circulation of the energized ionospheric ions resulting from the above described acceleration mechan-
isms is best studied with the data from the International Sun-Earth Explorer (ISEE). This satellite has
a near equatorial orbit with a high apogee (23 R ) and penetrates all of the diverse magnetospheric plas-
ma regimes. Its energetic ion mass spectrometer (Shelley et al., 1978) allows us to utilize the 0

+ 
com-

ponent of the upflowing ion streams as a tracer of the ionospheric ions since this species does not ori-
ginate to a significant extent from any other source.

An illustration of the extent of the energetic 0
+ 
contribution to the hot plasmas of the inner magneto-

sphere during active times is shown in Figure 8. This is one result of a synoptic study including all of
the principal magnetic storms that occurred during approximately the first year of the ISEE experiment
(Lennartsson et al., 1980). The measurements covered the energy per charge range from 0.1 to 17 keV/e
and pitch angles in the interval 900 + 450

. 
Data near the peak of DST or in the early recovery phase of

10 magnetic storms were utilized covering the full range of local time. Each sample represents the aver-
age of the data over a radial distance of -1 RE.

Thp histograms represent the fraction of the measured number density in the form of 0
+
. The remaining

density was primarily H
+
. He

+ 
and He

++ 
were typically less than a few percent. The effects of the back-

ground on the density have been treated in two extreme manners represented by the solid and dashed histo-
grams. The most probable frequency of occurrence is expected to lie in between the two. We see that
there is a wide range of 0

+ 
compositions extending to well over 50% of the total density. When we con-

sider that some fraction of the H+ also represents plasma of ionospheric origin we see that the coupling
to the ionospere is a major determinant of the plasma dynamics of the inner magnetosphere during magnetic
storms.

Moving from the inner magnetosphere to the distant magnetotail we show as an example in Figure 9 the ISEE
data during a 90 minute interval on 2 March 1978 (Peterson et al., 1980). The satellite was in the plas-
ma sheet at a geocentric radial distance of 19 RE at 03 hours local time. Kp was 3

+
. The plasma sheet

is generally characterized by a high temperature plasma (kT tyially of the order of a few keV) under-
going strong flow (bulk velocitiel typically of the order of 10 km/sec). Number densities are typically
in the range of a few tenths (cm ) (Akasofu et al., 1973). The data in Figure 9 have been averaged over
four angular ranges centered on the directions indicated in the insert. (The spacecraft spins with the
instrument's view direction approximately in the equatorial plane). "Earth" represents earthward flowing
plasma, etc. The He

++ 
data and the 0 data above 2 keV/e (represented by dots) did not have sufficient

statistical precision to subdivide into quadrants and have been averaged over 3600.

One sees in Figure 9 that H
+ 

is the dominant constituent in terms of number flux; the 0
+ 

however forms
46% of the number density in the energy range below 17 keV. He

++  
is a useful tracer of plasma of solar

wind origin as 0
+ 

is for plasma of ionospheric origin (Balsiger et al., 1980). The presence of both the
He" and 0+ suggests that some fraction of the H+ in this example is of solar, and some of ionospheric
origin.

The large 0 density indicates that independent of the origin of the H 
, 

the distant plasma sheet is at
times significantly populated by ions of ionospheric origin. No statistical studies of the plasma sheet
composition have yet been completed so we do not have a quantitative measure of how often the 0+ contri-
bution is as high as it was during this period. Preliminary indications are that it is not a frequent
occurrence. The H component typically dominates both the flux and density in this energy range in the
distant plasma sheet.

This generalization is not true however for the magnetotail lobes. In this regime the plasma is typi-
cally in the form of streams with low temperatures (kT of the order of 10 eV), and low densities (of the
order of 10

- 
cm-

3
) (Sharp et al., 1980). This is a dramatically different population than that of the

plasma sheet.

Figure 10 shows the result of a statistical study of approximately 70 hours of data when ISEE was in the
central magnetotail lobes during the Spring of 1978. Each "case" in the histogram represents the obser-
vation of an ion stream of the indicated species with properties similar to those noted above. The mea-
surements pertain only to the energy range above 100 eV. The peak flux intensity in the bulk flow direc-
tion (approximately tailward) is Indicated on the abscissa. The frequency of occurrence of such streams
during the period of the study was 10.7 + 1.4% for the H ions and 16.6 + 1.7% for the 0 ions. Thus the
0
+ 

streams were more frequently occurring than the H streams and, as we see in Figure 10, they had on
the average a somewhat higher flux intensity. A detailed analysis of the properties of these central
tail lobe streams (Sharp et al., 1980) suggests that they are a different population than the magnetotail
boundary layer plasmas which are primarily of solar origin, and that both the 0

+ 
and H

+ 
constituents are

probably ionospheric, originating from acceleration mechanisms similar to those discussed above, which
operate to produce the polar cap auroral arcs (Burch et al., 1979).

4. PRECIPITATION

The ISEE results have demonstrated the ubiquitous nature of the ionospheric plasma throughout the mag-
netosphere. As a consequence of the large 0 content in the trapped plasma population, particularly
during magnetic storms, there is also a large 0 content to the precipitating plasma and this leads to
some interesting consequences for the high latitude ionosphere where this energy source is significant.
Figure 11 shows the result of a study of the precipitating Ion fluxes in the energy-per-charge range from



0.7 to 12 keV/e during the magnetic storms of 16-17 December 1971 at ~0300 hours local time (Johnson et
al.,* 1975). We see that the 0 ions provide the dominant portion of the precipitating energy flux in
this energx range over a substantial latitudinal interval. In contrast to precipitating energetic pro-
tons the 0 ions lose their energy primarily through momentum transfer collisions with the ambient oxygen
atoms (Torr et al., 1974). They deposit this energy at F region altitudes in the form of heating. The
measured 0* precipitation rates during major storms are such that the energy deposi ld by them in the F
region is comparable to the solar energy input (Torr and Torr, 1979). Because this energy is deposited
at a higher altitude than would be expected for precipitating protons, some "anomalous" storm time pheno-
mena in the F region may now be understood.

Figure 12 taken from Maier et al. (1975) shows plasma and airglow parameters as measured from ISIS-2 on
18 December 1971 during the same magnetic storm as discussed above. The measurements were made in the
region of a SAR arc which is evident as the 700 R peak in the 6300 R intensity at L = 3.1. Note the high
ion temperatures (over 6000 K) associated with the arc. These are "anomalous" in the sense that they are
not expected from the thermal electron conductance model of the SAR arc without some independent mechan-
ism for heating the ions (Rees and Roble, 1975).

Observations over this same SAR arc were made with an energetic ion mass spectrometer on the 1971-89A
satellite approximately 3 hours later in local time and 4 hours later in universal time (Sharp et al.,
1977b). The precipitating particle fluxes were very low, as expected from spectral purity considera-
tions. That is, the lack of 5577 R emission in SAR arcs typically establishes an upper limit on the
energetic electron and proton precipitation. Precipitating ion fluxes did exist however as predicted by
the currently accepted model for the formation of the arc (Cornwall et al., 1971) which involves pitch
angle diffusion of equatorially trapped energetic ions into the loss cone. The 1971-89A measurements in-
dicated that 0+ was the dominant constituent of this precipitation. The peak response _as obsered in
the 8.6 keV energy channel and the estimated precipitating 0+ energy flux was about 10- ergs/cm sec.
The detailed modeling necessary to establish whether this flux is quantitatively consistent with the ob-
served enhanced ion temperatures has not been carried out. Rees and Roble (1975) have however modeled a
SAR arc assuming an ad hoe topside ion heat flow into the region of the arc and find that ion tempera-
tures comparable to those found here can be obtained with an energy input of about an order of magnitude
less than was provided by the 0+ in this case. We therefore suggest that the ion temperature peak in
Figure 12 represents the first direct observation of the effects of precipitating 0

+ 
ions on the high

altitude ionosphere.

5. SUMMARY AND CONCLUSIONS

We have shown that a direct and important coupling between the ionosphere and the magnetosphre occurs
through at least two acceleration mechanisms operative on magnetic field lines connecting to the auroral
zone. One mechanism electrostatically accelerates and precipitates both thermal and plasma sheet elec-
trons, causing auroral arcs and inverted-V precipitation regions. It simultaneously accelerates thermal
ions from the ionosphere and injects them upward into the magnetosphere.

Another class of phenomena primarily acts to energize the transverse component of the ion energy and also
acts preferentially on the 0

+ 
constituent of the ionospheric plasma. The subsequent adiabatic motion of

the transversely accelerated ions along the diverging magnetic field lines transports them upward into
the magnetosphere. In some, perhaps all, of the Ionospheric acceleration regions both mechanisms appear
to be acting simultaneously.

The principal ion species accelerated from the ionosphere are H+ and O and the 0+ ions form a convenient
tracer of these processes since they do not originate to any significant extent from the other principal
source for the magnetosphere plasma; the solar wind. The energized 0

+ 
ions are found throughout the mag-

netosphere including the distant magnetotall where they form the principal component of the central tail
lobe plasma streams and a lesser but still significant component of the distant plasma sheet. These
plasmas convect inward and mix with the directly injected ionospheric plasma forming the ring current,
which is often dominated by plasmas of ionospheric origin in the energy range observable with the present
generation of instruments (E/Q < 32 keY/e).

The precipitation of the ring current oxygen ions causes an anomalously high rate of heating in the upper
ionosphere since they stop at higher altitudes than do protons of comparable energies, and deposit their
energy in a region of low heat capacity. Thus the 0

+ 
circulation pattern both begins and ends in newly

recognized ionospheric disturbance phenomena, and in its course involves all of the diverse magneto-
spheric plasma regimes.
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ABSTRACT

Results of an ionospheric model program are presented which demonstrate the extreme variability of the
steady state, daytime, ionospheric F-region electron density and ion composition due to both neutral
atmospheric changes with solar cycle, season and magnetic activity, and to the effects of ionospheric

drifts caused by perpendicular electric fields. Consideration is given to the time history of the
ionospheric plasma as it undergoes convective motion due to the combined effects of co-rotation forces and
electromagnetic forces, which results from the mapping of the magnetospheric cross-tail electric field to
the rotating ionosphere. A simple model of the convection pattern is described. The model calculates the
net effect of the tendency for the plasma to co-rotate about the geographic pole and the E x B velocity

induced by a perpendicular electric field mapped to a circle centered about a point 50 anti-sunward of the
geomagnetic pole and oriented such that the equipotentials are parallel to the noon-midnight meridian.
This convection pattern shows the generally accepted features of high latitude convection, but because of
the offset between the geographic and geomagnetic poles a marked universal time dependence in these

features is predicted. The results of a comparison of the convection model with ground-based incoherent
scatter radar measurements from Chatanika and Millstone Hill are shown to be in good general agreement. In

addition, differences in the convection pattern between the northern and southern polar ionospheres are
shown to be important, particularly in the case of asymmetric magnetospheric electric fields. Finally,
maps are shown of the modelled ionospheric composition and density for a convecting polar ionosphere
demonstrating the formation of commonly observed features such as the mid-latitude trough and the polar
hole, and their dependence on universal time.

1. INTRODUCTION

The characteristics of the ionized region extending outwards from the Earth starting at an altitude of
about 60 km differ considerably at high latitudes compared to low and mid latitudes. All three regions are
generally called the ionosphere, but some workers regard the high latitude ionosphere as the earthward
boundary of the magnetosphere. The difference between the low, mid, and high latitude regions is related
to the dynamical processes acting within these regions, which are determined by the plasma, electric field,
and magnetic field environments that surround these regions. These environments comprise the Earth's
magnetosphere, which is shown schematically in Figure 1. The ionosphere at low and mid latitudes is
contained in the region labeled the plasrisphere, a torus-shaped volume that surrounds the Earth and
contains a relatively cool, high density plasma. The domin-it processes affecting the plasma in the
plasmasphere are photochemical reactions and ambipolar diffusion. The main source of ionization and

heating in this region is related to solar ELV radiation. The plasma in the plasmasphere corotates with
the Earth, but it can also flow along geomagnetic field lines from one hemisphere to the other. In the
equatorial plane, the plasinasphere has a radial extent of about 4 RE , and its boundary, called the

plasmapause, is marked by a large decrease in electron density as you leave the plasmasphere. The
plasmapause is essentially the boundary between plasma that corotates with the Earth and plasma that

doesn't.

At high latitudes photochemical processes and ambipolar diffusion operate just as they do at low and
mid latitudes. However, additional procerses are also important in this region, such as production and

heating of ionospheric plasma due to energetic particle precipitation from the plasma sheet and polar
cusps, the escape of plasma from the topside ionosphere along 'open' geomagnetic field lines (the polar
wind), and the disruption of corotation due to electric fields of magnetospheric origin.

Owing to the interaction of the shocked solar wind with the geomagnetic field, an electric potential
difference is generated across the tail of the magnetosphere, with the resulting electric field pointing

from dawn to dusk (cf. Stern, 1977). This cross-tail potential difference is typically '76 kilovolts, but

can vary from 20 to 120 kilovolts depending on the level of geomagnetic activity. Except for isolated
regions and brief periods, the geomagnetic field lines are equipotentials due to the high electrical
conductivity along field lines. Consequently, this cross-tail potential difference is mapped into the high
latitude ionosphere as an electric field that is directed perpendicular to the geomagnetic fie~d. At

ionospheric heights, this perpendicular (or convection) electric field is _ypically 25-50 mVm in the

polar cap (Banks and Doupnik, 1975), but can be much greater than 100 mVm in restricted latitudinal baids
(Heelis et al, 1976; Smiddy et al, 1977; Spiro et al, 1978). Only the high latitude ionosphere is
influenced by the magnetospheric electric field, since most of the time the ring current provides an
effective shield for the plasma within the plasmasphere.

Over the last several years we developed a theoretical model of the convecting high-latitude
ionosphere in order to determine the extent to which various chemical and transport processes affect the
ion composition and electron density in both the sunlit and dark hemispheres (Banks et al, 1974; Schunk and



Banks, 1975; Schunk et al, 1975, 1976; Schunk and Raitt, 1980). From these studies, as well as those by

Knudsen (1974), Knudsen et al (1977), Spiro et al (1978), Watkins (1978) and Brinton et al (1978), it is
apparent that the high-l-titude ionosphere can, by varying degrees, be influenced by solar EUV radiation,

energetic particle precipitation, diffusion, thersosplieric winds, electrodynamic drifts, polar wind escape,

energy-dependent chemical reactions and magnetic storm induced neutral composition changes.

In our most recent study (Schunk and Raitt, 11Y80), we improved our high-latitude
ionospheric-atmospheric model so that we could study the solar cycle, seasonal, and geomagnetic activity
variations of the daytime high-latitude F layer. The improvements included updating the various chemical
reaction rates, the adoption of the latest solar EUV fluxes measured by the Atmosphere Explorer satellites,

the adoption of the most recent MSIS neutral atmosphere model (N2, 02, 0, He), and the adoption of the +
Enqebretson et al t1977) atomic nitrogen mod~l. Alto, our theoretical model was improved by including N

and He in addition to the ions NO , 0 , N 2  and 0 •

In parallel with the improvement of our high-latitude ionospheric-atmospheric model, we developed a

simple model of high-latitude plasma convection (Sojka et al, 1979a, b; 1980a, b). Our convection model

includes the offset between the geographic and geomagnetic poles, the tendency of plasma to corotate about
the geographic pole, and a dawn/dusk maqnetospheric electric field mapped to a circular region in the

ionosphere about a center which is offset_ n the antisunward direction from the magnetic pole. The
convection model allows for asymmetries in the mapped magnetospheric electric field.

We have combined our convection and ionospheric-atmospheric models in order to study the high-latitude

F-fegio . yur Todel pr~duces timp-dependent, 1 dimensional, ion density distributions for the ions NO
, N 0 , N and He . We cover -he high-latitude ionosphere above 540 N magnetic lattude and at

aitituies between about 160-800 km for one ccnplete day. The input parameters used by our model are shown
schematically in Figure 2. The neutral composition and thermospheric wind are inputs to our model as are
the neutral, ion, and electron temperatures; these parameters vary over the polar cap. The EUV solar

radiation spectrum and ion production due to both auroral particle pr, 7ipitation and resonantly scattered

solar radiation are also inputs. Finally, our model requires the cross-tail magnetospheric potential,
which is mapped down along dipole geomagnetic field lines. These parameters are used in the calculation of
plasma convection, plasma diffusion, and photochemical processes, which in turn yield the ion density

distributions.

2. PLASMA CONVECTION

Our basic convection model includes the offset between the geographic and geomagnetic poles, the

tendency of plasma to corotate about the geographic pole, and a dawn/dusk magnetospheric electric field
mapped to a circular region in the ionosphere about a center offset by 5 in the antisunward direction from

0
the magnetic pole. The radius of the circle corresponds to 17 of latitude and the electric potentials are
aligned parallel to the noon/midnight meridian within the circular region. Equatorward of the circle the

potential diminishes radially and varies inversely as the fourth powe: of sine magnetic co-latitude
(Volland, 1975). Extensions to our basic convection model include allowance for the mapping of both

asymmetric magnetospheric electric potentials and electric potentials that are not aligned parallel to the

noon/midnight meridian.

Magnetospheric Electric Potentials

Representative magnetospheric electric potentials mapped into the polar ionosphere are shown in Figure
0

3. Magnetic local time in hours and magnetic latitude at 10 intervals are shown in the figure. Contours
of potential have been computed at 5 kilovolt intervals; five of these contours have been labelled. A
total potential drop of 90 kilovolts was used for this calculation. This potential is representative of
moderately active magnetospheric conditions. Model (a) contains a uniform magnetospheric electric

potential distribution. By enhancing the dawn or dusk polar cap electric field it is possible to simulate
the effects of different orientations of the interplanetary magnetic field on the magnetospheric convection
electric field (cf. Fairfield, 1977; Heppner, 1977; Stern, 1977). Model (b) shows the effect of an

enhanced dusk electric field on the magnetospheric potential distribution. The symmetry present in model
(a) about the zero potential contour is no longer present; the pattern now has one small cell (dusk) and

one large cell (dawn). The magnetospheric potential distribution for an enhanced dawn electric field is

the mirror image of model (b) and is not shown. Model (c) contains a rotation of the whole magnetospheric
electric field by two hours around the point about which the field is mapped into the ionosphere.
Empirically it was found that this adjustment gave very good agreement between the model and the finer
details of magnetospheric convection as observed at Chatanika and Millstone Hill. Model (c) shows the

result of rotating the magnetospheric electric field of model (a) by two hours such that the zero potential

contour lies approximately along the 10 to 22 hour magnetic mtiidian.

Plasma Convection Velocities

The plasma drift velocities in the high latitude ionosphere are determined by the combined action of
the magnetospheric electric field and corotation. However, the magnetospheric electric field mapping into

the ionosphere is determined by the geomagnetic axis, while corotation is relative to the geographic axis.
Since these two axes are not aligned but subtend an angle of about 11.50 in the northern hemisphere, the
eventual plasma drift velocity depends on the relative location of the axes.

In the qeemagnetic quasi-inertial frame the combined action of plasma corotation and magnetospheric
convection results in a flow pattern similar to that shown in Figure 4. In this geomagnetic frame the

plasma streamlines coincide with the electric equipotentials. A total cross-tail potential drop of 64 kV

has been used in the model for the magnetospheric electric field. Lines of constant magnetic latitude are

represented by concentric dashed circles, while magnetic longitude is repre-nted by tick marks at hourly
MLT intervals. An important aspect of the convection pattern shown in Figure 4 concerns the time it takes

a field tube of plasma to complete a full circulation. This circulation period will exhibit significant
variation from trajectory to trajectory because the various trajectories have different lengths and the

flow speed varies frcs one to the other and also frome point to point along a given trajectory. To
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illustrate this point, we show in Figure 4 the circulation times for eight representative plasma drift
trajectories. The circulation times vary from a few hours for the smaller trajectories 3, 7, and 8 to much
more than a day for trajectory 4, which passes through the band of low-speed flow. The lower-latitude
trajectories I and 2 have a circulation period of 1 day, which indicates corotation about the geomagnetic
pole in this geomagnetic quasi-inertial frame.

Universal Time Dependence

If the displacement between the geographic and geomagnetic poles is ignored, the plasma flow pattern
predicted for the geographic inertial frame would be UT independent and identical to that shown in Figure
4. However, the displacement between the poles cannot be neglected, and the motion of the geomagnetic pole
about the geographic pole acts to introduce a UT dependence when the plasma drift velocities are
transformed from the geomagnetic to the geographic frame.

This UT dependence is clearly illustrated in Figure 5, where we present flow directions and speed
distributions in the geographic inertial frame for the four universal times corresponding to the
geamagnetic pole being on the (a) midnight, (b) dawn, (c) noon, and (d) dusk meridians. In these plots the
arrows are unit vectors that represent flow direction. The speed distribution is shown by the gray scale
display. Also, our definition of inertial frames is such that the sun is fixed at 12 hours in the
geomagnetic frame but moves by approximately 1 degree per day in the geographic frame. This motion is
sufficiently small that for our purposes the sun can be taken to be at 12 hours local time in both frames.

In addition to the obvious UT dependence shown in Figure 5, several other features are noteworthy.
First, there is a band of low-speed plasma flow that is located symmetrically about 1800 MLT in the
geomagnetic frame, which is in general not symmetrical about 1800 LT when viewed from the geographic frame.
Furthermore, the region of very low speed flow (<50 m/s) moves from noon to midnight local time during the
course of a day. Certain flow features are also evident in the geographic frame at certain universal
times, such as shear reversals, rotational reversals, and throats. The throatlike feature appears when the
magnetic pole is on the midnight meridian (Figure 5a) and is located on the sunward side of the magnetic
pole. Rotational reversals of the plasma flow direction can be seen in the low-speed flow regions, and a
high-speed shear reversal is evident at 800 latitude on the noon meridian in -igure 5b. Also, the
anti-sunward flow over the polar cap is not always parallel to the noon-midnight meridian in the geographic
inertial frame.

It should be emphasized that the movement of the low-speed region with UT and the appearance of a
throatlike feature at a certain UT are a consequence of the relative motion of the geanagnetic and
geographic poles. These features are not evident in the geomagnetic inertial frame and hence are not
connected with our model of the magnetospheric electric field.

Although the plasma trajectories have simple shapes in the magnetic quasi-inertial frame, they are
more complex in the geographic inertial frame because of the motion of the geomagnetic pole about the
geographic pole. This is illustrated in Figure 6, where three representative plasma trajectories have been
followed for a 24-hour period in the geographic inertial frame. Also shown in this figure are the
positions of the terminator at winter solstice (W), equinox (E), and summer solstice (S).

The trajectory in panel A corresponds to trajectory 3 in Figure 4. This trajectory has a circulation
period of about 2 hours, and hence the plasma executes many cycles per lay. Depending on the location of
the terminator, the plasma may drift entirely in darkness, entirely En sunlight, or move in and out of
sunlight many times during the course of the day. The trajectory in panel B corresponds to trajectory 4 in
Figure 4, and its circulation period is longer than 24 hours. For equinox conditions, plasma following
this trajectory would cross the terminator three times in a 24-hour period. Panel C corresponds to
trajectory 7 in Figure 4. The behavior of this trajectory in the geographic inertial frame is similar to
that of trajectory 3, but its circulation period is longer, and hence fewer cycles are executed in 24
hours.

Comparison of Northern and Southern Hemisphere Plasma Convection

We studied the differences expected to be found in comparing plasma convection patterns in the
northern and southern hemispheres. The differences due to different offsets between the geographic and
germagnetic roles (Bond, 1968) were studied by considering a quiet-time uniform magnetospheric electric
field model. The anti-symmetric merging of the interplanetary magnetic field with the geomagnetic field in
the northern and southern hemispheres (Heppner, 1973) was also considered by using a model of the
magnetospheric electric field which contains enhanced flow in the dawnside northern hemisphere in
conjunction with enhanced flow in the duskside southern hemisphere.

From our study we found the following: (1) The UT dependence of the grcss plasma flow distributions
in the two hemispheres is similar, but there is a phase shift of about half a day between them. Even
taking acount of this half-day phase shift these plasma flow distributions reveal differences of up to 50
in latitude and an hour in local time between similar features in the two hemispheres. These differences
are due to differences in the latitudes and longitudes of the magnetic poles 4n the geographic inertial
frame. The 180

° 
longitude difference results in the half-day phase shift, while the difference in

latitudes is mainly responsible for the detailed differences; (2) A complete transformation of both the
plasma location and velocity from the geographic inertial frame to the geomagnetic quasi-inertial frame
results in the same non-UT dependent flow distribution for both hemispheres; and (3) The relative motion
between the geographic and geamagnetic frames is a velocity of magnitude 96 m/s and 130 m/s for the
northern and southern hemispheres, respectively. The direction of this velocity in the geographic inertial
frame is UT dependent and is approximately anti-parallel in the two hemispheres. A consequence of these
twr) anti-parallel velocities is that the northern and southern hemisphere plasma flows in the geographic
inertial frame can differ in magnitude by up to 200 m/s and can display significantly different directions
,.v-n if the same uniform magnetospheric electric field is mapped into the twc polar ionospheres.



Comparison of Model Predictions with Incoherent Scatter Measurements

In order to determine the extent to which our plasma convection model could account for specific
observations, plasma convection patterns predicted by our model were compared to those observed
simultaneously at Chatanika, Alaska and Millstone Hill, Massachusetts (Sojka et al, 1979b). These two
incoherent scatter facilities operated over the same period of four days in June, 1978 and provided data
sets which were averaged to 24 hours in order to minimize the effects of individual substorms. In general,
good qualitative agreement was obtained between our plasma convection model and the different diurnal
patterns observed simultaneously at Chatanika and Millstone Hill.

Figure 7 shows an etample of the comparison between predicted and observed diurnal patterns of plasma
convection for Chatanika. For the cumparison shown we used the magnetospheric potential distribution given
by model (b) in Figure 3. At Chatanika (Figure 7), features of the predicted and observed regions of zonal
flow match quite closely. Near local midnight the zonal flow is closest to Chatanika, an invariant
latitude of 65

o
. Poleward of this zonal flow is a region which contains both a discernable antisunward

flow component before midnight and a reversed zonal flow in the early morning. The latitudinal extent of
the zonal flow pattern and its magnitude as well as the flow characteristics poleward of this zonal flow
are well represented by the model predictions. The effects of substorms are not included in the model,
thus resulting in its smooth overall appearance when compared to the observed data.

The predictions for the Millstone Hill site also show good general agreement with the data. However,
the model predictions and observations for Millstone Hill primarily show the main region of zonal flow;
only around local midnight is there any evidence of antisunward flow. The magnitude and direction of the
predicted and observed flows compare favorably, which is noteworthy since the convection pattern predicted
for Millstone Hill is significantly different frcm that predicted for Chatanika even though the two sites
cover approximately the same magnetic latitude range.

Even better agreement between endel predictions and observations for both Chatanika and Millstrone
Hill were obtained when we used the magnetospheric electric potential given by model (c) in Figure 3. In
particular, the times of the zonal flow reversal match more closely. However, we are reluctant to
recommend the use of the skewed magnetospheric potential at this time because of the limited data base used
in the comparison and the lack of a physical basis for introducing the skewed feature in our model.

3. STEADY STATE DAYTIME IONOSPHERIC DENSITIES

We studied the behavior of 0
+ 

and N
+ 

ions in a convecting daytime F layer for a range of geophysical
conditions covering solar cycle, seasonal, and geomagnetic variations. Both zonal and meridiopal +
convection electric fields were considered. Without allowance for electric fields, the peak 0 and N
densities varied by an order of magnitude and the altitudes of the peaks varied by about 100 km over the
range of geophysical conditions ftudied. Convection electric fields can also produce about an order of
magnitude change in the 0 and N densities. These electric field induced changes could either assist or
oppose the solar cycle, setsonal, and geomagnetic activity variations depending on the ionospheric
conditins. In general, N was t e second most a~undant ion in the upper F region, but there were cases
when He was more abundant than N even though He was in a state of outflow.

Seasonal Variations

Although oFr primary interest was to determine the solar cycle, seasonal, and geomagnetic activity
variations o N pd 0+ in+the+daytime igh-latitude F region, six different ion species were considered,
including NO , 02 , N , 0 , N , and He . Altitude profiles of all of the ion densities are shown in
Figure 8 for two geopgysical situations. The ion densities in both panels were calculated for a model
atmosphere appropriate to solar maximum and high geomagnetic activity conditions, but the convection
electric field was set to zero, and consequently, the results are representative of a region of small
ion-neutral relative velocities. The two panels show a seasonal effect, with the top panel calculated for
summer solstice and the bottom one for winter solstice.

There are several aspects concerning the ion densities shown in Figure 8 that should be noted. First,
the summer-winter comparison does not display a 'winter anomaly'; that is, the peak electron density in
winter is not greater than that in summer. The lack of a winter anomaly is related to the fact that the
ionosphere is in darkness in winter below about 300 km at the+latitude of our calculations. This lack of
sunlight at low altitudes in winter it also evident in the N density profile. In developing our

2ionospheric model, we assumed that N was in chemical equilibrium at all altitudes, and therefore the~2 +
absence of sunlight implies the absence of N2 under steady state conditions.

Another noteworthy feature shown i Figure 8 is that the He density in winter is much greater than
that in summer, with the result that He is the second most abundant ion aqove 600 km in winter. This is a
consequence of the so-called 'winter helium bulge.' However, in summer, N is the second most abundant ion
at all altitudes above about 350 km.

Solar Cycle Variations

The effect of changing solar activity on the N+ 
and 0+ densities is shown in Figure 9, where we

compare profiles calculated at solar mtximum and solar minimum for summer solstice and low geomagnetic
activity. At solar maximum the peak 0 density and the height+of the peak are greater than at solar
minimum. Also, except for altitudes below about 240 km, the 0 density is greater at solar maximum than at
solar minimum. This general behavior is consistent with that expected for a neutral atmosphere temperature
increase from solar minimum to solar maximum (cf. Banks and Kockarts, 1973).

+
The N density, ?n the other hnd, exhibits a variation with solar activity that is, in general,

opposite to that of 0 , i.e., the N density is lower at solar maximum than at solar minimum. At solar
maximum all of the neutral species have enhanced densities, and although the N production rate is greater

above 200 km due to the enhanced N2 and N densities, the onhancement in the N + 02 loss rate due to the
2 2



increased 0 density is more than sufficient to offset the increased production. Therefore, the N density
is lower at solar maximum than at solar minimum.

As was found foT 0, the altitude of the peak N density is higher at solar maximum than at solar
minimum. The peak N density occurs at the altitude where diffusion becomes comparable to chemictl loss.
At solar maximum the neutral densities and the 0 density are greater, which acts to reduce the N
diffusion coefficient and raise the altitude at which diffusion and chemical loss are comparable.

The solar activity comparison shown in Figure 9 was for summer solstice and low geomagnetic activity.
The other three solar activity comparisons obtained from the different combinations of summer and winter
solstice and high and low geomagnetic activity produced results that were very similar to that shown in
Figure 9, but the difference between corresponding solar maximum and solar minimum densities was less.

Geomagnetic Activity Variations

+ O+
The variations of the N and 0 densities with geomagnetic activity are more complicated than those

found for seasonal or solar cycle changes. Typical results are shown+in Figure 10, which were calculated
for summer solstice and solar maximum. For these calculations, the 0 density was lower at all altitudes
for high geomagnetic activity than for low geomagnetic activity, while the N density exhibited+very little
change with geomagnetic activity. The reduction in the 0 density resulted from an increased 0 + N2
reaction due to the significantly enhanced N2 density (factor of 10 at 370 km) that is characteristic of
high geomagnetic activity. T~e small difference between N density profiles resulted primarily from
compensating changes in the N production and loss rates, since diffusion was larger than chemical loss
only above 500 km for the hig geomagnei ic activity case and above 440 km for the low geomagnetic activity
case. On the one hand, the N production rate was increased for high geomagnetic activity due to the
significantly increased N2 density, but opposing this was a reduction il the N production rate due to a
decreased N density (factor of 2 at 370 km) and an enhancement in the+N loss rate due to an increased 0
density (factor of 5 at 370 km). These compensating changes in the N production and loss rates led to ?he

small difference in the N density profiles calculated for high and low geomagnetic activity.

Meridional Electric Fields

The magnitude of the meridionil or north-south convection electric field generally is about 50 mVm
-
1,

but can be as high as 200-300 mVm on occasion. The primary effect of a meridional electric field is to
heat the plasma through frictional interaction with the neutral atmosphere, and the resulting elevated ion
temperature acts to alter the ion chemical reaction rates and high-altitude scale heights. In prvvious
studies [Schunk et al, 1975, 1976] we have shown that large meridional electric fields (>100 mVm
significantly affect the ion composition and the molecular ion to atomic ion transition altitude. However,
the occurrence of large electric fields is generally restricted spatially and temporally, while electric

fields of the order of 50 mVm are more common over most of the polar cap.

We repeated ouralculations covering solar cycle, seasonal, and geomagnetic activity variations
including the 50 mVm merdional+electric field, and we found that the electric field acted to either
ivcrease+or decrease the N and 0 densities depending on the ionospheric conditions. The changes in the
N and 0 densities were either in or out of phase, again depending on the ionospheric conditions. Also,
in some cases the changes were negligibly small.

A typical case is shown in Figure 11, which corresponds to solar maximum, summer, and high geomapnetic
activity. For these conditions the inclusion of the meridional electric field acts to decrease the 0
density at all altitudes. The N density was also decreased slightly above 350 km. These density changes
resulted from c~anges in the ion chemical reaction fates and diffusion coefficients due to electric field
heating. For 0 the dominant change involved the 0 + N2 reaction. At 00 km the electric field raised
the ion temperature from 1414 K to 2380 K, which acted to increase the 0 + N2 reaction rate and hence
reduce the 0 density.

Zonal Electric Fields

The magnitude of the zonal or east-west electric field is generally much smaller than that of the
meridional electric field, with the maximum value being about 30 mVm . Whereas a meridional electric
field acts primarily to heat the plasma, the main effect of a zonal electric field is to induce an upward
or downward electrodynamic drift. Even though the magnitude of the zonal electric field is typically much
smaller than the meridional electric field, a zonal electric field can, at times, have a more dramatic
effej± on the ion composition [cf. Schunk et al., 1976]. In our model studies, we adopted a value of 15
mVm for the zonal electric field, since this value is more typical of general polar cap conditions.

We repeated our calculations covering solar cycle, season!. and geomagnetic activity variations
including both weltward fnd eastward electric fields of 15 mVm , and we found several interesting effects.
Figure 12 shows N and 0 density profiles for solar maximum, summer, and low geomagnetic activity. The
curves are numbered from (1) to (3), which corresponds to a westward field (downward drift), no field, and
an eastward field (upward drift), respectively. The progression from a downward drift to no drift, to an
upward drift leads to an increase in both N F2 and h F2. This simply results from the fact that an upward
drift raises the F layer to an altitude where the loses rate is lower, and hence the peak 0 density is
increased. The reverse is trye for a downward electrodynamic drift. The minor ion N also exhibits a
behavior similar to that of 0 , but major ion drag is important in addition to the direct effect of the
electrodynamic drift.

4. HIGH-LATITUDE F-REGION MORPHOLOGY

Our combined plasma convection and ionospheric-atmospheric model was used to study the high-latitude
winter F-region at solar minimum for low magnetic activity. ?ur nrer cal study prduced time-dependent,
3-dimensional, ion density distributions for the ions NO , 02 , N , 0 , N , and He . We covered the
high-latitude ionosphere above 54°N magnetic latitude and at altiudes between 16 -800 km for a time period



of on' complete day. The main result we obtained was that high-latitude ionospheric features, such as the
'ma .. trough', the 'ionization hole', the 'tongue of ionization', the 'aurorally produced ionization
peaks' , and the 'universal time effects' , are a natural --- uence of the competition between the various
chemical and transport processes known to be operating in the high-latitude ionosphere.

O Density Morphology

A convenient way to display the UT variation of the high-latitude ionosphere is by te use of contour

plots of ion density at fixed altitudes. Figure 13 shows the resulting contours of the 0 density at 300
km for four universal times. In this figure the gray scale range was chosen to emphtsize low density
regions. The contour plots in Figure 13 clearly show a marked UT variation of the 0 density distribution
over the region poleward of 55 latitude. Both contour plots show the gross features of a mid-latitude (or
main) ionization trough, a ring of enhanced ionization in the vicinity of the auroral oval, and a
high-latitude ionization hole around local dawn. However, the detailed characteristics of these features
differ for the four UT times shown. For example, the depth and extent of the mid-latitude ionization
trough differ considerably.

+

2 Wish regard to the depth of the polar hole, our model calculations produced 0 densities as low as 2 x
10 cm , but there was also a significant UT variation. This UT variation can be clearly seen by
comparing the four UT plots shown in Figure 13. Not only il there a significant variation in the size and
location of the polar hole, but at 08h UT a region of low 0 density extends into the noon sector. This
feature is only just discernable on the 20 h UT plot. It should also be noted that the location of the
polar hole corresponds very well with that measured by Brinton et al (1978).

Simulated Satellite Measurements

An important result to emerge from our study is that certain ionospheric processes can be better
analyzed in different reference frames. For example, since the terminator is essentially fixed on the time
scale of several days in the GEI frame, effects related to solar radiation should be studied in this frame.
Likewise, since the auroral oval and the convection electric field are related to magnetospheric effects,
they should be studied in the MLT frame. However, because of the competition between the various high-
latitude processes, neither the GEI nor the MLT frame is completely satisfying. Also, the UT dependence of
the high-latitude ionosphere introduces a further complication with regard to the interpretation of either
ground-based or satellite measurements.

To determine exactly what is observed in a given reference frame, we simulated a 300 km+circular
satellite orbit that traverses the polar region in the dawn-dusk plane, and we plotted the 0 densities
that would be observed along the satellite track in both the GEI and MLT frames. The results are shown in
Figure 14, with the left panels corresponding to the GEI frame and the right panels to the MLT frame. The
top panel of each column shows two simultted satellite trajectories a half day apart (0Sh and 20h UT), as
viewed in the GEI and MLT frames. The 0 densities that would+be observed along these satellite tracks are
shown in the middle panels, while the bottom panels show the 0 densities that would be observed along a
series of orbital tracks. In these panels negative co-latitude is defined to be in the dusk sector, while
positive values correspond to the dawn sector.

+
As the satellite moves from dusk toward dawn, the 'observed' 0 density first decreases in the region

of the main+trough and then abruptly increases as the satellite enters the auroral oval. For the 08h UT
orbit the 0 density remains enhanced until the satellite leaves the oval on the dawn side. For the 20h UT
orbit, on the ?ther hand, the satellite leaves the oyal and enters the polar cap, which at this time
contains low 0 densities, with the minimum in the 0 density occurring near the location of the polar
hole. For this 20h UT orbit, the satellite then enters the dawn side of the auroral oval and the 0
density increases again.

In the GEI frame the two orbits show very different locations for the equatorward edge of the oval,
while in the MLT frame the equatorward edge of the oval appears ,%t approximately the same location for the
two orbits. Also, in the GEI frame the variation of the 0 density with co-latitude in the afternoon
trough is similar for both orbits, while in the MLT frame this variation is different for the two orbits.
These results demonstrate the importance of displaying and analyzing data in the reference frame of the
dominant or controlling process. In the main trough the densities vary systematically in the GEI frame,
while in the auroral oval they vary systematically in the MLT frame. A region like the polar cap is more
complex, since even if particle precipitation is not important, the coupling of magnetospheric convection
and solar radiation processes makes it difficult to find a unique reference frame for data presentation.

The bottom panels in Figure 14 show the confusion that could arise from accumulating and displaying
data from a whole day's worth of satellite crossings of the polar region. Each symbol in these panels
represents data from a particular satellite crossing. As with measured satellite data, the interpretation
of the results is not always straightforward. However, with the knowledge of what our model predicts it is
possible to identify some of the key ionospheric features in these two panels.

Region A in the GE1 frame shows how the trough densities vary smoothly with co-latitude, while in the
MLT frame this region is rather variable. In the GEI frame, region B shows a higher density band parallel
to region A, which corresponds to plasma field tubes which have entered the oval, enhanced their densities,
left the oval in the polar region, and then proceeded to convect toward dusk. This band is not clearly
seen in the MLT reference frame. Feature E in the MLT frame represents the equatorward edge of the ovali
there is no single corresponding feature in the GEI frame. The low densities in the polar hole are feature
D, while the morning sector trough characteristics are feature C. The morning sector auroral oval is
indicated in the MLT frame as feature F.

Ion Composition

As the ionospheric plasma convects through the different regions of the high latitude ionosphere, it
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is subjected to a myriad of dynamical and chemical processes. The competition between these different
processes produces a wide range of ion compositions in the polar F-region at different locations and times.
Four examples are shown in Figure 15, where we present altitude profiles of the various ionospheric ions
for selected locations and times. Panels A and B are for the same MLT location, near the polar hole, but
at different Ur's (24h and 05h, respectively). In both examples the altitude of the peak electron density
is considerably below 300 km. For panel A the pe" electron density is located at about 200 km and is
composed of almost +equal amounts of NO , 02 and 0 , while for panel B the peak is located at 170 km and is
essentially all NO . The densities in Panel C are from the polar cap at local midnight near the poleward
edge of the auroral oval at a UT of 21 . In this case the F-peak is an 0 peak and is located at about 240
km; however, at higher altitudes the N density becomes comparable to the 0 density. This plasma has
convected across the polar cap from the dayside oval in about 1/3 of a day. In contrast, panel D is from
insiuo the oval at local midnight and 06h UTt Here the effect of auroral particle production ishighlighted. The dominant F-region ion is 0 and the peak is at 240 km; however at low altitudes the
auroral production of the molecular ions is evident in the form of enhanced molecular ion densities.

The morphology of the high-latitude ion composition is shown in Figure 16, where we present contours
of the mean ion mass at two universal times for each of three altitudes. It is apparent that there is a
marked UT variation of the distribution of the mean ion mass at the three altitudes. At a given UT, the
mean ion mass decreases with increasing altitude, as expected. However, at 300 km there is still a
significant abundance of molecular ions at some locations indicated by the region where the mean mass is
greater than 16 aMu. Also, at 200 km certain regions have a large fraction of atomic ions (mean ion mass=
16 amu). This large variation of mean ion mass with UT and altitude has important implications for the
interpretation of incoherent scatter radar spectra.

5. SU44ARY

Recently, we developed a dynamic model of the high-latitude ionosphere and we employed this model to
study several aspects of high-latitude plasma convection, ion composition, and ionospheric features, such
as the main trough, the polar ionization hole, the aurorally produced ionization peaks, and the universal
time effects.

From our convection study we found the following:
1. In the magnetic quasi-inertial frame the combination of UT-independent corotation and a

time-independent convection electric field produces a flow pattern that does not vary with universal time.
2. This UT-independent flow pattern becomes UT dependent when viewed in a geographic inertial frame

because of the motion of the magnetic pole about the geographic pole.
3. The UT variation of the plasma flow pattern in the geographic inertial frame occurs on a time

scale that is comparable to satellite orbital periods and that is much less than typical plasma flow times
over the polar cap.

4. In the geographic inertial frame the main region of very low speed flow is not centered at 1800 LT
but moves from about 1300 to 2300 LT during the course of a day. The size and shape of this region also
vary with universal time.

5. In the geographic inertial frame, additional low-speed regions occur in the morning sector at
certain universal times.

6. Low cross-tail electric potentials, which correspond to quiet geomagnetic activity, produce a
plasma drift pattern which has a pronounced low-speed region in the polar cap in addition to the one that
normally occurs between 1300 and 2300 LT.

From our study of the daytime high-latitude ionosphere, we found the following:
1. The changes in atmospheric composition due to solar cycle, seasonal, and geomagnetic activity

variations had a pronounced effect on the high-latitude ion densities and composition. The solar zenith
angle also played a+very i portant role at high-latitudes.

2. The peak 0 and N densitis varied by about a factor of 10 over the range of conditions studied.
3. The altitude of the peak 0 density varied from about 220 km to about 350 km over the range of +

geophysical conditions. In general, the N peak was broader and occurred at a higher altitude than the 0
peak. The altitude of the N peak varied from about 350 to 430 km for the same range of geophysical
conditions.

4. The peak 0 density was greater and the height of the peak was higher at solar maximum than at
solar minimum.+ Even though the height of the peak N density was higher at solar maximum than at solar
minimum, the N density was smaller at all a4titudes.

5. Seasonal variations of the N and 0 densities were greater than either solar cycle or geomagnetic
activity variations, and this was due primarily to the fact that in winter the ionotphere was in darkness
below 300 km at the glographic latitude of our calculations (800). In winter the 0 density was a factor
of 10 lower and the N density a factor of 4 lower than in summer.

6. The variations of the N and 0 densities with geomagnetic activity were more complicated than
those found for either solar cycle or seasonal changes. The 0 density displayed a regular pattern at low
altitudes in that it was reduced in going from low to high geomagnetic activity due to the increased N
density. However, differing scale heights acted to complicate the situation at altitudes above the F 2

region peak density. The N density, on the other hand, exhibited a negligibly small change or was redued
in going from low to high geomagnetic activity lepending on seasonal and solar cycle conditions. This N
variation was due primarily to changes in the N photochemical riaction+rates.

7. In general, electric fields had a large effect on the N and 0 density profiles, and their effect
could either assist or oppose the solar cycle, seasonal, and geomagnetic activity variations discussed
above depending on the magnitude and direction of the electric field.

8. The meridional or north-sourth electric field acted to either 4crease+or decrease the N and 0
densities depending on the ionospheric conditions. The changes in the N and 0 densities were either in
or uut of phase, again depending on the ionospheric conditions. These density changes resulted from
changes in the chemical reaction rates and diffusion coefficients due to the electric field enhanced ion
temperatures.

9. For summer solstice the progression from a westward field (downward drift) to no field, to an
eastward field (upward drift) led to a significant increase in the peak density and the altitude of the
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peak for both N and O . However, at low altitudes (below 250 km for 0 and 350 km for N+ ) the
electrodynamic drift had a negligibly small effect on the ion densities.

10. For winter solstice the effect of the electrodynamic drift was more complicated. Whereas the
suimmer calculations produced a smaller N F for high geomagnetic activity than for low geomagnetic
activity, the reverse was true for the wTnier calculations due to the greater importance of diffusion in
winter.

From our study of the morphology of the F-region, we found the following:
1. High-latitude ionospheric features, such as the main trough, the ionization hole, the tongue of

ionization, the aurorally produced ionization peaks, and the universal time effects, are a natural
consequence of the competition between the various chemical and dynamical processes known to be operating
in the high-latitude ionosphere.

2. The high-latitude F-layer ionization exhibits a significant UT variation owing to the displacement
between the geomagnetic and geographic poles. The peak electron density at a given location and local time
can vary by an order of magnitude due to this UT effect.

3. Some ionospheric processes can be better analyzed in certain reference frames. For example,
processes related to solar radiation should be studied in the geographic inertial frame, while the effects
of magnetospheric processes should be studied in a magnetic frame. However, because of competition between
the various high-latitude processes, neither the geographic inertial frame nor a magnetic frame is
completely satisfying.

4. Because of the competition between the various dynamical and chemical processes, a wide range of
ion compositions can occur in the polar F-region at different locations and times. Also, the height of the
F-region peak electron density displays a significant spatial and temporal variation.

5. The minimum value for the electron density in the main trough is sensitive to nocturnal
maintenance processes, such as ion production due to resonantly scattered radiation, ion production due to
a small flux of precipitation particles, and a neutral wind induced upward ionization drift.

6. The depth and longitudinal extent of the main trough exhibit a significant UT dependence.

7. The spatial extent, depth, and location of the polar ionization hole are UT dependent.
8. Ion production due to resonantly scitterid radiation can maintain the electron density at 300 km

in the polar ionization hole at about 2 x 10 cm , in agreement with the measurements of Brinton et al

(1978).
9. The mean ion mass exhibits a large variation with both universal time and altitude, and this

variation has important implications for the interpretation of incoherent scatter radar spectra.
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THE PHYSICS OF RADIO WAVE ABSORPTION

E V Thrane
Norwegian Defence Research Establishment

P 0 Box 25 - N-2007 Kjellei, Norway

ABSTRACT

Present knowledge of the physical causes of radio wave absorption in the
ionosphere is reviewed. The theory for propagation of radio waves through a partially
ionized atmosphere is well developed, but our understanding of the processes that
govern the behaviour of the ionospheric plasma is still incomplete. The most important
absorbing region comprise the D-region and lower E-layer. The paper discusses physical
models of these layers that may explain the observed variation of absorption.

1. INTRODUCTION

The attenuation of radio waves reflected from and penetrating the ionosphere is
of great practical importance for radio wave communication and navigation systems. The
first attempts to measure the absolute magnitude of this attenuation were made by
Appleton and Ratcliffe (1930), using the frequency-change method for medium frequency
waves reflected from the E-region. They concluded from their experiment that the main
part of the attenuation occured below the reflection level and named the absorbing
region the D-region of the ionosphere. The later application of the pulse sounding
(Al) method for absorption measurements confirmed a distinction between the D-region
absorption and the attenuation suffered by a wave during the process of reflection in
the E- or F-regions (Appleton 1937, Piggott 1953). Extensive experimental and
theoretical investigations of both types of absorption have been made since that time.
We now have a large amount of information on where and when absorption occurs. The
basic magneto-ionic theory for propagation of radio waves in the ionospheric plasma
has been further developed, so that, given a detailed description of the propagation
medium, we can with good accuracy trace the path of the wave through the medium and
compute the attenuation.

The present paper will not empahsize wave propagation theory, but rather discuss
current understanding of the various physical processes that cause radio wave absorp-
tion in the ionosphere. Section 2 will give a brief introduction to the theory of
absorption. Section 2 briefly deals with methods for absorption measurements and
Section 3 describes some aspects of the morphology of absorption. In the subsequent
sections the division of the subject is based on the global morphology, since the
dominant physical causes of absorption change significantly with latitude.

2. SOME THEORETICAL CONSIDERATIONS

In the context of this paper absorption means dissipative attenuation of a radio
wave through collisions of electrons, vibrating in the wavefield, with other particles.
We shall not deal with other loss processes, such as spatial attenuation, scattering
from irregularities in the medium etc. The absorption may be expressed as

L = f Kds (Nepers) (1)
s

when the index K is absorption per unit length along the raypath s. The Appleton-
Hartree theory for quasilongitudinal propagation gives the well known formula:

2 Nev
K = I ev

o C Li (W+(,)L) 2 +,J2 (2)

where the + and - sign refer to ordinary and extraordinary waves, and

e is the electronic charge

m the electronic mass

C the dielectric constant for free space0

c the velocity of light

V the real part of the refractive index

Ne the electron number density

* the electron-neutral collision frequency

* the angular wave frequency and
4L the longitud 1 component of the angular gyrofrequency w H for electrons in the

earth's magretic field.

It may be u.Jeful to remind the reader of a few of the properties of Equation (2).
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2.1 Non-deviative absorption

When the refractive index i k 1 the rays suffer little bending and Equation (2)
simplifies. This condition normally holds in the D-region. If in addition w >> v,
the absorption in dB may be written (N e,m- 3 ; w Hz)

L = 4.610-5 1 2 NerdS (dB) (3)
(w+w L ) s

For HF-waves this formula is a useful approximation, and illustrates the well-
known inverse square frequency law. An absorption parameter which is independent of
frequency may be defined as A = L(W+w L) 2 . For low frequency waves or absorption in
the lower D-region, i e
S<< v, we find N

L 4.6.10-' f -2 ds (dB) (4)
Vs

Figure 1 shows typical normal daytime values of N , v and N v in lower
ionosphere, and illustrates that the main part of the asoption or HF-waves occurs
below the E-region where N v has a maximum.e

2.2 Deviative absorption

Deviative absorption occurs where the refractive index ji is large, that is in the
region where the wave is reflected. Using certain simplifying assumptions the
deviative absorption may be expressed as

fKds _ V f(-!-P)ds (5)
s sv

where v is an average collision frequency. This absorption will depend upon the
gradient in electron density near the point of reflection, and may vary strongly with
frequency. Figure 2 shows an example of absorption measurements for waves reflected
at vertical incidence. The smooth curve illustrates the ex&,cted frequency variation
for the non-deviative absorption. The large values of absorption near the critical
frequencies are due to deviatiie absorption. At oblique incidence the reflection
occurs at a non-zero value of w (ji = sinI, where I is the angle of incidence) and the
deviative absorption is less important, and may for many purposes be neglected.
Current methods for prediction of HF circuit reliability include estimates of deviative
absorption based upon Equation (5) (Lloyd et al 1978).

2.3 The generalized magneto-ionic theory

Sen and Wyller (1960) developed a generalized magnetoionic theory to take into
account the velocity dependent momentum transfer cross section Q(v) for electrons
with a maxwellian velocity distribution colliding with neutral molecules. Laboratory
measurements of cross sections in nit-ogen were available (Phelps and Pack 1959) at
thermal energies, showing Q(v) - v. This implies that the collision frequency V is
proportional to electron energy u, v(u, - u. This relation was also assumed to hold
for air, and the now familiar Sen and Wyller formulae for the complex refractive index
were developed. These are employed in most modern radio propagation work where
accurate computation of the refractive index is important. Their use is essential in
regions where the angular radio frequency w is comparable to the electron-neutral
collision frequency v. In the limiting cases w+w > v and w+w << v, the Appleton-
Hartree equations may be used with appropriate efvective collis~on frequencies.

Although the generalized formulae for the refractive index in the ionosphere
derived by Sen and Wyller are accepted and in general use, a word of caution is in
order. In the lower ionosphere the temperature is in the range 130 K to 300 K, and
the values of the momentum transfer collision cross section in molecular oxygen are
very uncertain in this temperature range. The only available laboratory data were
derived from measurements of microwave conductivity (Mentzoni 1965, Veach et al 1966),
and these differ from theoretical estimates made for example by Hake and Phelps (1967).
A recent review of collision frequencies in the ionosphere by Aggarwal et al (1979)
s ems to have overlooked this difficulty. It is however correct, as stated by these
aLthors, that the best available estimates indicate that molecular oxygen contributes
a --all amount (about 10%) of the total electron-neutral collision frequency in the
entire region from 50 to 100 kr.. Both theoretical estimates and radio wave propagation
experiments (Thrane and Piggott 1966) indicate that the collision frequency is
proportional to atmospheric pressure in this height range. A ccmmonly used relation is

VM = Kp (L)

where v is the collision frequency of electronin with energy kT and p is the total
atmosphpric pressure. The parameter K should be constant if the collision cross-
section Q is proportional to electron velocity as laboratory measurements in nitroqen
indicate. K may be determined from measurements of pressure combined with values or
I)M derived from propagation experiments. one sl)ou]d not forget, however that this
derivation of v M is based on the assumption that 0 - v, (i e v , u), so that there is a
danger of arguing in a circle. A discrepancy could show up as a variation in the valu n
of K, with height or with atmospheric conditi-ias (for example temperature changcs) . A
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weak height dependence of K has indeed been found (Friedrich and Torkar 1980, Mechtly
1974). It seems unlikely that the difficulties discussed here could seriously affect
computations of absorption except possibly under extreme conditions. The problem is
unresolved, however, and if the collision cross section in molecular oxygen, contrary
to expectations, is large and/or strongly varying at thermal energies, the magnetoionic
theory may need revision.

3. MEASUREMENTS OF ABSORPTION

Most of the available data on ionospheric absorption have been obtained by three
ground based experimental techniques:

a) The Al method, using amplitude measurements of pulsed HF radio signals reflected
from the E- or F-layer. (Appleton and Piggott 1954).

b) The A2 method, (riometer) using observations of intensity of galactic cosmic radio
noise penetrating the ionosphere at VHF and UHF. (Hargreaves 1969).

c) The A3 method using amplitude measurements of MF or LF signals propagating via the
ionosphere over medium length paths. (Lauter and Triska 1965).

4. THE MORPHOLOGY OF ABSORPTION

We have noted that the radio wave absorption in the ionosphere depends upon the
electron density and collision frequency. For HF waves in the D-region it is simply
proportional to f Ne VM ds. The collision frequency decreases exponentially with

height, but the function vM(h) = K p(h) varies slowly with time. The diurnal variation
is small, but at high latitudes there is a significant seasonal variation which agrees
well with the seasonal pressure changes. (CIRA 1972), (Thrane 1968). It follows that
all rapid variations of absorption are due to changes in electron density, including
day-to-day and diurnal changes. In the following we will briefly describe the observed
morphology of absorption.

4.1 The normal diurnal seasonal and sunspot cycle variation of absorption

The measured radio-wave absorption show certain irregular variations which will
be discussed later, but also a regular, systematic dependence upon the solar zenith
angle X, and upon solar activity represented by the 13-month smoothed number RZ. For
a radio wave passing through a simple theoretical Chapman-layer the absorption may be
expressed as

L - cosnx (7)

where n = 3/2. If the relation (7) is fitted to the measured diurnal variation of
absorption it is found (George 1971) that the exponent n varies with latitude from
n = 0.85 * 0.15 at low latitudes to n = 0.75 & 0.15 at middle latitudes. At high
latitudes the diurnal exponent is small, n u 0.3. Obviously the lower ionosphere does
not behave like a Chapman-layer.

George (1971) has used the absorption measurements made during the IGY and IQSY
to derive the global morphology of the quantity A (T) which is a frequency independent
absorption index for noon conditions, normalized ?o cosx = 1 (an overhead sun) using
Equation (6) with n = 0.8. A (T) represents the total absorption suffered by a wave
passing through the D- and E-?egions and is proportional to J Ne vMds for a path
through the regions. s

Figure 3 shows A (T) plotted against season and magnetic latitude, represented by
a modified magnetic dip angle. According to George (1971), the use of this coordinate
system gives significantly less scatter in the experimental values than the use of
geographic latitude. This fact indicates a geomagnetic control of the absorption. A
surprising feature of Figure 3 is the semiannual variation at low latitudes with a
trough near the equator, and maxima near the equnioxes at dip angles between 25 and
300. The large absorption in winter at middle latitudes is the well known winter
anomaly. This absorption is not only large but extremely variable. Figure 4 shows
a typical variation of noon absorption in winter at middle latitudes.

The graph in Figure 3 was derived for a sunspot number R - 200. The data
indicate that A (T) = (1+0.0067R ) and there is no indication 8f a significant change
in the global pittern with sunspst number.

The average pattern of absorption in polar regions is shown in Figure 5. Here
the zone of maximum occurence of absorption conicides in broad terms with the auroral
zone. The high latitude regions are characterized by extreme variability in the
observed absorption at all seasons.

5. THE PHYSICAL CAUSES OF ABSORPTION

We have noted that the short term variations in absorption are due to changes in
electron density. The continuity equation for the electron density in the lower
ionosphere may be written
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(1+) = q-*Ne -V.Nv (8)

where q is the ion pair production rate, i an effective recombination coefficient,
N-A --, the ratio of negative ion density to electron density, and v a velocity of the

gas. eEquation (8) must be the starting point for our discussion of the physics of
absorption. It is convenient first to discuss the diurnal and sunspot cycle variation
in general terms, and then deal with three different latitude regions, since some of
the important physcial mechanisms vary significantly with latitude.

5.1 The diurnal variation of absorption

The regular diurnal variation of electron density in the D- and E-regions is caused
mainly by the changes in the penetration depth of solar ultraviolet and X-rays with
solar zenith angle. We now know that the total ionization density is a result of a
complex interaction between ion production and loss processes, and it is hardly
surprising that the diurnal variation of absorption deviates from that expected from
a simple Chapman-layer, which is formed by mono-chromatic radiation ionizing a single
atmospheric constituent. Can present lower ionosphere models explain the observed
diurnal variations of absorption as described in section 4.17 Figure 6 illustrates
the problem further by presenting the diurnal variation of the absorption index
A - L(f+f )2 during sunspot minimum conditions at Kjeller (60ON 11 E) for a winter and
a summer konth. Thrane (1972). Note the striking difference between the measurements
and the Chapman-law. Using such graphs most experimenters have fitted a straight line
through the measured values to derive an exponent n for the diurnal variation. For HP
waves, however, the measurements often indicate a decrease in the slope (or n) with
increasing zenith angle (see for example Singer et al 1979). Near noon in summer
n f 0.8 at Kjeller, decreasing to n m 0.2 near sunrise and sunset. Thrane (1972) used
a model for the ion production and loss processes in the lower ionosphere to compute
the HF absorption as a function of solar zenith angle, and was able to simulate the
observed diurnal variation as shown by the solid line in Figure 6. The model for the
ion production is illustrated in Figure 7a and b for two zenith angles. The model for
the loss rate assumed a seasonal change, but no diurnal changes. The loss rate models
used in this work were crude and need some revision in view of recent results. The
excellent agreement between model and observation may thus be fortuitous, but neverthe-
less two mechanisms were identified that can explain the observed slow diurnal
variation of absorption. Firstly, the ionization of nitric oxide, NO, by solar
H-Lyman-a is very important in the lower E-region near sunrise and sunset. This
source of free electrons is turned on in the morning as soon as Lyman-a radiation
illuminates this region. Since Lyman- suffers little atmospheric attenuation above
100 km, this ionization source will not vary appreciably with solar zenith angle
throughout the day in the upper D-region and adds a constant term to the absorption
of radio waves penetrating the region. As the solar zenith angle decreases towards
noon, X-rays and Lyman-B radiation will soon dominate the ionization in the 90-100 km
range and the electron density will increase rapidly. There is, however, a second
factor that will compensate for this rapid increase. Waves reflected from the E-region
will see a lowering of their reflection level as the electron density increases, and
the integral JNevds will not increase as rapidly as predicted by simple theory for

waves penetrating the E-layer. Most stations using the Al or A3 techniques depend
upon observations of waves reflected from the E-region during daytime.

The modelling referred to above used an effective loss rate which was constant in
time and neglected the divergence term in the continuity equation. Some observations
indicate that one or both of these assumptions may not hold. Lastovicka (1978) have
shown that the absorption of radio waves in middle latitudes show a diurnal asymmetry,
with a maximum after local noon. This asymmetry has a marked seasonal variation.
Figure 8 illustrates this result. The possibility that transport of minor consti-
tuents, such as NO, could cause such variations should be considered, but so far no
adequate model including dynamics has been suggested.

It is interesting to note that the tentative explanation, discussed above, of the

observed diurnal change in absorption, may also explain the change with latitude of the
diurnal exponent n. At high latitudes the solar zenith angle always remains large, and
the rapid development of the E-layer at small zenith angles never occurs. The exponent
n therefore remains small, as in the morning and sunrise situations as low and middle
latitudes. At high latitudes there is also a contribution to the ion production from
precipitation of energetic particles. This contribution is of course not linked to the
solar elevation, and adds a variable term to the total absorption. In the monthly
averages of absorption at a given solar zenith angle, this term will represent a
constant addition to the mean.

5.2 The sunspot cycle variation of absorption

The dependence of radio wave absorption on solar activity is firmly establish
from long time series of measurements at several locations (Appleton and Piggott
1954, Lauter et al 1979, Gnanalingam 1974). It is also clear that there is a
significant increase in Solar UV and X-ray intensity with sunspot activity, at wave-
lengths that will ionize in the lower ionosphere. No really adequate modelling from
first principles, of the solar cycle dependence of absorption has been done.



The International Reference Ionosphere (IRI, Rawer 1977) provides a set of
electron density distributions for the lower ionosphere based upon rockei and ground
based data. Recently Singer et al (1979) have calculated absorption for radio waves
reflected from these model N distributions, and compared the calculations with
observations. They find siggificant discrepancies, in that the IRI 77 gives larger
solar cycle variations in absorption than observed.

5.3 The seasonal variation of absorption at low latitudes

From a physical point of view the equatorial lower ionosphere seems relatively
simple. Solar X-rays and UV radiation are the dominant ionizing agents, and Oyinloye
(1978) has found a good correlation between absorption and solar X-ray fluxes. The
seasonal changes in absorption follows the law L a cosnx, where n - 1.7, in contrast
to value n o 1.0 for the diurnal variation. This seasonal "anomaly" can apparently
be explained by changes in solar flux and zenith angle. Oyinloye (1978) concludes
that there is no evidence to suggest that the absorption variations are associated
with dynamical phenomena, such as mesospheric circulation or ionosphere-stratosphere
coupling.

In his analysis Oyinloye used data from Colombo and Ibadan, both near 70N with
magnetic dip angles near 50. Further away from the equator, at dip angles of between
20Oand 300, Figure 3 shows a maximum in the latitudinal variation of absorption, and
a semiannual variation of the intensity of this maximum. The form of this latitudinal
variation is similar to the equatorial anomaly in the F-region. Furthermore, as
mentioned earlier, the absorption seems to be geomagnetically controlled. The physcial
mechanisms causing the observed variations are not established. Pradhan & Shrike
(1978) suggest that downward transport of NO, produced in the F-region, is responsible
for the enhanced electron densities in the lower ionosphere "equatorial anomaly".
Dyson and Bennett (1980) have pointed out that George (1971) may have overestimated
the fNevds at low latitudes due to neglect of a term in the magneto-ionic formula for

the Fefractive index. Thus the "anomaly" may be smaller than shown by George, or
nonexistent. However, rocket measurements by Mechtly et al (1969) seem to confirm the
existence of an anomaly in electron density. No definite conclusion can be drawn at
present on this point.

5.4 The absorption at middle latitudes

In the latitude region from 350 to 600 the lower ionosphere, and the radio wave
absorption, exhibit much greater variability than at lower latitudes. Our present
picture of the physics of this region is very complex and probably far from complete,
but some important mechanisms causing enhanced ionization and absorption will be
discussed below.

5.4.1 The "Storm after effect"

The "Storm after effect" is a period of enhanced absorption occuring a few days
after the main phase of a geomagnetic storm (Belrose & Thomas (1968)). Dickinson and
Bennett (1978) have used rocket borne experiments to show that the absorption is due to
enhanced D-region electron densities. Larsen et al (1976) have shown by means of
satellite observations that energetic electrons (10-200 keV) precipitate at subauroral
latitudes during such conditions. These particles will penetrate into the D-region.
Spjeldvik and Thorne (1975) have produced a simplified theoretical model for the D-
region under past storm conditions, and their estimates agree well with Dickinson and
Bennett's measurements.

5.4.2 The winter anomaly in absorption

The winter anomaly in absorption is illustrated in Figure 4 which shows that
large values of absorption are observed on days or groups of days in winter at middle
latitudes. Although the phenomenon has been known since the early days of ionospheric
physics, real progress in our understanding has only been made in recent years.
Beynon and Jones (1965) and Shapley and Beynon (1965) were the first to show that
ionospheric absorption could be associated with dynamical phenomena in the neutral
atmosphere. Figure 9 shows the similarity between the seasonal variation in
absorption, mesospheric densities and stratospheric temperature. Shapley and Beynon
(1965) demonstrated a connection between absorption and stratospheric warnings.
Sechrist (1967) suggested that enhanced densities of nitric oxide could occur in
winter, in connection with "D-region warmings", and could cause large absorption
through increased ion production.

A major effort was made to study the phenomenon in the Western Europe D-region
Winter Anomaly Campaign 1975/76. The results are presented in a separate issue of
J Atm Terr Phys 41 Oct/Nov 1979. The campaign has also been described by Offermann
(1977) and (19797 In summary the winter anomaly in radio wave absorption is caused
by an increase in electron density in the 70-95 km height region (FTiedrich et al
1979). This increased electron density is due to several processes: (Thrane et &l
1979)

i) An enhanced ion production due to increased NO densities
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i) A decrease in effective electron loss rate associated with a temperature
increase and a lowering of the region where complex cluster ions with large
recombination rates occur

iii) A possible increase in ion production due to increased density of the excited
species 02 (1Ag).

The processes are listed in probable order of importance (Thomas 1979). If
increased nitric oxide densities in the D-region is indeed the major cause for the
winter anomaly, a plausible mechanism must be found to bring NO into and out of the
D-region with time scales of the order of one day, since this is a typical time scale
for the absorption changes. We know that NO is produced in the E-region, and that the
species has a photochemical lifetime of many days in this height region. Offermann
et al (1980) have recently suggested that, in a winter situation, atmospheric waves
may propagate from below into the mesosphere and create enhanced turbulence and
temperature. The turbulence can rapidly transport NO from above into the D-region,
where changing winds can blow the No away from or towards the observer. This
suggestion needs of course more precise experimental verification, but is a plausible
hypothesis.

5.5 Sudden Ionospheric Disturbances (SID)

X-rays emitted from. solar flares cause increased D-region ionization over the
entire sunlit hemisphere. The excess absorption caused by these events is observed as
short wave fade-outs (SWF) and can lead to break-down of HF-communications for
previous from k-2 hours. Detailed knowledge of the incident X-ray spectrum makes it
possible to estimate ion production rates, but estimates of the resulting electron
densities are complicated by a decrease in loss rate, associated with the intense
radiation. (Desphande and Mitra 1972).

5.6 The absorption in high latitudes

The absorption in latitudes beyond 600 is most likely influenced by the
meteorological processes described in the preceding section. The absorption
measurements from Kjeller (600N) (see Figure 6) certainly show a well developed
winter anomaly (Armstrong, Lied & Thrane 1972). However, with increasing latitude
beyond 600 such effects are masked by the strong influence of precipitating energetic
particles. These penetrate into the lower ionosphere, creating enhanced ionization
densities which sometimes completely disrupt HF communications and seriously affect
VLF and LF communication systems. Detailed discussions of the different types of
disturbances in the high latitude ionosphere have been given in Thrane (1979) and
Thrane et al (1980) and references therein. In the present paper emphasis will be on a
few points of interest for understanding the physics of high latitude absorption.

We normally distinguish between three important types of high latitude
absorption events, Polar Cap Absorption (PCA), Auroral Absorption (AA) and Realistic
Electron Precipitation events (REP).

A PCA is caused by energetic solar protons impinging on the polar atmosphere,
causing long-lasting and large changes of plasma density in the lower ionosphere over
the entire polar caps, sometimes down to latitudes of 600. Protons with energies of
many tens of MeV may penetrate down to stratospheric heights in extreme cases. The
ion production rate in the lower D-region have been observed to increase by four
orders of magnitude (the August 1972 event, Reagan 1977). These large production
rates also profoundly influence the ion chemistry, preventing the formation of large
cluster ions, and thereby decreasing the loss rate. The resulting electron densities
are large, causing absorption of 10-20 dB of cosmic radio noise observed by riometers
operating near 30 MHz. A strong PCA event may last for many days, and although the
particle flux may remain relatively constant, the absorption will be smaller during
nighttime. The reason for this diurnal variation is that the free electrons in the
lower D-region will attach to molecular oxygen forming negative ions. A sudden
increase in absorption may be observed at sunrise when visible light causes photo-
detachment of the electrons.

The A2, riometer method has proved a very simple and useful technique for studies
of high latitude absorption events. Figure 5 shows a map of occurence probability of
auroral absorption in the northern hemisphere, and illustrates a characteristic
diurnal variation with a maximum near 70°N in the early morning hours. AA events
are caused by precipiation of energetic electrons (energies > 10 keV) which ionize in
the D- and lower E-regions. These hard particles are associated with, but not
necessarily coincident with the softer particles causing the visible aurora. The
ionization intensity and height distribution are very variable. There has been some
discussion in the literature about the heigths at which the auroral absorption occurs,
and to what extent the observed riometer absorption can be used to indicate the state
of the lower ionosphere. Torkar (1977) has collected a set of more than 20 electron
density profiles derived from rocket experiments during disturbed ionospheric
conditions in Northern Scandinavia. Figure 10 shows these profiles and illustrates the
great variability in the observed plasma densities. The electron density at different
heights may be plotted against the riometer absorption measured during each rocket
flight, and a regression line fitted to the points. Figure 11 shows the results for
a height at 85 km. Clearly there is a considerable scatter of the values, but a
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The slope of the regression line is steepest and the scatter smallest near 85 km. This
indicates that most of the absorption occurs between 80 and 90 km, for AA events of the
magnitude considered here. Figure 12 shows height distributions of absorption for five
rocket flights made during different degrees of disturbance. In all cases the
absorption is largest between 70 and 100 km. The code names for the five rockets will
be found in Figure 11, which shows the associated riometer absorption. The largest
event, during the S-18-2 flight has maximum absorption at the lowest height. The
measured particle energy spectrum and the derived ion production is shown in Figure 13
for the rocket S-18-2 (Bjorn et al 1979). It should be noted that the rockets code
named F-33 and F-34 were launched during an REP event and a very hard component in
the energy spectrum of the electrons created subsidiary maxima in the 60-70 km height
range. We conclude that during AA and REP events with riometer absorption less than
3 dB the main absorbing region is above 75 km. This means that auroral absorption
should be frequency dependent in the HF range (see Section 2.1).

Attempts have been made to include high latitude absorption into HF propagation
prediction methods. Three such methods, the HFM loss (CCIR Report 252-2), the
"Bludeck" (Haydon et al 1976), and the "Ioncap" (Lloyd et al 1978) introduce a term,
the "excess system loss". This term has a latitudinal, seasonal and diurnal variation,
but no frequency dependence or dependence upon magnetic activity. It is claimed that
high latitude absorption occurs in the lowest part of the D-region (50-70 km, Lloyd et
al 1978), contrary to the results quoted above. Foppiano (1975) proposed a new method
for predicting auroral absorption in which the absorption zone is centered at the
auroral oval and its intensity varies with frequency and the Kp index. This method has
been included in CCIR recommendations and in the Applab prediction method (Bradley
1975). A further development of the Foppiano model has been discussed by Vondrak et al
(1977). Thrane and Bradley (1980) have compared the different prediction methods with
measurements of circuit reliability on high latitude paths. The find that none of the
current methods are adequate for transmission paths within the disturbed auroral zone.

The physical processes causing aurora and auroral absorption are complex and a
detailed treatment beyond the scope of this paper. A recent, interesting result
should, however, be mentioned. Oksman and Ranta (1980 private communication) have
studied the relation between the IMF (Interplanetary Magnetic Field) sector polarity
and the diurnal and annual variation of riometer absorption in the auroral zone. They
find significant differences in the absorption measured during A (Away) and T (Toward)
polarities. The A periods have the smallest absorption in the spring and the greatest
absorption in the autumn. This pattern follows the pattern in geomagnetic activity,
and is a consequence of high transfer rate of energy from the solar wind into the
magnetosphere during conditions favourable for magnetic coupling between the solar and
terrestrial fields (Russel and McPherron, 1975).

6. CONCLUSIONS

Our understanding of the physics of radio wave absorption in the ionosphere is
linked to our general understanding of upper atmosphere physics, and the radio wave
absorption is a sensitive indicator of the state of the lower ionosphere. A wide range
of physical problems have been mentioned, such as electron collision processes in
atmosphere gases, magneto-ionic theory, the meteorology of the mesosphere and
stratosphere, and the link from the solar wind and interplanetary field to the
magnetosphere and lower ionosphere. Even though our knowledge has increased rapidly
in later years, physical models are in most cases not sufficiently well developed to
be useful for prediction purposes (Thrane et al 1979). Radio wave frequency
predictions still depend upon empirical formula for the attenuation of the waves.
Clearly further research is needed.
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A REVIEW OF SOLAR WIND-MAGNETOSPHERE-IONOSPHERE COUPLING
by W.I.Axford

H.Poeverlein, Ge
To which plasma did you refer when you said it consists, on the average, of 90 percent solar-wind plasma and
10 percent ionospheric plasma? 4

Author's Reply
I referred only to the hot plasma, well above the energies of a few eV which could result from purely ionospheric
effects. Naturally, the total magnetospheric population, including the F-region and plasmaspheric plasma, is
dominated by cold particles produced by ionization of the upper atmosphere.

IONOSPHERIC DISTURBANCES OF MAGNETOSPHERIC ORIGIN
by H.Poeverlein and E.Neske

D.G.Torr, US
Can you explain why the light ion trough occurs at lower L shells than does the low altitude midlatitude trough?

Author's Reply
The light ion trough (LIT) and the midlatitude trough (MLT) seem to be different phenomena. In particular,
differences exist in the occurrence frequency with respect to local time and the LIT is preferably observed at
higher altitudes (see reference in table I).

P.Spalla, It
Please comment on the behaviour of the total electron content during magnetic storms.

Author's Reply
Ionospheric storms, which accompany geomagnetic storms, show positive and negative phases in the ionospheric
electron concentration as well as in the total electron content. This indicates that the changes are not merely a
compression or expansion (see Mendillo and Klobuchar, JGR, v. 80, p. 643, 1975).

H.Soicher, US
Recent observations have indicated that the positive and negative phases of ionospheric storms (i.e. increases and
decreases of electron concentration following sudden commencements) are simultaneous in the ionospheric and
plasmaspheric (protonospheric) regions. How do you interpret this?

Author's Reply
Since plasma moves freely along magnetic field lines a change of plasma density generated at ionospheric levels
spreads out along the field lines into the magnetosphere.

MAGNETOSPHERE-IONOSPHERE COUPLING THROUGH THE AURORAL ACCELERATION REGION
by R.D.Sharp and E.G.Sheiley

J.Forbes, US
You suggest that precipitation of hot O ions can explain the increase in ion temperature during an SAR arc.
Could these hot ions also contribute significantly to the 6300X radiation by enhanced charge exchange with 0, ?
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Author's Reply
Possibly they could. I don't know if the relevant cross sections are available.

M.R.Torr, US
Have you a sufficient amount of data to be able to give even a rough estimate of the variation with magnetic activity
of the energy flux of the precipitating fast O + ? For example, could one say that an energy flux of 0.1 ergs cm - 2

sec-' would be typical for an average storm and perhaps 0.01 ergs cm- 2 sec - I for quiet conditions?

Author's Reply
The only currently available results that I know of that include quiet time data come from the energetic ion mass
spectrometer on the GEOS-l satellite and have been published by Balsiger et al. (JGR, v. 85, P. 1645, 1980).

A.Egeland, No
Can you explain the hydrogen emissions, in particular the ground observed Doppler shift, from the upstreaming
energetic protons?

Author's Reply
No. The emissions from the upward moving energized H' are generally mixed with emissions from precipitating
downward moving H+ ions, and it would be very difficult to sort out the two phenomena from ground based
optical observations.

THE PHYSICS OF RADIO WAVE ABSORPTION
by E.V.Thrane

T.BJones, UK
Could you comment on the small scale horizontal structure of absorption at high latitudes. Recent observations at
Tr4mso with reflection point separations of ' 100 km indicate that quite different levels of absorption can occur on
these paths.

Authors Reply
There is definitely a small scale structure present, both in the observed absorption and in the ionizing particle flux.
The general auroral absorption has spatial scales of the order of 100 km and temporal scales of hours, but fine scales
within these patches may be of order kilometers and minutes respectively.
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Abstract:

The Ionospheric E and lower F layers possess electric conductivities sufficiently large to carry electric

current systems. This region Is called the dynamo region because electric currents are generated there by

the Interaction between tidal winds and the ionospheric plasma in the presence of the geomagnetic field.

The dynamo region also acts as a load resistance in the hydromagnetic generator system "solar wind- magneto-

sphere- Ionosphere", and is an equalizing layer in the global electric current system of thunderstorm

origin. The present state of knowledge about electric current systems flowing within the Ionospheric dynamo

region and their generator mechanisms is reviewed.

1. INTRODUCTION

The Earth's atmosphere is an electrically conducting medium. The main ionizing agencies are cosmic

rays within the first 60 km altitude and solar XUV radiation above that height. The mobility of ions and

electrons, which is influenced by their collisions with neutrals, and above 80 km by the geomagnetic field,

determines the degree of conductivity. The conductivity Is Isotropic and increases nearly exponentially up

to about 80 km (see Fig.l). It becomes anisotropic above 80 km with a conductivity a,, parallel to the geo-

magnetic lines of force B that increases with altitude. There Is also a Pedersen conductivity o orthogonal

to 8_a, but parallel to an electric field E that maximizes near 140 km, and a Hall conductivity ah- which Is

orthogonal to 8o and E and maximizes near 110 km altitude. Both the Pedersen and Hall conductivities vary

with time, latitude and longitude In a complex manner (e.g., RISHBETH and GARRIOTT, 1969). The region of the

lower ionosphere between about 80 km and 200 km where the Pedersen and Hall conductivities are of significant

magnitude Is called the dynamo region.

An electromagnetic field breaks down very quickly in such a conducting medium if it is not maintained

continuously by an external non- electric force. At present, three sources of large scale electromagnetic

fields in the atmosphere are known:

(a) Dynamo action between tidal winds and Ionospheric plasma

(b) Interaction between solar wind and magnetosphere

(c) Thunderstorms

The electromagnetic field due to source (c) is basically a transverse magnetic field with a strong DC

component. The fields of source (a) and (b) are basically transverse electric AC fields with a fundamental

period of one solar day.

FIG. I MEAN ALTITUDE PROFILE OF

ELECTRICAL CONDUCTIVITY. IT IS

2W _ _ _ _ u p- PEDERSEN CONDUCTIVITY;

ah - HALL CONDUCTIVITY;

S- PARALLEL CONDUCTIVITY;

100 a E - CONDUCTIVITY OF THE EARTH'S

INTERIOR.
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The region of, interest here - the dynamo region - is the source region of the dynamo field (a). How-

ever, It also acts as a load resistance for currents which are driven by the sources (b) and (c). This is

schematically shown in Fig. 2. UD is the dynamo source driving a horizontal electric current of the order

of 100 kA on one hemisphere within system II. The resistance Ro In that system is also load resistance In

system III, and It is part of the global current system I.

In this paper, I want to review the generation of the dynamo current, its structure and Its modulation

during solar flares and solar eclipses. In addition, the role of the dynamo region as a passive region for

the current systems I and III in Fig. 2 will be outlined. Emphasis is placed on electromagnetic fields of

lowest periods greater than about one hour.

2. TIDAL WINDS

The agency for the in situ generation of large scale electric currents within the dynamo region are

regular lid&l wind systems. These tidal winds are excited either by the solar thermal heat source (solar

tides) or by the lunar mechanical gravitational force (lunar tides). The Earth's atmosphere behaves like a

huge wave guide in which only individual wave modes can exist.

The meridional structure of these wave modes Is determined from an elgenvalue equation called Laplace's

equation (CHAPMAN and LINOZEN, 1970). The wave modes are symbolized by two wave numbers (m,n) where

m - 0, 1, 2... is a zonal wave number indicating the number of wavelengths spanning a zonal circle. The

diurnal tides with a period of one solar (lunar) day have wave number m - 1, the semidiurnal tides have

m - 2, etc. n is a merldional wave number (nl - 
m) related to a hierarchy of wave structures along a

meridlonal circle. Positive n belong to waves with finite vertical wavelengths (propagating waves). Negative

n belong to waves with Infinite vertical wavelengths (evanescent waves).

The vertical structure of the waves is connected to their horizontal structure by a separation constant

called the equivalent depth h . Positive h belong to propagating waves, negative h belong to evanescent waves.

The fundamental solar diurnal tide (1,-2) is an evanescent wave within the lower and middle atmosphere. The

vertical structure of forced waves is proportional to the corresponding source function (e.g., VOLLAND.1979a).

3. IONOSPHERIC DYNAMO

The basic equation of the dynamo theory is Ohm's law

" _o. (E + Ux) (1)
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together with a condition for source free electric currents (e.g. CM4APMNi and BMATELS, 1951; FEJER, 1964).
J is the electric current density; is the geomanetc field. C is an electric polarization field which

is caused by charge separation between ions and electrons. It adjusts the current configuration in such a

manner that j becomes source free.

a Is a conductivity tensor which is at middle and higher latitudes

_ p h (2)
-h  0p

with op the Pedersen conductivity and ah the Hall conductivity (see Fig. 1). Near the geomagnetic equator,

It is

S") ; 0c ( )p + ah/a (3)0 ac  h p

with a,, the parallel conductivity and oc the Cowling conductivity (MAEDA and MTSUMOTO. 1962).

Since the conductivities p nd ah are sufficiently large only within a narrow sheet (see Fig. I), the

current density J flows essentially In that sheet, and vertical currents can be ignored in a first approxi-

mation (apart from the gaomagnetic equatorial region). Introducing height Integrated averaged currents end

winds:

2 Z

.f d2 ; Ely - f oU dz ; (i - p,h) (4)

z1  z

it is evident that only those wind systems contribute significantly to the height Integrated currents I

that have vertical wavelengths large compared with the thickness of the dynamo layer. The evanescent modes

with the same phase at all altitudes (i.e., with infinitely large vertical wavelengths) contribute

predominantly to the dynamo currents. In particular, the solar diurnal (C,-2) mode Is mainly responsible

for the Sq current (KATO, 1966; STENING. 1969; TARPLEY, 1970b). The Sq current can be observed magneti-

cally on the ground as the solar quiet (Sq) geomagnetic variation. The main contribution to the lunar (L)

variation comes from the lunar samidiurnal (2,2) mode (TARPLEY, 1970a).

Separating the height integrated Lorentz field Uxo in (1) Into a curl free and a source free term w,

Introducing a quasistatic electric potential for the secondary electric field, and using the simplified

form of the conductivity tensor (2) and (A). one arrives at a current (HHLMANN, 1974)

1 - 1 VxW (5)

with 1 ;/ 2 an average Cowling conductivity.

In this approximation, the curl free part of the Lorentz field does not contribute to the current, end the

current i can be derived from a stream function

r - I€ W (6)

The Cowling conductivity Is the effective conductivity. The lines T - const are streamlines of the current

sys tam.

4. STREAFUNCTION AND ELECTRIC FIELD OF THE Sq CURRENT

The earth's Interior is a good electric conductor when compared with the conductivity of the lower

atmosphere (see Fig. I). Therefore, the system "dynamo region- Earth's interior" behaves like a huge

transformer with the dynamo region the primary winding and the Earth the secondary winding. Electromgnetic

induction in the secondary winding generates secondary electric currents in the Earth, the magnetic fields

of which are superimposed onto the magnetic fields of the dynamo current. If one considers the primary
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electromagnetic field of the Sq current as a transverse electric AC field reflected on a conducting half

plane (the Earth's Interior), the effect on the ground Is an enhancement of the horizontal component

and a reduction of the vertical component of the total magnetic field, while the electric field disappears.

This is in basic agreement with more detailed calculations of electromagnetic Induction within the spherical

Earth (PRICE, 1967).

A plane homogeneous electric sheet current of strength I generates a horizontal magnetic field under-

neath which Is orthogonal to the direction of the current and has the strength

B- o0/2 (7)

Electromagnetic Induction within the Earth enhances the horizontal field on the ground by a factor of about

1/3. Therefore, an equivalent overhead current Is related to the horizontal Intensity observed on the ground

as
;. (8)

2 u°a(8

More detailed methods allow to separate the contribution of the ionospheric current (the external part)

from that of the Earth's interior (the internal part) and to relate the external magnetic variations

observed on the ground to a virtual spherical *heet current within the dynamo layer derivable from

a stream function T. The lines T - const. constitute the streamlines of that current (CHAPMAN and BARTELS.

1951).

Fig. 3a shows the streamlines of the external component of the Sq current. One notices a strong vortex

In each hemisphere peaking near 350 latitude and near I1:00 local time with an overall magnitude of about

150 kA. The internal current (Fig. 3b) which has a similar structure, has a strength about 1/3 of that of

the external current. The L current due to lunar tides iS about 20 times weaker than the Sq current.

Given the streamlines in Fig. 3a, the electric field E and the wind system U can be derived from (1)

(MAEDA, 1955; KATO, 1956). This is now regularly done In the World Data Center C2 for Geomagnetism, Kyoto

University, Japan (SUZUKi, 1978).

The electric field so determined Is not unique because this process ignores the irrotational component

of the Lorentz field (M0HLMANN, 1974).

The electric Sq field can also be derived from incoherent scatter

FIG. 3 EXTERNAL (ABOVE) AND INTERNAL (BELOW)

PART OF THE EQUIVALENT ELECTRIC Sq CURRENT

DURING EQUINOX (1957 1960). BETWEEN TWO

STREAMS LINES FLOW 20 kA. (after MALIN, 1973).

UT.=U
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radar. Fig. 4 from RICHMOND (1976) shows equipotential lines of that field with maximum horizontal

potential differences of about 7 kV. HARPER (1977) has determined the electric current density at dynamo

layer heights from incoherent scatter observations of E and the ion drift velocity.

Theoretical approaches to determine I and E usually start from calculated tidal wind systems U and use,

these theoretical winds as "driving forces" for the electric fields and currents in (1) preassuming that

the conductivity is known (e.g., STENING, 1973; RICHMOND et al., 1976; FORBES and LINOZEN, 1976a, 1977;

IHLMANN, 1977). The result of these studies is the following:

The diurnal (1,-2) mode contributes about 80 - 90% of the Sq current. The balance of 10 to 20% is due to

the diurnal (1,1) mode and the semidlurnal (2,2) and/or (2,4) modes. These propagating modes with their

finite vertical wavelengths are mainly responsible for the observed variability in the Sq variations.

The bulk of the Pedersen current flows in a broad region between about 120 and 170 km altitude whereas

the Hall current Is concentrated near 120 km. The contribution of the Hall current Is smaller than that

of the Pedersen current yielding ih/!p . 0.7 and ic . 1.5 Ep In (5).

5. INFLUENCE OF CONDUCTIVITY ON THE CURRENT CONFIGURATION

The diurnal (1,-2) wind which Is the dominant generator of the Sq current Is a harmonic wave with

period of one solar day:

U - U1 cost

On the other hand, the geomagnetic Sq variation represented by the equivalent sheet current in Fig.3 contains

strong harmonics. This can be seen in Fig. 5 which gives the first four Fourier components in magnitude and

phase of the horizontal intensity H versus dip latitude (MATSUSHITA,1967). The magnitudes of the two first

components have ratios h1 : h2 - 2 : 1, and the phases have the relationship y, 'y2+w . This clearly Indicates

the Influence of the daily variation of the conductivity. Developing the temporal variation of a Into a

Fourier series:

a a0 -a1 Cos T ... (9)

S . ... .. ..... FIG. 5 DIP- LATITUDE DISTRIBUTION OF THE

- AMPLITUDES hm (SOLID CIRCLES) AND THE
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, - FOURIER HARMONICS (m - I to 4) FOR THE

- - HORIZONTAL INTENSITY IN THE A14ERICAN

-" _____ZONE DURING EQUINOX 1958. THE CURVES

. -'-~-- ,. . I. . -m -"-" . " -. ... REPRESENT SMOOTHED VALUES (after
I . . . . . .. .': ... . . . .. . .! MATSUSHITA, 1967).
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one obtains the product oU, which is a measure of the current:

a I  a I

gU 0 U( T- + 00 CosT - r- cos 2T + (10)

Hence, with the reasonable values of 0 01. the relationship between the two first Fourier components

In Fig. 5 Is verified.

6. EQUATORIAL ELECTROJET

At the geomagnetic equator, one may apply (3) to determine the height integrated zonal component

of the electric conductivity

z2
E r f" aC d z  > f C0 )£c ~ 0 d~ (11)

zI

This leads to a zone of strongly enhanced currents at the height of the maximum of the Hall conductivity

( - 110 kim). That electrojet Is observed magneticallyasatwo fold increase In the horizontal Intensity

at the geomagnetic dip equator. The effect decreases to zero within about + 50 latitude (Fig. 5).

The physics underlying the derivation of (3) Is that the vertical electric currents outside the thin

sheet are prevented from flowing. Hence, a vertical electric polarization field is set up which drives a

zonal Hall current within the sheet. That Hall current Is superimposed on the zonal Pedersen current.

Because of the limited meridlonal range of such polarization field, an assoziated current system flows in

the merldlonal plane on both sides of the equator as indicated in Fig. 6 (UNTIEDT, 1967). That current

generates a toroidal zonally directed magnetic field which cannot be observed on the ground. Fig. 7 shows

a cross section of the density of the zonally flowing electrojet. Such current profiles have indeed been

measured by Rockets (e.g. SHUMAN, 1970).

The influence of various tidal modes as well as the temporal variations of the conductivity is taken

into account in more detailed calculations (RICHMOND, 1973a, 1973b; FAMBITAKOYE et al., 1976; FORBES and

LINDZEN, 1976b).

te FIG. 6 ISOLINES OF THE TOROIDAL
no . -- - - - - -- - MAGNETIC FIELD OF THE EQUATORIAL
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2
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7. GEOMAGNETIC SOLAR FLARE EFFECT AND SOLAR ECLIPSE EFFECT

During a solar flare, enhanced solar XUV radiation increases the electron density within the lower

Ionosphere on the sunlit hemisphere for a time Interval of the order of one hour. Consequently, the

electric conductivity in that region Increases, and an enlargement of the Sq current is expected. This is

observed in the geomagnetic registrations as a small deviation from the undisturbed Sq pattern and is

known as crochet or geomagnetic solar flare effect (s.f.e.) (see Fig. 8). The corresponding equivalent

electric current Is Indeed very similar in structure to that of the Sq current. However, Its vortex

centers are shifted to the west by about 100 ( VAN SABBEN, 1961). The most likely explanation for this

Is that the s.f.e.-current is centered at a height which is somewhat below the mean height of the Sq

current. The tidal winds which shift their phase with altitude are then responsible for different locations

of the vortices. More recent papers dealing with this subject are RIKITAKE and YUKUTAKE (1962), OHSHIO et

al. (1963), and RICHMOND and VENKATESWARAN (1971).

During a solar eclipse, the shadow of the moon generates a conductivity hole within the dynamo region

of about 6000 km in diameter which moves along the central line of the eclipse. One expects therefore a

reduction of the strength of the Sq current in the environment of the central line during the eclipse.

This has been observed on very quiet days (see Fig. 9) (WAGNER, 1963; BOMKE et al.,1967). The equivalent

current system superimposed onto the Sq current which generates AXe is shown in Fig. 10. it is directed

opposite to the Sq current and moves with the shadow along the central line.

8. COUPLING BETWEEN THE IONOSPHERIC PLASMA AND THE TIDAL WIND

The tidal wind In (1) is not independent of the electric current. Feedback from the current to the

wind occurs via the mechanical Amnpere force j x B in the equation of horizontal momentum.

(A) 8 JULY 1968
i HM

H i._ . ...... FIG. 8 GEOMAGNETIC CROCHET RECORDED

20)' hl' AT BOULDER (A) AND FREDERICKSBURG (B)

DURING THE SOLAR FLARE OF JULY 8, 1968,
Id d _' m 1708 UT. Hm and Dm ARE THE MEAN

MAGNETIC VALUES OF H AND D. h
q

AND dq ARE THE COMPONENTS OF Sq. hf

(8) AND df ARE THE CROCHET AMPLITUDES

20 -(after RICHMOND and VENKATESWARAN, 1971).

TFIG. 
9 NORTH COMPONENT (AX) OF GEO-

MAGNETIC VARIATION DURING SOLAR ECLIPSE
. "OF FEBRUARY 15, 1961 (SOLID LINES; LEFT)

, AND EXTRAPOLATED Sq VARIATION (DASHED

,- I 'LINES; LEFT) AT THREE STATIONS IN

0 -2.SOUTH- EAST EUROPE. THE CURVES ON THE
S/' . RIGHT GIVE THE SOLAR ECLIPSE EFFECT
- AX (after WAGNER, 1963).

I II
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" '. FIG. 10 EQUIVALENT STREAM LINES OF THE

GEOAGNETIC SOLAR ECLIPSE EFFECT FLOWING

IN OPPOSITE DIRECTION TO Sq

(after VOLLAND, 1956).

I I FIG. 11 BLOCK DIAGRAM
Laplace-Equation ion Dragj Dynamo-Equations INDICATING COUPLING BETWEEN

HORIZONTAL WIND U, PRESSURE p,

ELECTRIC CURRENT J, AND ELECTRIC

FIELD E VIA AMPERE FORCE JxB AND

SELECTRIC LORENTZ FIELD UxB. B IS THE

GEOMAGNETIC FIELD. h IS THE

EQUIVALENT HEIGHT, AND a IS THE
Ux ELECTRIC CONDUCTIVITY TENSOR

I (after VOLLAND, 1976b).

I I

Feedback between wind and current Is schematically shown In Fig. 11. Gate B in Fig. 11 is open In the

conventional dynamo theories, gates A and C are open In F- layer wind calculations (e.g. KOHL and KING, 1967).

A numerial treatment of the complete set of the hydrodynamic and electrodynamic equations is possible

in the case of a simplified conductivity tensor such as in (2) (VOLLAND and GRELLMANN, 1978). Approximate

analytic solutions have been found for the diurnal (1,-2) and the semidlurnal (2,2) modes (VOLLAND, 1976a).

The solution for the stream function T in (6) for the (1,-2) mode is

3 Zc U0Br o  It
- sin# cost e (12)
1 + 4185/3 5

with

C oa feedback factor (13)

Opo Ar

Here 0 - 3x10
5 
T is the geomagnetic dipole field at the equator, T Is the local time, r0 is the radial

distance of the dynamo layer, and bo is a height averaged wind amplitude. The current strength within one

vortex of the Sq current Is given by

max I

With the values

r -a w 130 km ; po (130 km) - 8x10 "9 kg/nf; Ar 5 , km ; IU1 I 80 m/s ; - 30 S
0 0 0
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one arrives at

6 0.9 and max = 90 kA

The value of ymax would Increase to 140 kA with no feedback (6 - 0). Hence, the efficiency of the wind

to produce the Sq current Is reduced by a factor of about 0.65 due to feedback.

With no feedback (6 - 0; gate B in Fig. 11 open), the wind is considered as an "external driving

force". Evidently, the current would increase unlimited with Increasing conductivity in that case. With

feedback, however, the short circuit current obtains the finite value:

9 Arap oI U iro

maxj 40 B°  115 kA (14)

c

Therefore, the observed Sq current reaches about 80% of Its short circuit value.

The ionospheric dynamo with feedback between wind and plasma is called a hydromagnetic dynamo. It can

be simulated by the equivalent electric circuit II in Fig. 2. After Integrating over a meridional circle,

the meridional components of the wind and the current in (1)disappear. The parameters in Fig. 2 are the

meriodionally averaged zonal components (VOLLAND, 1976b). UD corresponds to the driving force (the solar

heat) and is an external source voltage, U corresponds to the Lorentz field UxB, ID is analogous to the

height integrated electric current, Up is the polarization potential, and

I I p Ar 13 1
RO D "_" ; Ri = - ; CD - - ; R= p - RD + - (15)

Ec is CD  4B
2  

9iQCD

RD is the load resistance, Ri an internal resistance which does not depend on the plasma parameters, and

R is a complex impedance relating the polarization potential with the current.--p

The circuit II in Fig. 2 is analogous to a technical dynamo with R corresponding to the self
-p

inductance of the coil which is space charge in the case of the ionospheric dynamo.

The Sq current produces Joule heating which is transferred to the neutral gas. This Joule heating

averaged over the sphere is

2-2Tr 36 z 60U0
f I .i sine do - 2 10-5 W/m2 (16)

4 Ic 0 250{1+(46/3)2 0

with I from (5). This Is about two orders of magnitude smaller than the solar XUV heating above 120 km

altitude. The number in (16) Is in basic agreement with more detailed calculations (ROBLE and MATSUSHITA,

1975; FORBES and LINDZEN, 1976a).

9. PENETRATION OF Sq CURRENTS AND FIELDS INTO MAGNETOSPHERE AND LOWER ATMOSPHERE

The electric conductivity Is very large within and above the dynamo region along the geometric lines

of force. Therefore, one expects field-aligned electric currents to flow during solstice conditions when

the tidal winds create potential differences between summer and winter hemisphere. Estimates carried out

by MAEDA and MURATA (1965) suggest that not more than about 10% of the Sq current flows through the

magnetosphere with field -aligned current densities of the order of 10
"10 

A/m
2 

as compared with the

horizontal current densities of the order of 10
" 

A/m
2
. The magnetic effect of these field aligned currents

on the ground Is negligible.
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The small but nevertheless finite electric conductivity of the middle and lower atmosphere allows

part of the Sq current to flow through those regions. From the ratio between the load resistance RD

of the dynamo layer to the overall resistance RA of the lower and middle atmosphere (see Fig. 2) one

estimates that not more than a factor of 10-4 of the Sq current flows through the lower and middle

atmosphere.

The electric polarization field of the Sq current can map down into the middle and lower atmosphere.

Its vertical component on the ground has been estimated to be of the order of I V/m. This is much smaller

than the thunderstorm field of about 100 V/m and is therefore barely detectable (ROBLE and HAYS, 1979).

The Sq field can also be communicated upward into the magnetosphere along the geomagnetic field

lines without appreciable attenuation. One expects this field to cause an outward drift of the magnetospheric

plasma during daytime and an inward flow during the night (MATSUSHITA and TARPLEY, 1970; MAEDA and

KAMEI, 1975)

10. THE DYNAMO REGION AS A LOAD RESISTANCE FOR CURRENTS OF MAGNETOSPHERIC ORIGIN

The interaction between the solar wind and the magnetospheric plasma acts like a hydromagnetic

generator in which the kinetic energy of the solar wind is transferred into electric energy of the magneto-

sphere. Large-scale electric potentials develop on the dawn and dusk sides at higher latitudes along the

open field lines (STERN, 1977). The dynamo layer connects these two regions electrically so that field-

aligned electric currents flow from the magnetosphere into the ionosphere on the dawn side and out of

the ionosphere during dusk (IIJIMA and POTEMRA, 1976). A secondary system of field-aligned currents

flowing in the opposite direction builds up within the regions of closed field lines equatorward of the

auroral zones. These fields and currents are enhanced and shifted to lower latitudes during disturbed

conditions. They also depend on the polarity of the interplanetary magnetic field.

The ionospheric current component in that current system is called the SP current during magnetically
q

quiet conditions, and the DP2 current during disturbed conditions (NISHIDA and KOKUBUN, 1971). Since the

electric conductivity within the auroral zones increases during disturbed conditions (BANKS, 1977), a

narrow band of currentsdevelops there called the polar electrojet or DPi.

Fig. 12 shows the equipotential lines of the magnetospheric electric field mapped down to ionospheric

heights during moderately disturbed conditions. A potential difference between dawn and dusk of about 70 kV

can be observed. During very quiet conditions, that potential difference is only about 25 kV (HEPPNER, 1977).

The equipotential lines in Fig. 12 are also the streamlines of the Hall component of the ionospheric

currents. FUKUSHIMA (1971) has shown that the equivalent ionospheric current system derived from ground

based magnetic measurements is predominantly the Hall component.

FIG. 12 SEMIEMPIRICAL MODEL OF THE

MAGNETOSPHERIC ELECTRIC CONVECTION FIELD
" AT IONOSPHERIC HEIGHTS. EQUIPOTENTIAL LINES

(IN kV) DURING MODERATELY DISTURBED

CONDITIONS ON THE NORTHERN HEMISPHERE

(after HEPPMER, 1977).

I'=/L

~ m 5 in



Joule heating due to these currents is a significant fraction of solar XUV heating (- 10%) during very

quiet conditions, and even exceeds XUV heating during disturbed conditions (VOLLAND, 1979a).

Model calculations of these currents and fields are due to KAMIDE and MATSUSHITA (1979), VOLLAND (1979b)

and others.

11. THE DYNAMO LAYER AS AN EQUALIZING LAYER FOR THE GLOBAL THUNDERSTORM FIELD

Electric charges separate within a thundercloud as a result of the combined action of convection and

gravity with positive charge stored in the upper part of the cloud and negative charge stored in the

lower part. Voltage differences of 10 to 100 MV can develop between the upper and lower parts of the cloud.

Discharging currents flow c'-tside the cloud. Intracloud lightning flashes are short circuit currents within

the cloud.

The exponentially increasing conductivity of the atmosphere is responsible for a substantial current

of the order of IA flowing from the top of the cloud into the ionosphere. With about 1200 thunderstorms

acting simultaneously on Earth, a total current of about I kA flows into the ionosphere. A smaller current

of about 200 A flows directly to the Earth in the immediate environment of the thunderstorms, i.e. along

RT in Fig. 2 (KASIMIR, 1959). The total resistance between the cloud tops and the iomosphere is of the order of

25 ka (Ru in Fig. 2). The total resistance between Earth and ionosphere in fair weather regions is about

RA = 250 o. The overall ionospheric resistance RD = l/E = 30 mQ is negligible compared with Ru and RA '

Therefore, the ionosphere behaves like an equipotential layer for the DC currents of thunderstorm origin.

The same is true for the Earth (RE in Fig.2). Hence, the currents flow from the cloud tops via the

ionosphere down to the Earth in the fair weather regions. The link between Earth and cloud bottom is

provided mainly by cloud to ground lightning discharges (not shown in Fig. 2).

The atmosphere with its low conductivity imbedded within two spherical shells of relatively high

conductivity (the Earth and the ionosphere) resembles a huge spherical capacitor with capacitance CA.

The globally averaged electric potential between ionosphere and Earth is (HAYS and ROBLE, 1979)

RART

UA - - NIT (17)
(RT+R U)

where IT is the source current of one thunderstorm and N the total number of storms. UA does not depend

on the ionospheric resistance.

However, the thunderstorm field directly above the cloud which does penetrate into the ionosphere,

can locally modulate the ionospheric electric field (PARK and DEJNAKARINTRA, 1973).
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THE EFFECTS OF AURORAL ACTIVITY ON THE MIDLATITUDE IONOSPHERE
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SUMMARY

We review the various physical processes through which part of the solar wind energy impinging on the magnetospheric
cavity is finally dissipated in the midlatitude ionosphere, and the present knowledge of the corresponding energy budget.

The solar wind energy and matter entering the magnetosphere is first partly transferred into the auroral zone ionosphere
by field-aligned currents, and partly stored into the geomagnetic tail. It is then released from the tail into the ionosphere
(field-aligned currents and particle precipitation) and into the ring current (plasma injection). The relative amounts of
energy flowing through these various channels ark still very imperfectly known.

Energy deposition into the midlatitude ionosphere\and thermosphere thus results in part from charge-exchange neutra-
lization of ring current particles, out of which about ten per cent impact on the mid- and low- latitude thermosphere,
and in part from global redistribution of the energy entering the auroral zones.

This redistribution takes places either via the neutral atmosphere, or via electrodynamic coupling processes in the
plasma.

The neutral atmosphere channel involves the dynamical response of the thermosphere to auroral particle and Joule
heating. We discuss the total amount of energy deposited, its altitude and latitude distribution, as well as the relative
importance of the various types of dynamical responses of the neutral air (essentially gravity waves and Hadley cells).

The electrodynamic channel involves the midlatitude extension of magnetospheric convection electric fields during
magnetic events. We review the present observational evidence for this extension, and our over-all understanding of the
global distribution of midlatitude convection electric fields.

1. INTRODUCTION: AN OUTLINE OF THE MAIN ENERGY CHANNELS IN THE MAGNETOSPHERE

In any attempt to establish the energy budget of the various middle and low latitude effects of magnetospheric and
auroral activity, one must first describe the complicated geometry of the various energy channels through which solar
wind energy is transported within the magnetospheric cavity from its source to the various dissipation regions.

Figure 1 presents a schematic diagram of this energy flow. The main large-scale ionospheric/magnetospheric regions to
which the solar-wind/magnetosphere dynamo transfers energy are listed from top to bottom. If we order them radially
inwards across the field lines, we find first the solar wind, then the magnetotail, the auroral zone, the ring current, and
finally the middle and low latitude ionosphere. The energy storage regions (the magnetotail and the ring current) are
shown on the right-hand side, and the energy dissipation regions on the left-hand side. The energy flows along channels
involving either the plasma and electromagnetic interactions (continuous arrows) or only neutral particles (dashed
arrows). Let us first comment each of them briefly, before concentrating on the problem of energy transfer to
midlatitudes.

The solar wind actually exchanges energy in two intricated ways with the magnetosphere. The existence of these two
basically different though simultaneously operating ways is probably one of the main causes of the complexity and
variability of magnetospheric responses to solar wind parameter changes :

I- The solar wind partly controls the relative amount of open and closed terrestrial magnetic fluxes. The open
magnetic flux corresponds at ionospheric heights to the polar caps, and in the magnetosphere to the tail lobes. There is
considerable evidence that its total amount increases with the southward component, B;, of the Interplanetary Magnetic
Field. For instance the polar cleft, which delineates the noon sector boundary of the polar cap, is observed to move
equatorward (Burch, 1973 ; Kamide et al., 1976) and the total area of the polar cap is observed to increase (Holzworth
and Meng, 1975) with the southward increase of B.

In this first process, the energy goes essentially from the solar wind to the magnetotail, where it is stored as magnetic
field energy.

2- The interplanetary electric field generates, essentially through its Y component, an electric field component
parallel to the magnetopause which, projected along magnetic field lines down to the ionosphere, permits to generate a
large-scale circulation of plasmas and electric currents inside the magnetosphere by means of the convection electric
field. Here too the B component of the I.M.F., which induces the dawn-to-dusk component E of the interplanetary
electric field, seems to mainly control the intensity of the magnetospheric dawn-to-dusk potertial drop 0. Gonzales
and Mozer (1974) and Reiff et al. (1980) have developed semi-empirical formulas relating o to B;.

In this second process, the energy is first transferred from the solar wind to the polar-cap/auroral-zone boundary by
means of magnetic field-aligned currents which are part of lijima and Potemra's (1976) region I currents. Indeed it is easy
to see that in the zero-frequency limit an electromagnetic energy flux vector can be written as :

5 =3

where 3 is the ele~tric current density and 0 is the electrostatic potential. Therefore with a total region I current
intens)y of, U* 10 A, and a dawn-to-dusk potential drop of 10 to 100 kV depending on magnetic activity, a total power
of 10 to 10 Watts, incident upon the region I area of the auroral zone, is available for redistribution within the
magnetospheric cavity.

iA
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MAGNETOTAIL

Storage (magnetic flux)
Release (particle acceleration)

AURORAL ZONE substorms

Dissipation (3oule heating

and particle precipitation) injection

RING CURRENT

Plasma Storage (particle kinetic energy)
Thermosphere Convection, Release (charge-exchange and preci-

MIDDLE AND LOW LATITUDE -

IONOSPHERE

- direct particle precipitation

- neutral atmosphere motions
- E-field disturbances

Loss to interplanetary space

Figure I: Schematic diagram of the main magnetospheric regions and of the energy channels connecting them. These
regions are ordered radially inwards from top to bottom ; the storage regions (magnetotail and ring current) are
presented on the right-hand side, and the dissipation regions (auroral, and middle and low latitude ionosphere) on the
left-hand side. The channels involving only neutral particles as energy carriers are indicated by dashed lines.

The ma netotail, which stores magnetic flux and solar wind particle energy, restitutes this energy, in part impulsively, in
the course of what is called magnetospheric substorms (see Akasofu, 1977, for a comprehensive description). Whereas a
first part of the substorm energy is converted locally into neutral sheet particle heating, another part is transmitted to
the auroral ionosphere by field-aligned currents and their ionospheric closure (essentially the westward electrojet). The
locally accelerated particles are in turn transported towards the earth, and are finally either precipitated along field
lines into the auroral thermosphere (this holds for the major part of the electron population), or convected across field
lines into the inner magnetosphere, where part of them are finally trapped on closed drift orbits. This holds for the major
part of the ion population, which is stored in the ring current as a result of what is called the injection process.

One can see that the variety of processes responsible for earthward transfer of magnetotall energy makes it very
difficult to evaluate the amount of this energy transferred to the auroral ionosphere and to the ring current respectively.
As noted by Kamide (1979) in his review of storm/substorms relations, what determines the energy partition rate between
these two regions is one of the main questions to which a satisfactory answer has not het been found, despite attempts to
evaluate either the sole ring current energy source (Burton et al., 1973) or the auroral energy source separately, or both
at the same time (Perreault and Akasofu, 1978). Let us keep in mind that this partition rate is highly variable, with a
tendency for this ratio to be in favour of ring current energy storage during large magnetic storm, for which Perreault
and Akasofu estimated an energy injection into the ring current about ten times larger than into the auroral ionosphere.
This problem covers the whole question of the relation between storms and substorms, whose definitions based on ground
magnetic signatures are biased towards either of the two systems : the substorm is defined on the basis of its auroral
electrojet current signature, and the magnetic storm (main phase) on the basis of ring current inflation.

The auroral ionosphere clearly appears to be at the crossroads of the system, since it exchanges electric currents and
matter with lother regions. Its dynamic interaction with the ring current determines whether magnetospheric
convection is confined to the aurora] and subauroral field lines (that is, outside the Inner edge of the ring current) or
whether it extends to the plasmasphere and to the middle and low latitude ionosphere. This interaction has been
described by magnetospheric convection theory along linearized, analytical resolutions (Vasyliunas, 1970, 1972 ; Pellat
and Laval, 1972 ; Southward, 1977 ; Senior, 1980) or by use of complex numerical models (Wolf, 1970 ; Jaggi and Wolf,
1973 ; Harel et al., 1979). But in addition to this direct electrodynamic coupling process, the auroral ionosphere also
transfers energy to midlatitudes via the large-scale dynamic response of the thermosphere to auroral heating.
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The midiatitude ionosphere is, finally, at the end point of three main energy channels, which we shall successively
describinthis paper :

I- The channel of direct ring current particle precipitation.
2- The channel of the large-scale thermospheric response to auroral heating, which involves thermospheric neutral

air convection.
3- The channel of magnetospheric plasma convection.

2. PRECIPITATION OF RING CURRENT PARTICLES INTO MIDDLE AND LOW LATITUDES

The main loss mechanism for the ring current is resonant charge exchange, in particular between H + ions and geocoronal
neutral hydrogen. Pr3lss (1973) who calculated the spatial distribution of energetic neutral hydrogen atoms generated in
this process, showed that roughly 90 per cent of them are lost into the interplanetary space, and that only 10 per cent are
precipitated into the thermosphere at all latitudes. This direct ring current particle precipitation mechanism may be a
substantial source of nighttime ionization, as sugested by Lyons and Richmond (1973), who calculated that neutral
energetic hydrogen could provide 0.1 particle/c 9 .s during quiet time (a value comparable to production by scattered
sunlight) and up to several times 10 particles/cm .s during the main phase of a large magnetic storm, thus representing
by far the dominant contribution to E region ionization at night under such conditions. The increase of the nighttime
electron density with magnetic activity has actually been observed, for instance by Shen et al. (1976) in the upper
E region above Arecibo (invariant latitude 320).

Tinsley (1979 a, b) recently stressed the importance of energetic neutrals even as an energy source for the midlatitude
thermosphere. Noting that, as we previously indicated, there may be ten times more energy stored into the ring current
than doposited into the auroral thermosphere during major storms, and Pr8lss' estimate for the proportion of energetic
hydrogen atoms reaching the thermosphere, he suggested that there may be just as much energy deposited, rather
uniformly, into the middle and low latitude thermosphere, as deposited locally into the auroral zones. Torr and Torr
(1979) showed that neutral energetic oxygen atoms can also be a substantial energy source for the thermosphere.
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Figure 2: Variation of the equatorial Dst index (top diagram) and of the intensity of the 4278 emission of N +

measured above Arecibo by Meriwether and Walker (1980) during a major magnetic storm in April 1973 (bottom diagran),
Despite the limited nighttime interval available for comparison, the similarity of the two curves supports the idea that
the observed emission is excited by energetic particles lost from the ring current.

The flux of energetic neutrals produced by the ring current is expected, in a first order approximation neglecting time
changes in the pitch angle distribution and in the composition of ring current ions, to be simply proportional to the total
ring current intensity, a rough measure of which is given by the equatorial Dst index. Recent optical measurements by
Meriwvther and Walker (19$0) provide evidence for this simple proportionality, as shown in figure 2. The intensity of the
4275 A emission of N +, measured during nighttime above Arecibo, is plotted as a function of time on the lower diagram
for a large magnetic itorm in April 1973. It seems to follow rather closely the amplitude of Dst, plotted for comparison
in the upper part of the figure. The comparison is rather suggestive, despite the limited number of nighttime hours
available, and the fact, as stressed by the authors, that the nature of this emission does not permit to identify the
corpuscular source responsible for it, in contrast to the previously quoted studies by Tinsley.

Though the basic idea of charge exchange losses of ring current particles, and its effect as a nighttime ionization source,
appear rather well established, the chain of multiple charge exchanges and energy degradation of Incident energetic
neutral atoms is not so well known yet. Similarly, the real Importance of this source not for ionization, but for
large-scale thermospheric heating and generation of neutral air motions does not appear to me so well established.
Tinsley (1979 a) gave such an interpretation of the obserxation by Hernandez and Roble (1973) that midlatitude
storm-time thermospheric winds at the altitude of the 6300 A emission correlate with the time rate of change of Dst.
But his conclusions depend very critically upon the assumed amount of energy deposition by neutral precipitation, and
upon its altitude distribution. As we shall see later, alternative explanations for Hernandez and Roble's observations
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exist. Considerable experimental progress remains to be done to clarify this point. Actually, even in the auroral zone,
where precipitation phenomena have been studied for years or even decades, a global description of the corpuscular
energy source and its dependence upon magnetic activity is only now starting to emerge.

3. GLOBAL DYNAMIC RESPONSE OF THE THERMOSPHERE TO AURORAL ENERGY DEPOSITION

Though the main mechanisms at work are at least qualitatively understood, several questions concerning the global
redistribution of auroral energy deposition by large-scale neutral air motions have not found a satisfactory answer yet.

The first question is : "What is the altitude, latitude, and magnetic local time distribution of the energy deposition rate,
and its variation with magnetic activity ?"

As a preliminary point, one must first separately examine the contributions of particle precipitation and of electro-
magnetic energy dissipation (Joule heating and the work of the Lorentz force). Banks (1977) performed such a study on
the basis of Chatanika incoherent scatter radar data. He showed on the basis of the two nights he examined that the
altitude-integrated energy deposition rates by particles and by Joule heating were roughly comparable, but that their
altitude distributions were very different. For a neutral wind independent of height as he assumed it to be, the Joule
heating rate, which can be written as

Q3 
= p

E '2

where E is the electric field intensity in the frame of reference of the neutral gas, is just proportional to the Pedersen
conductivity a of the ionosphere, which maximizes around 120 km altitude. Conversely, the heating rate due to particle
precipitation rnaximizes 10 to 20 kilometers lower down, that is within a much denser neutral atmosphere. Therefore the
energy deposition rate per neutral particle, which is the important parameter for the generation of pressure gradients
and winds, is substantially larger for Joule than for particle heating.
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Flaue 3: Altitude profiles of the Joule energy deposition rate q (thin lines) and of the Pedersen conductivity a (thick
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12-5

Banks' study, which emphasized the importance of the altitude distribution of heating, suffered itself from a poor
altitude resolution in the neutral wind measurement (only 50 km) due to the use of a long pulse for the autocorrelation
function measurement. Brekke and Rino (1973) used the multiple pulse technique to estimate the neutral wind profile
with an Improved 10 km altitude resolution. If this profile is not constant, the maximum of Joule heating may differ from
the Pedersen conductivity maximum. This is actually what they found in their results, which are presented in figure 3.
Joule heating profiles calculated every tenth minute from the radar data are shown as thin lines throughout an auroral
night corresponding to intense magnetic activity. Thick lines corresponding to the Pedersen conductivity profile are also
shown for comparison. For the period displayed here the Joule heating profile often maximizes about ten kilometers
above the Pedersen profile. Such a value, which corresponds to a substantial fraction of the local atmospheric scale
height, is large enough to show the critical importance of an accurate determination, taking into account its neutral wind
dependence, of Joule heating. It also demonstrates the difficulty of a global theoretical approach to this problem, since
the neutral wind in the auroral zone is itself in part a product of Joule heating.

The second question to be answered is "what kind of organized motion transfers the auroral energy input to middle
latitudes" ? Considerable progress, both theoretical and experimental, has been accomplished in the last ten years on this
subject.
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thermospheric winds and waves generated by auroral activity. One of Sipler and Biondi's observations at the Laurel Ridge
observatory (41 ON) is presented in figure 4. One can see from top to bottom the emission intensity, which increases
abruptly at the time of magnetic activity increase at 03.00 U.T., then the neutral temperature, which increases, much
more smoothly, by 600 K in 6 hours, and finally the southward and eastward components of the neutral wind. The
southward wind has been measured by pointing the instrument alternatively to the north (measurement points plotted
with an N) and to the south (points plotted with an S) of the station. The neutral wind speed appears to be two times
smaller to the south than to the north, indicating a strong attenuation of the disturbance with decreasing latitude.

This observation shows rather clearly that on long-term variations (several hours) of the wind, which must correspond to
a net equatorward transport of the neutral air, shorter-period wave-like fluctuations are superimposed. In the usual
terminology, the first type of neutral wind variation is interpreted as the development of a meridional circulation cell of

the neutral air, and the second type as a gravity wave (though there is no possibility here to check the vertical structure
of the oscillations). This leads us to the third question we would like to examine : "what are the relative contributions of
gravity waves and meridional circulation cells to the transfer of auroral energy to middle and low latitudes" ? This

question was addressed in a series of theoretical papers by Richmond (1978 ; 1979 a, b). Starting from, an adequate
definition of wave energy, i.e. one which coincides with the usual definition for small-amplitude motions and an
isothermal and non-dissipative medium, but which can be generalized to motions of arbitrary amplitude in the real
thermosphere (see Richmond, 1979 a, for the exact definition), he established the energy budget of a long-lasting,
large-amplitude auroral heating event which he simulated using the numerical model described by Richmond and
Matsushita (1975). This model is zonally symmetric (i.e. all parameters are independent of longitude or local time), and
does not account for the relative diffusion of different atmospheric constituents, but it solves for the U.T. variations of
all parameters. One of the main results is presented in figure 5 (Richmond, 1979 b). On the righ-hand side the global
energy budget of the generation region (the auroral zone, defined as that region through which magnetospheric
field-aligned currents close and the auroral electrojet flows) is presented as a function of altitude in terms of the total
Joule heat deposited, and of the energy used for gravity wave generation (each calculated per unit pressure scale height).
On the left-hand side, the total amount of energy deposited within the 0 - 45

° latitude region is separated into
compressional heating and dissipation of wave energy (note the change of scale between the right and left panels). Wave
energy accounts for only a very small fraction of the total energy both in the generation and in the dissipation regions.
Most of the energy deposited at low latitudes is due to compressional heating of the neutral air in the descending part of
the meridional "Hadley type" circulation cell driven by the auroral heat source. Richmond (1979 b) stressed the point that
his simulation was intentionally designed to favor gravity wave energy generation rather than meridional circulation. The
large amplitude of the heating, its 6-hour duration (rather short for a magnetic storm) and the large fluctuations in the
electrojet currents assumed, all tend to bias the result towards gravity wave generation. This suggests that in a real
magnetic storm the contribution of gravity waves to large-scale energy transfer must be even smaller than shown in
figure 5 (the situation might be different, however, for a short duration heating event, such as an isolated magnetic
substorm).
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Fiue5 Some of the main elements of the energy budget of the 6-hour duration magnetic storm simulated numericallyby Richmond (1979 b). (Left) Total oule heat and wave energy production in the auroral zone. (Right) Compressional
heating and wave energy dissipated in the low latitude regions (1 - 45). All quantities are computed per unit pressure
scale height, after integration in time, longitude, and latitude over the region indicated.

The dynamical effects of auroral heating are actually not limited to neutral gas motions, but can extend to plasma
motions as well. Blanc and Richmond (1980) noticed that since the equatorward wind portion of the meridional circulation
cells flows in the upper part of the ionospheric dynamo layer, it may have a substantial dynamo effect, and therefore
generate disturbance electric fields which could in turn induce F-region plasma motions. Using the same kind of
numerical simulation as previously described, and a numerical dynamo model of the ionosphere, they made a quantitative
test of this idea. The main effect of this mechanism can be described as follows : the winds blowing towards the equator
in the meridional cell tend to be deviated westward by the Coriolis force, thus leading to a subrotation of the neutral air
at subauroral and/or middle latitudes. The dynamo effect of this westward wind blowing at all local times is a poleward
electric field which in turn drives a westward motion, or subrotation, of the F-region plasma. In "nalve" terms one could
say that the neutral air in the lower thermosphere drags the field lines and forces them, as well as the F-region
"frozen-in" plasma, to follow its subrotation. The U.T. and latitude distributions of the westward F-region plasma drifts
produced by this mechanism are illustrated by figure 6. It shows the results of the two simulations performed. For each
of them, starting from a thermosphere initially at rest, the auroral heat source was turned on in half an hour, and then
maintained to a constant value for the rest of the twelve hours of total simulation time. The "case I" simulation (top
diagram) corresponds to a large magnetic storm ; case I Is a rather weak heating event, and may even be representative
of the quiet-time level of auroral heating. The auroral heating zone is limited by the two vertical dashed lines in each
panel. The calculated zonal drifts prevailing 3, 6, 9, and 12 hours after storm onset are superposed. For the case I
simulation very large drifts (more than 100 m/s) are produced at midlatitudes. They progressively extend towards the
equator, and maximize approximately at 45* latitude after 12 hours of heating. Conversely, case II shows much smaller
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drifts (no more than 20 m/s) maximizing at the equatorward edge of the heating region, and then decreasing
monotonically towards the equator. It thus appears that the extension of disturbance dynamo fields to midlatitudes is a
critical function of the amount of heat deposited. Case I and case II represent rather extreme cases, and the real
situation prevailing during magnetic storms must stand in between.
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Figure 6: Latitudinal variations of the electrodynamic east-west ExB drifts in the F region computed by Blanc and
Richmond (1980) ior four storm times of their simulations. These F-region westward drifts are generated by the dynamo
action of the equatorward and westward neutral winds of a meridional circulation cell induced by auroral heating.

4. PENETRATION OF MAGNETOSPHERIC CONVECTION ELECTRIC FIELDS TO MIDLATITUDES

The dynamo effect of thermospheric circulation cells is not the only disturbance mechanism for the midlatitude
ionospheric electric field. Incoherent scatter observations at Millstone Hill (Evans, 1972), Saint-Santin (Testud et al.,
1975 ; Blanc, 1978, 1980 a, b), and also at the magnetic equator at Jicamarca (Fejer et al., 1979 ; Gonzales et aL, 1979)
have provided evidence for the direct penetration of magnetospheric convection electric fields to middle and low
latitudes during certain types of magnetospheric events. But a clear and unambiguous identification of these events is
only starting to emerge. In particular, one must determine what are the roles of solar wind parameters and of substorm
activity, respectively, in the generation of these midlatitude convection electric fields. Figure 7 (from Blanc, 1980 a) is
an example of such an attempt. The time variations of (a) the I.M.F. B. component, (b) the AU and AL auroral electrojet
indices, (c) the H traces of the Abisko and Leirvogur magnetograms, di the afternoon sector, and (d) the east-west ExB
disturbance drift in the F region above Saint-Santin, are shown for April 29, 1976. Curve (e) is an estimate, based on the
Dst time rate of change, of the ring current inflation rate (in nT/hr), which must show large negative values during
periods of fast ring current growth. The auroral electrojet indices show that two substorms occurred in sequence. During
the first one there is no marked ring current growth, and B stays close to zero, except between 13.00 and 13.30 U.T.,
when it briefly displays a large southward value of more than nT. Exactly at that time a marked westward excursion of
the Saint-Santin ExB drifts is observed. The second substorm appears to be associated with a sustained 7 nT southward
B from 15.00 to 17.00 U.T.. A westward excursion of the Saint-Santin ExB drift is observed in good time coincidence,
aud at the same time the ring current grows rapidly at a rate of about 15 nT/hr.

This example, and several others in Saint-Santin measurements, have led us to the following tentative conclusion : the
penetration of convection fields to low latitudes does not occur for every substorm ; rather, it occurs when the LM.F.
displays a large southward excursion. This suggests that it is not substorm activity in itself, but the intensification of the
dawn-to-dusk potential drop across the magnetosphere, which generates midlatitude convection fields. The fact that the
occurrence of these convection events at midlatitudes is very often associated (for long enough southward excursions of
BZ) with fast ring current growth reinforces this hypothesis.

Just as in the auroral zone,midlatitude convection electric fields are strongly local-time dependent. To estimate in an
average sense the corresponding plasma flow pattern, we have performed a statistical study of the Saint-Santin
disturbance drifts. Averaging separately the equinox drifts for Kp above 2 and for Kp less than or equal to 2 , and
taking the difference between these two patterns, we have constructed the average disturbance drift model presented in
figure 8 (from Blanc, 1980 b). The average drift velocities are shown in a polar representation as functions of local time
(westward clockwise, and poleward to the center of the circle). The most striking feature of this pattern is the presence
of a westward-directed drift at all local times, which strongly contrasts with the auroral situation. This westward drift Is
near zero between 06 and 12 L.T., and culminates in the evening sector with 73 m/s (about 3 mV/m) at 22 L.T.. We have
shown quantitatively (Blanc, 1980 b) that this pattern can be understood as a superposition of the effects of the two
electric field disturbance mechanisms mentioned in this paper : the disturbance dynamo electric fields generated by
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storm-time meridlonal circulation cells in the thermosphere (see section 3) create a westward drift at all local times.
Superposed to directly penetratng magnetospheric convection electric fields, computed from a high-latitude potential
source mapping through the Ionosphere, which produces disturbance drifts essentially eastward in the morning and
westward in the evening, it explains reasonably well the drift distribution of figure 8.
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Filr 7The variations of the Saint-Santin (450 latitude) disturbance ExB drifts in the east-west direction (curve d) on
ApR ,1976, are compared with various solar wind and magnetospheric parameters. The Saint-Santin drifts seem to be
controlled more by the large southward values of the LM.F. B ; component than by substorm activity (as seen on AU and
AL) in Itself (from Blanc, 1980 a).
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F e8t Average pattern of the Saint-Santin disturbance ExB drifts, presented as a vector plot on a latitude-local time
dilagram of the northern ionospheric hemisphere by Blanc (1990 b). It was obtained as a harmonic fit to half-hourly values
of the difference between the average drifts for Kp => 30 and for Kp 1 2+.
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5. SUMMARY

In an attempt to briefly examine the main channels through which solar wind energy is ultimately deposited to middle and
low latitudes, we have met a number of unsolved problems, of poorly known physical mechanisms, but also some problems
on which considerable progress has been achieved in the recent years.

I - First of all, magnetotail energy is known to be released during the substorm expansion phase, and to go partly
into the auroral ionosphere, and partly into the magnetospheric ring current. But the dividing factor between these two
contributions seems to depend in a complicated way, which is not yet well understood, upon solar wind parameters. The
clarification of this point is a preliminary condition for an improved understanding of storm/substorm relationships.

2- There is mounting evidence that charge-exchange decay of the ring current contributes a substantial part of
direct energetic particle precipitation into middle and low latitudes. This mechanism probably has an important effect on
nighttime ionospheric conductivities.

3- Paradoxically, the total amount of energy deposited in the auroral zone is much more difficult to monitor than
ring current energy variations, which are rather closely reflected in the Dst index. This is due to the complex shape of
the three-dimensional distribution of auroral heating, and of its magnetic activity variations. Incoherent scatter
observations at Chatanika have contributed to a better knowledge of at least the altitude distribution of auroral heating.
They have shown that despite comparable total energy inputs, Joule heating is more efficient than particle heating in
generating thermospheric motions because it culminates at higher altitudes (Banks, 1977). But an accurate determination
of the neutral wind profile is necessary to determine the exact peak altitude of 3oule heating (Brekke and Rino, 1975).

4- The dynamic response of the thermosphere to auroral heating is classically separated into meridional circulation
and atmospheric waves. In a recent study, Richmond (1979 a, b) started from a general definition of wave energy to show
that waves contribute only for a very small fraction to the budget of energy transfer from auroral to middle and low
latitudes during magnetic storms. Most of the energy transfer operates through compressional heating of the neutral gas
in the descending part of the meridional circulation cell induced by auroral heating.

5- Storm-induced meridional circulation also induces, via the action of the Coriolis force on an equatorward wind, a
subrotation of the thermosphere above 120 km altitude, according to a study by Blanc and Richmond (1950). They showed
by a numerical simulation that this neutral air subrotation in turn produces a subrotation of comparable magnitude of the
F region, through generation of a disturbance in the ionospheric dynamo electric field.

6- Another important disturbance mechanism acting on midlatitude electric fields is the direct penetration of
magnetospheric convection inside the plasmasphere. Incoherent scatter observations support the idea that this
penetration occurs for large intensifications of the magnetospheric dawn-to-dusk potential drop produced by large
southward excursions of the LM.F. BL component, and are generally associated with fast ring current growth.

7- When the local time distributions of these two electric field disturbance mechanisms, computed by a theoretical
dynamo model, are superimposed, the observed average distribution of the disturbance drifts at 45" latitude can be
satisfactorily reproduced (Blanc, 1930 b).

Among the topics just listed on which attention has been focused in the recent years, there is one particularly clear link:
the concept of the magnetic storm main phase. It is within this phase that fast ring current growth, penetration of the
convection electric field and direct particle precipitation are observed. I believe that further efforts should be focused
on a comprehensive study of the magnetic storm main phase, of all its effects and their relationships to solar wind
parameters, and of the storm/substorm relations. It is on this basis that it will be possible to improve our present
knowledge of the impact of auroral and magnetospheric activity on the earth's upper atmosphere.
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CURRENTS IN THE AURORAL ZONE IONOSPHERE

Asgeir Brekke
The Auroral Observatory

P.O. Box 953, N-9001 Troms0, Norway

SUMMARY

A short outline of the evolution of the model current system at polar latitudes is given. The more recent
observations of the Birkeland currents together with the ionospheric currents are interpreted in terms of
a simplified current model, which is a current induced by the motion of plasma across the magnetic field
lines in the magnetosphere. The amount of Joule heating releasea in the upper auroral atmosphere during
strong auroral electrojets is related to the magnetic field perturbations on ground and it is shown that
the amount of heat released will be larger for a positive magnetic bay than for a negative bay of similar
strength.

1. INTRODUCTION

The presence of electric currents in the auroral zone and polar cap ionosphere was realized at the turn
of this century by Birkeland (1902) who erected an observatory in the northern part of Norway tc investi-
gate this phenomenon. His early concept of the auroral zone current system was rather primitive, but he
stated two fundamental principles (Figure 1):

i) The particles penetrating the atmosphere and create the aurora are responsible for the geomagnetic
disturbances at high latitudes.

2) The particles penetrating the atmosphere are guided by the geomagnetic field, forming a current
wedge which is aligned along the magnetic field lines. The current consists of an upgoing and a
downgoing field-aligned branch and a horizontal closure current at auroral altitudes. This
horizontal current branch is responsible for the large geomagnetic fluctuations seen at high
latitudes and the smaller excursions observed at lower latitudes during auroral disturbances.
The horizontal current closes in the ionosphere via the low latitude and the polar cap.

The field aligned current branches have later become known as Birkeland currents.

Harang (1946) based on a similar analysis as Birkeland concluded that the intense horizontal current in
the auroral zone consists of two branches, one eastward directed in the afternoon and evening hours, and
one westward directed in the morning hours. The demarcation region between the two current branches on
the night side has later been named the Harang discontinuity. A similar lesser noted demarcation region
is also present in the forenoon sector (Figure 2).

2. MODERN OBSERVATIONS OF THE HIGH LATITUDE CURRENT SYSTEM

The presence of the field aligned current branches could never be proven by Birkeland, and their existence
was disputed for many years. Not until 1970 were their presence definitely confirmed by Armstrong and
Zmuda (1970) using satellite data of the geomagnetic field (Figure 3).

From more recent satellite data of Zmuda and Armstrong (1974) and Iijima and Potemra (1978) it has been
shown that the field aligned currents are not only present during auroral disturbances but at any time,
disturbed or quiet (Figure 4). Furthermore, the Birkeland currents appear to form a consistent pattern
where the downgoing current is on the equatorward side of the auroral oval in the evening sector, and on
the poleward side of the oval in the morning sector. The upgoing current on the other hand is on the
poleward side of the oval in the evening sector and on the equatorward side of the oval in the morning
sector. Thus the field aligned currents are not line currents but rather sheet currents forming two
pairs of oppositely directed sheets in the evening and morning sector.

Based on measurements of the electron density and theoretical consideration of electrical conductivity
in the auroras zone ionosphere, Baker and Martyn (1953) concluded that the ionospheric currents forming
the so-called auroral electrojets were Hall currents. This result has now been confirmed by incoherent
scatter measurements at Chatanika, Alaska. From this experiment it is possible to derive the height
integrated ionospheric conductivities and the electric field with a time resolution of a few minutes
(Figure 5).

Assuming a vertical magnetic field and neglecting any parallel electric field the height integrated over-
head ionospheric current is given by

£= E EP - Z El x B/B 2  
(1)

where Ep and ZH are the height integrated Pedersen and Hall conductivities respectively. The electric
field E' = E + u x B is assumed constant in the height region of the ionospheric currents and u is the
neutral wind. These estimates of the overhead current density can be compared at any time with the
geomagnetic perturbations measured by a nearby magnetometer. The relationship between this current and
the magnetic field perturbations on ground is given by

- + K (E Er. + EH EN ) (2)

and

AD - - K2 ( EN,' - Ea E1
9 ) (3)
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where K1 and K2 are constants taking the earth induction and the geographic extent of the currents into
account. (AH and AD are measured positive northward and eastward respectively.)

Results of such calculations are shown in Figure 6. A good agreement between the H-component of the
geomagnetic perturbation vector and the eastward ionospheric current density is evident. Since the
electric field is basically directed in the meridional plane this observed relationship implies that a
polarization effect is present in the auroral ionosphere and that the Hall current is the major source
of the deflection in the H-component.

When a similar comparison is made between the D-component of the geomagnetic perturbation vector and the
northward component of the current, the agreement is less apparent (Figure 6). The reason for this is
not easy to find but some likely sources could be:

- Distant currents in the polar cap magnetosph ere (magnetopause)
- Induction effects in the ground
- Currents in the ionospheric D-region
- Unbalance between upgoing and downgoing current sheets above the site.

Particularly during auroral precipitation events a rather dense D-layer is formed, and because the
electric field can penetrate to D-region heights (see Goldberg, paper 15) it is not unlikely that a
considerable current might flow. It has lately been possible to derive D-region densities down to alti-
tudes of 70 km at Chatanika which do indicate that such currents actually are flowing (Banks, 1979).

3. A SIMPLIFIED CONCEPT OF THE BIRKELAND CURRENTS

The results from the Triad data obtained by Potemra (1978) hold together with the Chatanika results
indicate that the Birkeland currents are basically closed by Pedersen currents in the meridional
direction in the E-region ionosphere. The presence of this current system at all time and particularly
in quiet periods suggests a simplified current model as illustrated in Figure 7. The Birkeland current
pairs are closed by Pedersen currents in the morning and evening side auroral ionosphere and by radial
currents directed from dusk to dawn in the equatorial plane. Since the electric field in the equatorial
plane is directed from dawn to dusk the radial current in the magnetosphere will represent an energy
source. In the ionosphere, however, the electric field and the Pedersen currents will be parallel and
therefore represent a load in terms of Joule heating in the atmosphere (Figure 8). The Lorenz force
which will result in the equatorial plane (j x B) will be directed towards the plasma flow. In this
simplified concent one can therefore imagine the high latitude current system as a result of Lenz's law
where the currents are induced in order to sustain the momentum of the plasma flow across the magnetic
field in the equatorial plane.

4. FINE HIGH RESOLUTION MEASUREMENTS OF THE AURORAL ZONE CURRENTS

Recently it has also been possible to derive altitude profiles of the ionospheric currents by the inco-
herent scatter radar at Chatanika, Alaska (Rino et al., 1977). These observations (Figure 9) clearly
show how the currents change direction by altitude from being mainly a Pedersen current at the uppermost
altitudes to being a Hall current at the lower altitudes. In Figure 9 the electric field is basically
northward between 0600 and 0700 UT and southward from 1500 to 1600 UT.

One also notices from these observations that the maximum auroral electrojet is situated slightly higher
during an eastward electrojet than during a westward electrojet. It is not unlikely that this difference
can have some influence on the creation of gravity waves in the auroral zone. There are indications
that the source of these waves are related to the eastward electrojet.

5. JOULE HEATING IN THE AURORAL IONOSPHERE

From the observations of the currents and the electric field one can estimate the amount of Joule heat
which is deposited in the auroral atmosphere. This heat is given by

h 2
2

= E ,- ' dh = El 
2

h
1I

where hi and h2 are the lower and upper borders of the region where the heating takes place, and Zp is

the height integrated Pedersen conductivity assuming the electric field is constant in the actual height
region. In Figure 10 calculations of this heating is shown together with the magnetic fluctuations
close to the site of the radar observations. One can see that the amount of Joule heating is much larger
during the negative bay than during the positive bay. Cole (1971) has shown theoretically that the amount
of Joule heating can be expressed as

Q k (AH)
2  

(4)

where AH is the magnetic field fluctuations and k is a scaling factor. Now the magnetic field fluctua-
tions are basically caused by Hall currents and can approximately be given by

AN = k' " EH E' (5)

where EH is the height integrated Hall conductivity and k' is a proportionality factor, and on the average
equal to 0.17 and 0.29 in a positive and negative hAy respectively (Kamide and Brekke, 1975). Therefore

2 ,
2

Q kk' • E2 E' (6)

WON
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and since Q - E'
2 
one finds that

5.89 • /EH2 in a positive bay
k = (7)

3.50 X P /E in a negative bay

This means that the scaling factor k which expresses the efficiency of the magnetic fluctuations in terms
of Joule heating, will vary with the ratio of the conductivities. During an auroral substorm the Hall-
conductivity will increase more than Ep and therefore k will decrease during such events. This is shown
in Figure 10, where it can be seen that during a positive bay when there is less precipitation the amount
of Joule heating is relatively larger than during a similar negative bay. In Figure 11 this effect on
the k value is summarized for several events of Joule heating in association with positive and negative
bays.

The energy released by the precipitating particles during the ionization process is also of considerable
importance to the total amount of heat released in the polar ionosphere during auroral events. In order
to make numerical models of the dynamics of the upper atmosphere on a global scale, it will be of interest
to obtain quantitative values for the heat deposited in total by auroral substorm phenomena. Vondrak and
Baron (1977) have developed a method for deriving the energy distribution of auroral electrons from
incoherent scatter radar measurements. By assuming equilibrium and neglecting any transport terms in the
continuity equation for the electron density, the production rate is given by

q =O OEc N
2  

(8)
rec e

From measurements of Ne at each altitude one can derive the production rate q as function of altitude.
It is usually assumed that 35 eV is released on the average during every ionization event, therefore on,4
can find an average amount of the particle energy deposited in the auroral ionosphere at every height.
In Figure 12 are shown the total amount of heat deposited, both the Joule heating rate and the particle
heating rate added together. On the abscissa is the simultaneously measured (AH)

2 
parameter from a

nearby magnetometer. The relationship is shown both for negative and positive bays. Again one can see
that relative more heat is deposited for positive magnetic bays than for negative. In these calculations,
we have accounted for the fact that only a fraction (- 30%) of the total particle energy goes into heating
the neutral atmosphere. On the average Figure 12 indicates that the Joule heating rate is the most
important heating source in the polar ionosphere.

6. CONCLUSION

The current system in the auroral ionosphere appears to be fairly well understood in a coarse sense. The
observed field aligned current sheets are most likely closed by meridional Pedersen currents in the auroral
oval. The electric field driving the ionospheric currents is strongly polarized forming an eastward and
a westward auroral Hall current electrojet which are slightly shifted in altitude. The eastward electro-
jet being situated a few kilometers higher. The amount of Joule heating released in the upper atmosphere
appears to be relatively stronger with respect to the strength of positive magnetic bay events than to the
strength of negative bay events. By scaling magnetograms in order to derive a quantitative estimate of
the amount of Joule heating released at any time, one has to be aware of this lesser efficiency of the
negative bays in terms of Joule heating. In addition the Joule heat also appears to be deposited at
slightly higher altitudes during positive bays than during negative bays (Brekke and Rino, 19781 and Blanc
paper 12).
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NEUTRAL WINDS IN THE POLAR IONOSPHERE

Asgeir Brekke
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SUMMARY

During the last ten years we have witnessed progress in the understanding of the neutral air dynamics in
the polar ionosphere. In this report we will present some of the most recent observations of this
important geophysical phenomenon. A comparison with some of the present models of the neutral air global
wind system is also made. The need for more research in this field is stressed.

1. INTRDUCTION

The motion of the neutral air in the upper atmosphere, say above 90 km altitude is not easy to investigate.
There are only a few techniques available for direct observations of the neutral air dynamics. Until
about 10 years ago most of our knowledge about the neutral winds above 90 km was based on observations of
meteor trails. In the beginning of the 1970's the first rocket releases of chemiluminescent trails were
successfully launched into the upper atmosphere, and later on we have got observations of the neutral
wind in the thermosphere by incoherent scatter radars and Fabry-Perot interferometers. Except for the
incoherent scatter radar techniques the other methods are limited to twilight or complete darkness,
therefore can all techniques give a complete daily pattern of the neutral wind only in limited regions at
high latitudes. During the last years we have experienced an upswing in the interest of the thermospheric
neutral wind system at high latitudes and realized its importance to the global system of neutral air
dynamics.

2. EQUATIONS OF MOTION FOR THE NEUTRAL AIR

To investigate the relative importance of the different forces acting on the neutral air mass, the
momentm equation of the neutrals can be written:

du2
du 2( x u + p- Vp + V0 + V2 a _n(u - V) 

(1)

In this equation the following symbols are used:

u - the neutral air velocity

- the angular velocity of the earth (= 7.3 •10
- 5 sec

- )

P - the neutral gas density

p - the neutral pressure

- represents a tidal force

p - the coefficient of molecular viscosity
-16

Uni - the neutral-ion collision frequency (- 7 • 10 
• N1 )

- the ion gas velocity

Ni - the ion number density

Since the neutral gas motion is so closely linked to the ion gas through the collision term one should
also solve simultaneously the ion mobility equation. This equation is given by

dv1
v= - 2f v + - 0L Vp1 + -2- (E + V x B) - Vi(V - u) (2)

t - 1i i - - - i

where the subscript I refers to the ions and

mi - the ion mass

Vin - the ion-neutral collision frequency (Vin - 7 10 N)

N - the neutral gas number density

E - the electric field

B - the geomagnetic field

In this figure (Figure 1) from Maeda and Fujiwara (1967) the different forces are compared on a normalized
scale and one can see that in the E-region between 90 and 150 km the pressure force, the Coriolis force
and the ion drag are dominating forces, while the viscous drag term is of minor importance and the tidal
force V0 can be completely neglected together with the gravity force for horizontal motion of the air.

One complicating result of this combination of forces is that an instantaneous observation of the neutral
wind at a particular point in space reflects the effects of forces some other places at some other time.
In order to get a comprehensive view of the neuitral air dynamics one would need observations based on a
global scale. This is not easy to organize and so far most of the measurements of the neutral winds in
the polar ionosphere have been performed as single cases or event studies. Recently, however, one has
seen long time series of the neutral wind based on radar observations and Fabry-Perot measurements. When
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such long time series are performed one will eventually get a better understanding of the behaviour of the
wind both during more regular quiet conditions and during geomagnetic disturbances.

3. EARLIER MODELS O? THE THERMOSP ERIC WINDS

In the earlier models of the thermospheric winds, several assumptions were made with respect to the rela-
tive importance of the different forces. In the well known work by Kohl and King (1967) it was assumed
that the atmosphere was static below 110 km and that the only driving force was the global pressure asymmetry
caused by the daily variation of the solar heat input. Thus Kohl and King (1967) neglected any effect of
electric fields. In Figure 2 are shown the model of Kohl and King (1967) when an ion density of 1012 m

-3

is assumed. From the model which applies for the 300 km height region the wind direction across the pole
is mainly aligned along the 1500-0300 LT meridian or approximately parallel to the driving force. For
model calculations with a third the ion density (3 x 1011 m-3) the wind amplitude is increased by a factor
of 3 and the direction is turned approximately 300 towards the right.

This relationship can be seen by a simple analysis of the neutral mobility equation. By assuming balance
between the driving force, the Coriolis force and the ion drag term one gets the following reduced
mobility equation for the neutrals in steady state:

+2x 1 Vp VniU - V) - 0 (3)

In this equation we have neglected the viscosity force, and according Kohl and King (1967) this assumption
is valid between 200 and 400 km and below 150 km altitude for electron densities larger than 3 x i011 m

- 3.

Solving Eq. (3) for u gives

u- K1 _v* -K 2  x v1 /' + v, (4)

where

= v - - Vp (5)

and 
PV ni

and
2 + (.ni / ) (6a)

)ni + ni (6b)

At high latitudes we can assume that (_ is vertical. Furthermore we put vj = 0 such that the expression
for the horizontal neutral wind reduces to

-1. K, f - '2 
i x f/Q (7)

where

1
- p

is the driving force due to pressure gradients. The angle between the horizontal wind and the driving
force will be given by (see Figure 3)

tge = 2 _ (9)
Vni

The direction of u will be to the right of the driving force at northern latitudes. As Vni P Ni this
angle will decrease by increasing Ni (ion density). For an ion density of 1012 m

-3 
the angle will be

120. For an ion density of 3 x 1011 m-
3 

the angle will be - 350
. 

For densities of the order 1010 m-
3

or less the angle will be close to 900 or the wind is approximately geostrophic. For such low ion
densities, however, the deletion of the viscous drag term is more critical. The magnitude of the hori-
zontal neutral wind is in this approximation given by

(Vni + 421)

which shows that uI increases toward the limit

1 (1 Vp) (1i)'-!!. 2( p

when the collision frequency or the ion density decreases. The maximum value of Vp in the ionosphere

below 300 km is about 4 • 10-2 M/s
2 

(Kohl and King, 1967) and therefore the maximum asymptotic velocity
will be approximately 300 m/s.

Most of the earlier models like the one by Kohl and King (1967) are usually limited to lower latitudes
and take little or no account of the special situation in the polar regions such as very strong electric
fields and excessive heat input due to the auroral electrojet and particle precipitation.
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4. EARLY MEASUREMENTS OF THE POLAR IONOSPHERE NEUTRAL WIND

When Stoffregen (1972) made his barium releases above Kiruna the neutral cloud did TKt muve ii, acrZd
with what the theories predicted, and he inferred that ir, addition to the global pressure system tler-
must be a local pressure system in the auroral zones, modifying the- neutral wind mLtir. at high latitudes.
In an attempt to explain his observations he modified the model _f Jacchia l19b,) t,, I CI ude a righ
pressure cell at nighttime in the auroral zone (Figure 4).

Rees (1971) (Figure S) showed from a sample of rocket releases above Kiruna that tite east-west -ompue.t

of the neutral wind velocity vector was very well correlated with the mean value 0 f the ,,ozt'j-soutn
component of the magnetic perturbation vector for the 2 hours prior t, launch. This result stronglh
indicates that the neutral motion is affected by the auroral electruowt through the 1"n, drag -.uji1.g.
Rees (1971) also, inferred ele'tric fieids from his mcasurem-,ts ard :(cincluded that the i ons acelerat-d
by the ionospheric electric field will represent high enough momentu. t. push tia. :,eitrai air witi, a time

constant of one to two hours.

The pioneer results by Rees (1971) and Stoffreqen 1972) disagree in the sence that they exi-air, their
measurements in terms of two different driving f,-rc,:-, ion drag and local pressure gradients respetlive.y .
On the other hand they complement each other as both these two effects most likely play at. importart par,
in the upper polar ionosphere dynamics.

One more important conclusion that could be drawn out of the work by keeb (1971) and St,,ffregei, (l97-,
was the fact that the neutral air is not at all stationary at E-region heights in, the polar ionospere.

S. LONG TIME SERIES OF NEUTRAL WIND MEASUREMENTS

To interprete single rocket measurements of the neutral wind at auroral heights is of course very difficult
since the forces that control the neutral air motion are present over very long distances and during lorig
periods. Therefore a measurement of the neutral wind at one point in space is related to the time history
of the neutral air dynamics in a large area during periods of hours. The ideal way to master this problem
would be to observe the neutral wind at many different places over long periods. This is of course not
economically feasible but a step in the right direction is to measure the wind over a long period at one
place. This was made possible when an incoherent scatter radar was moved to auroral zone latitudes in
1972. From the Chatanika radar measurements one has been able to derive a pseudo neutral wind which is a
weighted height average of the E-region neutral wind (Brekke et al., 1973).

The neutral wind is actually derived as a residual by solving a simplified ion mobility equation where a
balance is assumed between the Lorenz force and the collision term

(E + v 5 B) V v - u) = 0 (12)_ Uin-

As the incoherent radar measures a height independent E-field and a weighted height-average value of the
ion velocity v one has to account for this in the measurement and therefore the residual is a weighted
average of the neutral wind in the E-region (Brekke et al, 1973).

A summary of such measurements is shown in Figure 6 where one can see that the flow pattern in the daytime

is directed antisunward across the polar cap as predicted by the Kohl and King (1967) model. In the
night sector the wind appears to deviate towards west before local midnight and towards east after mid-
night as if the ion flow is pushing the neutrals along approximately in the E - B direction. Especially
around midnight there are details in the flow pattern that does not agree with a simple ion drag
component to the neutral wind, particularly is this the case for the strong northward component before
midnight.

If one now returns to the simplified expression for u and neglect the pressure gradients with respect to
the ion velocity the equation for the horizontal neutral wind reduces to

2u = K, v-i - K 2 "- ' l/l l )

The angle between the neutral wind velocity and the ion velocity will now be given by (Figure 4)

tge' = 2 14)
Vni

where u. is directed to the right of v1 . During the evening hours when the electric field is very str,,nq
and northward directed the ion velocity has a strong westward component. If one then neglects the effect
of the pressure gradients the neutral wind should have a northward component. In the morning hours thie
precipitation is usually very strong and therefore the neutral-ion collision frequency will be larger
and reducing this effect. Some of the effects seen around midnight from the Chatanika data in the neutral
wind therefore may be due to the effect of the Coriolis force turning the ion velocity into a northward
component which couples to the neutrals through the ion drag term.

6. RECENT MEASUREMENTS OF THE NEUTRAL WIND IN THE AURORAL AND POLAR CAP IONOSPHERE

The incoherent scatter technique has recently been improved to give neutral wind measurements with a height
resolution of a few kilometers. One of the first results from this technique is shown in Figure 7 (Rite
et al., 1977) where the neutral wind is shown for 3 different heights in the E-region. One will notice
that there is a strong meridional flow antisunward before midnight and sunward after midnight in this
particular experiment. This flow pattern is not well understood but tentatively it is explained as being
due to strong local heat sources in the auroral atmosphere. The amount of Joule heat input was as high
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as 100 ergs/cm 2/sec during periods of this event. One inherent difficulty in the derivation of the
neutral wind is the choice of a proper model neutral atmosphere. So far we have used only static models
(Rinv< et al., 1977) but with the large amount of energy released during auroral substorms in the upper
atmosphere it is likely that the neutral air density and collision frequency can be modified.

Kelly et al. 1977) have made measurements of the ion drift and the neutral wind in the F-region polar
cap by barium and strontium releases. They ftund that the neutral wind velocity observed are too large
to be explained by the global thermospheric pressure gradients. Therefore they infer that either local
heat sources are present in the auroral oval, or that high ion velocities coupled with enhanced plasma
density due to particle precipitation in the polar cap put the neutral air in motion at higher latitudes.
Further they claim that the inertia of this motion could sustain even when the plasma density has decayed
sufficiently that ions can no longer affect the neutrals.

Smith and Sweeney (1980) has derived neutral wind patterns in the polar cap F-region by the Fabry-Perot
technique. Their results which are shown in Figure 8 are in remarkable good agreement with the Kohl and
King (1%7) model, showing a very uniform antisunward flow across the polar cap.

7. RECENT MODELS OF THE GLOBAL WIND PATTERN

Recently several authors have published extensive model calculations of the global neutral air wind
pattern at thermospheric heights.

The basic content of these calculations is that the auroral zone heat input plays an important part in
the global wind system in the winter hiemisphere, such as in the model published by Roble et al. (1979)
(Figure 9). Above 120 km a local wind cell is set up which modifies the symmetric wind system down to
middle and low latitudes.

The validity of such models must be tested by future experiments, and today we stand on the threshold of
a challenging future in this field. We are now mastering a few good techniques which make it possible
to monitor the wind from iour to hour and within a few years time we most likely will experience important
progress in this research.

8. CONCLUSION

The behaviour of the neutral wind in the polar ionosphere is not well understood. A few measurements do
exist of this phenomenon which on one hand indicates the presence of local heat sources in the auroral
zone and on the other a strong influence on the ion drag force. A better understanding of the neutral
dynamics in the polar ionosphere is needed since it is generally accepted that the polar cap and auroral
zone disturbances influence the neutral atmosphere dynamics at lower latitudes on a global scale.
Furthermore the neutral dynamics at auroral heights are coupled to the magnetospheric processes and to
the interplanetary space via the magnetic field. It is not unrealistic to believe that a better under-
standing of the sun-earth relationship can be ontained by studying the neutral atmosphere dynamics at
high latitudes.
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ABSTRACT

The classical model for the global electrical circuit depicts a current flow generated by the estimated
1500-2000 electrical storms in progress at any instant of time. This system is often thought to be self-
contained, neither affecting nor affected by changes in the electrical properties of the magnetosphere and
ionosphere, because of a highly conductive electrical shield (the electrosphere) beginning near the base of
the ionosphere. Mounting experimental evidence requires reevalution of these traditional concepts. For
example, ionospheric signatures induced by tornadoes and hurricanes are well established, and probably
occur through the propagation of gravity waves. VLF spherics initiated by thunderstorm lightning have also
been associated with the subsequent stimulation of magnetospheric particle precipitation. In the reverse
direction, modulations in the lower atmospheric electrical structure (e.g. fair weather electric field,
ionospheric potential, air-earth current density, and possibly thunderstorm activity) appear to correlate
with solar activity and geomagnetic events. This evidence for electrical coupling between the upper and
lower atmosphere is reviewed, including theoretical implications regarding the possibility, magnitude, and
importance of such effects.

1. INTRODUCTION

Traditionally, the upper and lower regions of the Earth's atmosphere have been studied on an independent
basis. Within each domain, the various competing physical and chemical processes have been treated as a
self-contained system governed externally by radiations of solar induced origin. These views are now under
refinement, as we begin to learn more about the various and often subtle interactions which must occur
between the upper and lower atmosphere to explain many of the correlative observations between the two
regions.

An important subset of upper-lower atmospheric interactions are those coupling the ionosphere and tropo-
sphere. For nearly 30 years, various experimentalists have accumulated evidence to indicate ionospheric
response to meteorological influences. Now, new results suggest possible interactions in the reverse dir-
ection, i.e., those where ionospheric events may influence tropospheric electrical and meteorological
structure. Of particular interest is the role that atmospheric electrical structure (particularly in the
middle atmosphere, '15-90 km) plays in the transmittance of stimuli for triggering remote responses in
either direction. Electrical coupling (between the ionosphere and troposphere) is appealing because it
occurs nearly instantaneously and does not require the exchange of large quantities of energy. However, in
addressing this concept, it has been necessary to reevaluate some of the classical concepts regarding
atmospheric electricity. Several recent documents including Dolezalek, 1978; Herman and Goldberg, 1978a,b;
an important workshop report edited by Maynard (1979); and papers by Markson (1978) and Markson and Muir
(1980) have discussed the significance and implications of electrical coupling between the ionosphere
and troposphere, and have suggested methods to proceed toward a better insight in this provocative field.

In this short review, we discuss the classical concept of atmospheric electricity, and then proceed to
survey the evidence for electrical coupling; first for ionospheric response to meteorological phenomena
(although most of these probably involve energy transfer through a non-electrical process such as gravity
waves) and next, for tropospheric response to ionospheric phenomena. Violations to the classical concept of
atmospheric electricity are mentioned where appropriate. New findings regarding the middle atmosphere and
the possible effect it may have on regulating the above exchanges are also considered. Finally, recent
theoretical and experimental findings concerning coupling mechanisms are reviewed.

2. THE CLASSICAL ATMOSPHERIC ELECTRICAL CIRCUIT

In most major texts on atmospheric electricity (e.g. Israel 1970, 1973), it is specified that the global
electrical current is driven by global thunderstorm activity (about 1500 to 2000 storms at any given
instance of time), which provides a current of approximately 0.5 to 1 amp per storm. Figure I depicts the
general circuit characteristics. The current is thought to flow upward to the lower ionosphere (electro-
sphere) where the relatively high conductivity causes the current flow to diverge horizontally and return
through the fair-weather regions. The most popular parameters to define the return flow include the return
current (air-Earth current density, Jc), the atmospheric vertical potential gradient (or vertical electric
field, E), and the total ionospheric potential (potential difference between the ionospheric and ground,
Vi). The atmospheric conductivity is often made to increase exponentially with altitude which implies that

most of the potential drop (Vi) occurs in the lowest 5-10 km of the atmosphere. Hence, within this con-
ceptical framework, mesospheric and stratospheric fields are small and can have little influence on the
circuit characteristics. This classical model may now be subject to some modification based on recent
findings to be discussed within this text.

The thunderstorm driver concept is largely deduced from indirect measurements (e.g. Figure 2) wherein the
observed daily (UT) variation in vertical potential gradient appears as the envelope of the peaked activity
for the three major continental thunderstorm regions. This assumption has not been verified with a suitable
global mapping study since, at present, there is no adequate technique available for establishing the varia-
tion of thunderstorm activity on a spatial or temporal basis. Both of these are required to evaluate the
total electrical budget. In favor of the thunderstorm driver concept are calculations which imply a com-
plete decay of the global electrical circuit within 1 hour following the sudden disappearance of all
thunderstorms (e.g. Marksonand Muir, 1980).
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In the classical sense, the basic circuit cannot be subject to perturbations from external sources,
since the ionosphere acts as an "infinitely" conducting spherical shield. However, a wealth of
correlative information exists to suggest a direct link between tropospheric electric field structure and
solar activity related phenomena. In addition, recent calculations by Sugiura (cf. Goldberg, 1979) show
that magnetospheric and atmospheric electric fields are of similar magnitude. Since the ionosphere is not
an infinite conductor in actuality, we might suspect penetration of the external magnetospheric electric
fields into the middle and lower atmosphere, and vice versa. These ideas provide the foundation for newly
emerging concepts which argue the existence of significant electrical coupling between the ionosphere and
troposphere, including the existence of competitive external drivers for the global circuit.

3. IONOSPHERIC RESPONSE TO THE TROPOSPHERE

We first consider influences of hurricanes, tornadoes, and other tropospheric meteorological events on the
ionosphere. These do not directly involve the atmospheric electrical circuit, but offer competition with
those processes which do. This upward coupling is usually understood in terms of direct energy transfer
provided by the energy rich tropospheric phenomena. For example, Gherzi (1950) and Bauer (1958) demon-
strated ionoapheric F region ionization enhancements above hurricane passages. Apparent ionospheric
responses to cold fronts were also noted by Gherzi (1950), Bauer (1957), and Arendt and Frisby (1968). To
explain the observational results, Bauer (1957) hypothesized a dynamic coupling process between the tropo-
sphere and ionosphere.

Acoustic waves generated by several local storms have been detected in the F region by Georges (1968), Baker
and Davies (1969), Hung et al. (1975), and Hung and Kuo (1978). The waves, whose periods in the ionosphere
are in the range 2-5 minutes, are detected by CW Doppler techniques. In more recent work, Hung et al.
(1979 a,b) have found a gravity wave relationship between tornadoes and Doppler soundings. They have also
demonstrated the importance of using simultaneous GOES IR satellite data to detect low temperature cloud
regions where high convective cloud growth rates and tornado touchdowns are likely to occur (Hung et al.,
1980).

Evidence for gravity waves above thunderstorms has been detected by experiments with the Arecibo Radar
Observatory in Puerto Rico (Larsen et al, 1980). Figure 3 illustrates a sample of three sequential
profiles taken above a cell on September 14, 1979. The region up to 15 km (tropopause) is thought to
include the convective cell. Above the tropopause, particularly between 18 and 21 km, are indications of
waves with a wave length of 6 km, and a period of approximately 8.6 minutes. These are shown to fit
theoretical predictions for locally produced gravity waves.

Tropospheric gravity waves may do more than simply perturb the ionosphere. Hines and Halevy (1977) have
proposed a gravity wave feedback mechanism, whereby energy produced in the troposphere by meteorological
phenomena propagates upward via gravity waves. Under certain assumed conditions which could be modulated by
solar activity, the upper atmosphere will reflect the waves downward to interfere constructively or destru-
ctively.

Lightning can also induce effects in the middle atmosphere and above. For example, whistlers, which are
VLF waves thought to be induced by lightning discharges, are guided along the Earth's magnetic field between
conjugate points for path lengths exceeding 30,000 to 50,000 km (e.g. Davies, 1965). Recently, Bering et
al. (1980) have measured microbursts of energetic electron precipitation from the magnetosphere, stimulated
by VLF spherics generated by lightning in a thunderstorm cell. Since the precipitating particles can
ionize and dissociate molecules in the upper atmosphere, a lightning induced feedback mechanism for per-
turbation of the upper atmosphere is created.

4. DOWNWARD ELECTRICAL COUPLING

This section samples the various correlations which exist to provide evidence for downward mapping of
electrical influences. The coupling may occur through changes in localized ionization, which can alter
stratospheric and mesospheric chemical processes. The ionization can also affect the production of
aerosols and other macroscopic or submacroscopic particles. The ionizing radiations (both electro-
magnetic and corpuscular) can affect ion size and mobility, thereby modifying ion-neutral drag and other
transport processes. In addition, deviations of the vertical and horizontal atmospheric electric fields
from the average quiet norm (fair weather electric field) may also play an important role in processes
governing interactions between regions.

The ultimate goal, to determine how changes in atmospheric electrical structure can alter meteorological
conditions in the troposphere, remains to be demonstrated. However, section 4.2 briefly considers one
aspect of this problem, e.g. the relationship of thunderstorms with solar activity. Finally, section 4.3
addresses some recent theoretical and experimental findings which may have bearing on the physical
processes involved.

4.1. Electric Circuit Response to External Sources

The mapping of solar related phenomena to the atmospheric fair-weather electric circuit has been observed
through correlative studies relating on short time scales, to solar (interplanetary magnetic field) sector
boundary passages and solar flares, and on the long-term to the 11-year sunspot cycle. The parameters
usually studied are Jc, E and Vi.

Fair-weather measurements of E and J over an 11-year period at ZugspitzeGermany, exhibit response to
sector boundary crossings (Reiter, 1 76; 1977). Reiter's superposed epoch analysis results (Figure 4)
show that both E and J increased by 20% or more on the 2 days following a -/+ (+ implies outward bound
interplanetary magnetic field) sector boundary crossing in maximum solar activity years, but on the same
day as +/- crossings. A similar analysis (Figure 5) of a 10-month period by Park (1976) indicates that the
potential gradient at Vostok, Antarctica, increased sharply by 20-30% beginning 3 days after boundary
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passages, and the response was similar for +/- and -/+ boundary crossings. The difference in response time
for the Vostok and Zugspitze electric fields remains unclear, although new modeling results by Roble and
Hays (1979) may account for geographical differences in temporal lag.

For solar flares, ground measurements at Mauna Loa, Hawaii have shown that E and J increase significantly
after solar flare eruptions. The potential gradient maximized 3-4 days after the flare day, while the air-
earth current density reached a maximum after 1 day; both quantities remained above normal for several days
thereafter (Cobb, 1967). Reiter (1969, 1971, 1972) has shown that E and J measured at Zugspitze also in-
creased following solar flare eruptions. Balloon measurements in the Arctic (Holzworth and Mozer, 1979) and
the Antarctic (Cobb, 1978) have revealed that the potential gradient at 30 km decreases severalfold following
solar flares.

Potential gradient enhancements have been observed to be correlated with solar radio noise bursts (associated
with flares) at Zugspitze (Reiter, 1972) and at stations within the Arctic Circle (Sao, 1967). Marcz (1976)
found enhancements in E of 30-50% in Poland (approx. 51*N) associated with geomagnetic storms (which gen-
erally follow solar flare eruptions) and Tanaka et al. (1977) saw similar enhancements in the Antarctic
associated with auroral substorms. Recently Markson and Muir (1980) have correlated ionospheric potential
with solar wind velocity to imply a closer connection with the sun (rather than the magnetosphere) as the
primary source for such interactions.

Early long-term measurements of the fair-weather electric field suggested a stronger average field strength
in years of maximum sunspot activity compared to minimum years at some European stations, but no apparent
influence at others (c.f., the review by Herman and Goldberg, 1978b, p. 139). According to Muhleisen
(1971), the total ionospheric potential measured over Germany for a complete solar cycle exhibits a pos-
itive correlation with annual mean sunspot number. To the extent that the total potential is proportional
to global thunderstorm activity, one might therefore expect the latter quantity to be correlated with the
11-yr. sunspot cycle.

4.2. Thunderstorm Responses

In contrast to the classical electrical picture that thunderstorms drive and control the fair weather
electrical circuit, there is some emerging evidence that external influences may help modulate thunder-
storms. At this time, the results are largely statistical and in many cases, questionable or controversial
(Pittock, 1978; Herman and Goldberg, 1978b).

Markson (1971) was the first to observe interplanetary magnetic sector boundary response and based his
study on U.S. thunderstorm data collected during solar cycle minimum period covering approximately 52
sector boundary crossings. There seemed to be a definite preference for thunderstorms to occur from about
1 day before to one day after a +/- crossing, but no statistically significant response to -/+ crossings.
A more detailed analysis was made by Lethbridge (1979), who used a daily index derived from 30 years (1947-
1976) of thunderstorm data from 102 weather stations in the United States. In a superposed epoch analysis
of three separate 10 year sets of data, she found the strongest solar signal in the thunderstorm index for
the winter months (Nov.-Mar.) in the latitude band 40-45*N, with peak activity occurring I day after +/-
boundary crossings. With the index combined for all seasons and latitudes, and for both polarity cross-
ings, Lethbridge could find no discernible response to sector boundaries.

Several different measures of thunderstorm activity have been utilized in studies of the response to solar
flare eruptions, and all seem to show a positive response but with varying lag times. For example, Reiter
(1969) used spherics counts in Germany (indicative of lightning flashes in thunderstorms within a 300-mile
radius), and found a 57% increase in count rate peaking about 4 days after the eruption of solar flares
with importance >2. Other results include Bossolasco et al. (1973), who used the number of long-range
radio direction-finding fixes recorded in the Mediterranean area as a measure of thunderstorm activity in
that area for the 1961-1971 period, and showed a 50% increase in the daily number of fixes beginning one
day and peaking 4 days after solar flare occurrences. VLF whistler counts were used by Holzworth and Mozer
(1979) as an indicator of high-latitude thunderstorm activity during the August 1972 solar-terrestrial
events. They found a strong increase in count rate beginning about 12 hours after the class 3 flares of
August 4 and August 7.

Finally, long-term studies of the variability of the annual number of thunderstorm days in different
regions with the 11-yr solar cycle are replete with contradictions. The analysis of Siberian thunderstorms
by Septer (1926) has been cited often as proof that middle-to-high latitude thunderstorm occurrence is
directly correlated with annual mean sunspot number (correlation coefficient - +0.9). This result, however,
has been severely criticized by Pittock (1978). Brooks' (1934) analysis from 57 years of England and Wales
data suggests that annual mean sunspot numbers and annual number of thunderstorm days are uncorrelated, but
Stringfellow (1974) found a strong positive correlation for the same region (Figure 6) based on English
thunderstorm occurrence in the years 1930-1973.

4.3. Theoretical Considerations and Recent Findings

Several theories seeking to explain the thunderstorm (lightning) response to solar activity have been
proposed recently, but none bridge the final gap to explain how modification in the electrical structure of
the atmosphere can affect thunderstorm occurrence. Presumably, this might occur through electrical in-
fluence on cloud growth, etc. (e.g., Dolezalek, 1978). Ney (1959) suggested that thunderstorm activity may
be modulated by solar variability through alteration of the electrical state of the middle and lower atmo-
sphere. Markson (1971, 1975, 1978) amplified this idea to evolve a theory which its present state (1978)
assumes that the electrical resistance of the atmosphere above thundercloud tops (the charging resistor,
see Figure 7) will be lowered by enhanced ionization associated with incoming solar particles. The
charging current is thereby increased leading to an enhanced ionospheric potential and fair-weather
electric field which must adjust globally to the increased charging current.
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D'Angelo (1978) theoretically modified the global circuit by introducing a variable emf source representing
the ionospheric potential at high latitudes. Fluctuations in this second driver caused readjustments in
the global circuit including the fair-weather electric field. He argued that the ionospheric potential is
sensitive to solar wind electric fields, magnetospheric fields, etc., thereby introducing a coupling link
within the solar-terrestrial system. These results are also consistent with the recent analysis of Sugiura
(e.g. Goldberg, 1979) which demonstrates the equivalent magnitudes of the fair-weather and magnetospheric
electric fields, and help justify the concept of magnetospheric electric field mapping into the strato-
sphere (Figure 8). Dejnakarintra (1974) has theoretically mapped magnetospheric fields into the middle
atmosphere and found that fields with effective scale sizes of 500 km or more can penetrate to tropospheric
depths (Figure 9). New rocket borne experimental results of the atmospheric electrical field (Hale and
Croskey, 1979) appear to confirm D'Angelo's concept that middle atmospheric electric fields in the auroral
zone are sensitive to auroral phenomena. They find evidence for the existence of large mesospheric
electric fields (V3-4V/m near 60 km) which appear to disappear (or short out) at high latitudes during
aurorally disturbed conditions (Figure 10) when strong ionizing radiations due to precipitating particles
are present. If this currently unexplained electric field is a reasonably permanent feature on a global
basis (Hale, private communication) then the implications for its effect as a modulator or competitive
driver of the global circuit are significant.

Roble and Hays (1979) have provided the most quantitative and sophisticated modeling effort to date. They
have developed a global model for electrical parameters, which includes as input parameters orographic
effects from the Earth's surface, the global thunderstorm distribution (limited to dawn~and dusk) as
observed from the DMSP Satellite, and the latitudinal distribution of cosmic ray flux. They too, have
calculated high latitude effects induced by solar active and/or magnetospheric phenomena, and have found
significant perturbation on the global circuit properties.

Finally, Herman and Goldberg (1978a) have considered how cosmic rays and solar protons affect the local
environment near thunderstorms, and if modifications in the local conductivity and electric fields can
assist lightning generation. For the case of cosmic rays, the changes appear quantitatively reasonable
based on the school of thought (c.f., Chalmers, 1967) that an increase in the fair-weather field enhances
the probability of thunderstorm formation under appropriate meteorological conditions. Thus, solar-
controlled variation in cosmic ray intensity, especially over the 11-yr. cycle, may modulate the fair-
weather field and hence the rate of thunderstorm occurrence. The more difficult question concerns how
solar protons, which typically are absorbed above 20-25 km, could affect tropospheric electrical structure.

5. CONCLUSIONS

We have reviewed the evidence for interactions between the ionosphere and troposphere as a first step in
establishing the role of electrical coupling betwen two regions. Upward processes appear to include the
transfer of energy through gravity waves, or through the transmittance of VLF radio waves induced by light-
ning. In each case, the excitation of the upper atmosphere by tropospheric sources can stimulate feedback
processes returning to the troposphere.

Downward coupling involves changes in the global and local electrical structure of the atmosphere, and is
often induced by solar activity. These effects are more direct and may possibly bypass the stratosphere.
The responses in the atmospheric circuit to local changes are nearly instantaneous, and therefore are
looked on with promise for possible influences on weather systems. Newly emerging experimental evidence
indicates that atmospheric electric fields, especially at high latitudes and in the upper atmosphere, are
responsive to solar and geomagnetic phenomena. Corpuscular radiations (protons, relativistic electrons,
bremsstrahlung X-rays, etc.) are known to strongly enhance the local atmospheric electrical conductivity
and ionizations at stratospheric and mesospheric altitudes. However, the electric field perturbations are
not easily explained by conventional atmospheric electricity considerations.

Theories now postulate that the electric field perturbations regulated by solar activity may be responsible
for the observed statistical correlations between solar activity and thunderstorms. They include the
concept that modulations in stratospheric electric fields induced by cosmic rays and/or solar protons can
in turn affect the local field near thunderstorms, and change the rate of lightning formation. This is
offered as an example of how atmospheric coupling may occur electrically.

The final scenario, what happens to the meteorology by changes in atmospheric electrification, is open to
speculation. Here, various suggestions have postulated improved conditions for hail formation, water
droplet growth and enhanced rain, etc. (cf. for example, Dolezalek, 1978). These concepts await physical
validation.
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Figure 1. Qualitative model of the global electric circuit, illustrating the
thunderstorm generator, ionospheric potential (Vi), air-Earth current
density (J ), and total atmospheric resistance (R) (after Herman
and Goldbeig, 1978b).
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Figure 2. (a) Diurnal variation of the atmospheric vertical potential gradient.
(b) Diurnal variation of thunderstorm expectation for individual
continents and for the world envelope. 4 The 2areas covered at any
time by thunderstorms in in units of 10 kas (after Israel, 1973,
p. 366).
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Figure 3. Three consecutive profiles of reflected power as a function of
altitude and floppier shift. The profiles are 82 seconds apart
(after Larsen et al., 1980).
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Figure 5. Average behavior of Vostok vertical atmospheric electric field for
17 solar magnetic sector boundary crossings. The standard error is
indicated by vertical bar at day 3. (after Park, 1976).

120

100

LIGHTNING 8
INDEX I

40

150

SUNSPOT
NUMBER 

10

50--

1930 40 50 60 70
YEAR
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Figure 7. The atmospheric global electrical circuit. Large arrows indicate
the flow of positive charge. Estimated resistances of circuit elements
are given. The thunderstorm depicted represents the global electrical
generator, I.e. the totaltty of all thunderstormsand sends current
through the charging resistor (105 - 106Ql) to the ionosphere. The
cumulative effect of the global return current passes through the load
(1O2Q) resistor (after Herkeon, 1978).
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Figure 9. The mapping factor for horizontal electric fields of various scale
Sizes (Aeff) imposed on the ionosphere at 150 km. Two different
conductivity models have been used. The dashed curves correspond
to a model with an enhanced conductivity near 40 km. (after Dejankarintra,
1974).
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potential can be approximately equated to the downward electric
field (V/rn), (after Hale and Croskey. 1978).
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SUMMARY

The Heating facility at Ramfjordmoen near TromsO, Norway, has recently been completed. Preliminary experi-
ments have been performed during the construction phase, partly with much less than full power. The present

paper gives a brief survey of the first experimental results, relating to D region modification, generation

of ELF and VLF waves by polar electrojet modulation, excitation of micropulsations, F region deformation,

and anomalous absorption.

I. INTRODUCTION

The Heating facility at Ramfjordmoen near Troms , Norway, built by the Max-Planck-Institut fUr Aeronomie in

cooperation with the University of TromsO, has recently been completed. The facility generates a maximum

CW power of 1.5 MW in the frequency range 2.5 - 8.0 MHz. The antenna gain is 24 dBi, corresponding to a

beam width of 14.5 deg. The effective radiated power (ERP), i.e. the product of transmitted power and antenna
gain, reaches up to 360 MW. For further details see the report by STUBBE and KOPKA (1979).

Preliminary experiments with less, or even much less than full power have been performed since August 1979.

These first experiments will be described in the following.

2. D REGION MODIFICATION

The Ohmic dissipation rate of the heating wave maximizes in the D region. Correspondingly, we expect large

electron temperature enhancements to occur in the D region. Theoretical estimates are shown in Fig. I.
We notice that x-mode heating leads to higher T -values, but in a narrower height range. The maximum occurs

around 80 to 85 km, roughly at the altitude where f f cos e - v /2n (f - heating frequency, fL - electron
gyrofrequency, 8 - angle between k-vector of heating wave and geomagnetic field, v = electron-neutral

momentum transfer collision frequency, + or - for o- or x-mode, respectively). For smaller heating powers,
the collision frequency v , which is approximately proportional to T , becomes smaller. Thus, the T•en .. . .
maximum occurs at a lower altitude. The characteristic time for Te to reach steady state is about I msec

at 90 kIn, less below, more above that altitude.

In the upper D region, where the electron chemistry is governed by recombination, the electron density, N ,
is expected to increase with increasing T , with a characteristic time of the order minutes. In the lower
D region, where electron attachment and detachment dominate, N is expected to decrease with increasing

Te, with a characteristic time of the order seconds (TOMKO, FERRARO, LEE and MITRA, 1980).

The very first experiment performed with our Heating facility was on Aug. 29, 1979. Two transmi4ters, fed

into one row of 6 crossed dipoles, gcnerated an ERP of 8 MW at 4.04 MHz, corresponding to 1/45 of full
power. The PRE partial reflection facility of the University of Tromso (HOLT, BREKKE and HANSEN, Q8O) was

used to investigate D region modification effects. Despite the comparatively low power, very pronounced

changes in the PRE amplitudes were found, as shown by Fig. 2. The significant features, which show up in
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all of the data, is the strong decrease of the A*/A ratio above 60 km and the tendency to form a minimum
between 70 and 80 km. This minimum comes out much more clearly when higher heating powers are applied, as
displayed by Fig. 3.

0 region modification is a difficult experiment in the sense that a well developed and quiet D region is
required, which is rarely found at auroral latitudes. So far we were not able to perform experiments under
favourable conditions. Correspondingly, the data showed a high amount of variability,and we had to refrain
from drawing conclusions concerning the ion chemistry. Our plans are to combine the partial reflection,
wave interaction, and incoherent backscatter techniques to measure the T - and N -changes after heater
switch-on and switch-off in order to determine chemical reaction rates in different altitude regimes as a
function of Te

One problem concerning the partial reflection mechanism is still not conclusively solved, i.e. the contri-
bution of electron collision frequency fluctuations to the partial reflection coefficient (e.g. JONES and
KOPKA, 1978). The partial reflection coefficient can be formally expressed as the sum of two terms, one
stemming from electron density fluctuations, the other from collision frequency fluctuations. Their relative
importance is unknown, and an assumption is required in order to be able to interpret partial reflection
measurements. Both contributions depend on T , but in a widely different fashion. Thus, by varying T bymeasurements. BtcotiuindendnTg e by

metns of varying the heating power, one should be able to separate the two terms and estimate their relative
weight.

3. GENERATION OF VLF AND ELF WAVES BY POLAR ELECTROJET MODULATION

Due to the short time constants for T -changes in the lower ionosphere, oscillations of T are imposed ife e
the heating wave is amplitude modulated, provided the modulation frequency, f, does not exceed, say, 6 kHz.
An oscillation of T with frequency f gives rise to corresponding oscillations of the elements of the
conductivity tensor, since the electron collision frequency depends on T . Thus, if a dc current is flowing
in the lower ionosphere, an ac current will be superimposed upon it, andethe ionospheric portion illuminated
by the heating wave will be turned into a huge antenna, radiating at the modulation frequency. We have
found that this method of generating VLF and ELF waves is sensitive down to frequencies in the 100 Hz range.
It is hard to imagine that such long electromagnetic waves could efficiently be generated by any other
ground-based technique.

The ELF and VLF waves generated within the lower ionosphere were received with a vertical loop antenna,
located at a distance of 17 km from the Heating station. The received broad band signal was transmitted,
via an UHF link, to the leating station, processed through a narrow lock-in amplifier, and both the
amplitude and phase, relative to the modulation phase, were recorded. In order to obtain the amplitude, B,
and the phase, 0, as a fu-tion of f, we swept the modulation frequency from 200 Hz to 5.5 kHz within
2 minutes.

Fig. 4 shows a typical B(f) curve. The typical features are that B(f) possesses several maxima, that the
highest maximum lies between 1.5 and 2.5 kHz, and that B strongly declines beyond about 5 kEz. Curves
of this type prevail during most of the time. Sometimes, however, B(f) has only one or two very pronounced
maxima, and it also occurs that the highest maximum lies at very low frequencies (down to 400 Hz) or at
very high frequencies (up to 4 kHz). For more details, see STUBBE, KOPKA and DOWDEN (1980).

The amplitude in Fig. 4 is given in relative units, bcause e had not yet thoroughly calibrated our re-
ceiver. In absolute terms, B falls into the range I0 - 10 nT, depending on the strength of the polar
elecLrojet current, for heating at 4.04 MHz, o-mode, ERP = 32 MW. This is clearly above the background
noise. Much stronger effects are expected (and have been found in the meantime) for higher powers, lower
HF frequencies, and x-mode heating.

From the phase as a function of frequency, 0(f), a delay time can be defined by T = df/df which is a measure
of the apparent height of the ELF-VLF source, h' = tc/2. The delay time is the sum of the travel times of
the HF wave upwards, the ELF-VLF wave downwards, and the UHF wave from the receiver to the Heating station,
plus receiver delays.

A typical t(f) curve is shown in Fig. 5.The typical features are: Strong increase of T towards small
frequencies, maxima of T in the vicinity of maxima of B, and modest increase of T towards high frequencies.
While the increase of T towards small frequencies can be understood in terms of the frequency dependence
of the whistler mode refractive index, the increase towards high frequencies cannot readily be understood.

Our present interest is focused on the properties of the ELF-VLF generation mechanism within the lower
ionosphere. Further measurements, with higher power and improved diagnostics, will be performed along this
line. Eventually, however, we intend to use these ELF-VLF waves to initiate magnetospheric wave-particle
interaction experiments (DOWDEN and RYCROFT, 1976). The wide accessible frequency range allows much
freedom in designing such experiments.

4. GENERATION OF MICROPULSATIONS BY POLAR ELECTROJET MODULATION

If the modulation period, T u I/f, becomes comparable with the characteristic time for electron density
changes to occur, which is of the order I min in the upper D region, the electron density will be modulated,
too. When this happens, the conductivity tensor will be much more affected than by a sole electron tem-
perature modulation, and correspondingly much stronger effects are expected than in the ELF-VLF range.
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Using the flux-gate magnetometer at Ramfjordmoen, operated by the University of Tromsd, we were able to
detect artificially generated micropulsations with an amplitude of 10 nT at T - 10 min and 5 nT at T - 5 min
(STUBBE and KOPKA, 1980). The heater operated on 4.04 MHz, x-mode, ERP - 70 MW.

Recently, using an induction magnetometer set up by the University of Glttingen at a distance of 20 km from
the Heating station, we were able to record pulsations down to a period of T - JO sec, with the heater
operating on 4.04 MHz, x-mode, ERP - 115 MW. A sample is shown in Fig. 6, for T - 1O, 20, 40 sec. We clearly
notice the occurrence of pulsations at the wanted periods, particularly on the H-trace (i.e. the N-S com-
ponent). The amplitude increases with increasing period, as theoretically expected. No pulsations are
visible on the Z-trace.

The possibility of generating ULF waves with a precisely known source location, a choosable frequency, and,
to some extent, a controllable amplitude gives the unique opportunity of performing active experiments in
a field which so far was open to passive observations only. Certain theoretical concepts can now be directly
tested and, possibl', be progessed: Guidance of Alfven waves along magnetic field lines (e.g. FEJER and
LEE, 1967), magnetic field line resonances (e.g. SOUTHWOOD, 1974), ULF wave amplification and proton pre-
cipitation by wave-particle interaction (e.g. GENDRIN, 1975).

5. HF DOPPLER AND A3-lYPE F REGION ABSORPTION AND PHASE MEASUREMENTS

Recently, in a joint campaign with the University of Leicester group, we performed experiments aiming at
measuring F layer deformation and anomalous absorption, caused by the heating wave. The experimental setup
is sketched in Fig. 7. The HF Doppler system consists of three transmitters, at the Northern station (f -

3.498 MHz + 2.0 Hz), the Western station (f - 3.498 MHz + 5.0 Hz) and the Eastern station (f - 3.498 MHz
+ 8.9 Hz) and two receivers with 10 Hz bandwidth, one at Troms4, the other at the Southern station. The
measured quantity is Af - - (I/X) dP/dt, with X the free space wave length and P - f n ds (n = refractive
index). For amplitude and phase measurements, a transmitter at the Northern station (f - 3.778 MHz) and a
receiver at the Southern station are used.

Fig. 8 shows a sample of the Doppler results, taken at the Southern station. A positive frequency shift is
obtained during heatei-on, and a negative shift during heater-off. The total frequency change within one
on-off-cycle amounts to 2 - 3 Hz. Furthermore, we observe that during heater-on the traces become fainter.
This absorption effect is strongest for the North-South-connexion, for which the ionospheric reflection
point is almost above the Heating station.

Fig. 9 shows the corresponding phase results. The phase changes are negative during heater-on, and positive
during heater-off. The Doppler and phase results can consistently be interpreted by a local enhancement
of the electron density after heater switch-on, i.e. by a downward motion of the reflection point. The
ionospheric conditions during the experiments were such that reflection occurred in the lower portion of
the F region where NO and 0 are supposedly the dominating ions. Thus, our experimental findings can be
understood in terms of a decrease of the recombination coefficient due to an electron temperature increase.

The absorption phenomenon which showed up in Fig. 8 is quantitatively depicted by Fig. 10. We alternately
transmitted 2 min o-mode, 2 min x-mode, seperated by equally long heater-off periods. What we see from
Fig. 10 is that o-mode heating leads to a very strong absorption of the diagnostic wave, of the order 15 dB,
while x-mode heating virtually causes no effect. Since the experimental setup was such that the diagnostic
wave could not penetrate the modified D region, there is no doubt that the observed absorption occurs in
the F region. Most likely it is caused by scattering of the diagnostic wave into Langmuir waves due to the
existence of short-scale field aligned irregularities (so-called striations) which are the result of a
parametric instability. Theory (DAS and FEJE, 1979) predicts that this instability is excited in the
vicinity of the altitude where the heating frequency equals the upper hybrid frequency. An x-mode wave
cannot reach this altitude and, thus, cannot cause anomalous absorption.
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Sketch illustrating the experimental setup for HF Doppler
and A3-type F region absorption and phase measurements.
The triangles mark the approximate locations of the iono-
spheric reflection points (A for the TromsO receiver, '7
for the receivers at the Southern station).
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Spectrograms, taken from data obtained at the Southern
station. The three Doppler traces relate, from above, to
the Northern, Western and Eastern transmitter, respec-

tively (see Fig. 7). The heater-on times are indicated by
bars. The heater operated on 3.515 MHz, o-mode, ERP -
180 MW. Oct. 7, 1980, 10.58 - 11.04 UT.
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Phase vs. time, measured at the Southern station with the
transmitter at the Northern station (see Fig. 7). The
heater-on times are indicated by bars. The heater oper-
ated on 3.515 MHz, o-mode, ERP = 180 MW. Oct. 7, 1980,
10.46 - 10.49 UT.
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ABSTRACT

While rocket exhaust gases can result in perturbations of the neutral atmosphere, their major elf ct
is realized in the upper atmosphere's tenuous ionized component. Since the earliest day of the U.S. Slac-
Program, scattered reports of ionospheric depletions (or "holes") attempted to document the F-region effec'
(h ' 200 km) while plasma enhancements were occasionally offered as the E-region effect (h O150 km). A
major re-appraisal of rocket exhaust/ionospheric coupling occurred following observations of the large-
scale F-region hole caused by the Saturn V launch of SKYLAB in 1973. The new theoretical basis for the
effect (i.e., rapid diffusion of a rocket's highly reactive molecular exhaust cloud) was verified during
the recent launch of NASA's HEAO-C satellite by an Atlas/Centaur rocket on 20 September, 1979. A new
generation of active-plasma experiments will be carried out when the Space Shuttle executes a series of
"dedicated engine burns" for a program of plasma depletion experiments for environmental and radioastrono-
mical studies in the early 19

8
0's.

I. INTRODUCTION

Since the earliest days of space exploration, concerns have been raised regarding the atmospheric
perturbations that might be caused by the exhaust products of large rocket engines. In 1964, a compre-
hensive review of the subject was published by W.W. Kellogg in which the space science community was
alerted to the many possible ways that rocket "pollutants" could have environmental impacts. The final
impression left by Kellogg's paper was that the terrestrial atmosphere was sufficiently dense to absorb
any conceivable shock that an aerospace technology might reasonably be expected to build.

In the 16 years that have passed since Kellogg's assessment, very little evidence was found to suggest
that rocket effluents were in fact perilous to our environment. With the coming of the Space Shuttle as
the U.S. Space Transportation System for the 1980's, and with increased discussions of various "large
space structures" for the 1990's, the question of environmental assessments for new aerospace systems is
once again an area of public concern. The Space Shuttle era also initiates a period of "active experiments"
in the near-Earth environment. The many in-situ, laboratory-in-space, plasma research experiments proposed
for the 1980's amount to controlled atmospheric modification experiments that will be capable of addressing
a wide range of physical and chemical processes of aeronomic interest. The purpose of this review is to
summarize the known theoretical and observational aspects of "inadvertant" rocket-exhaust effects upon the
ionosphere. An understanding of these effects, their causes and their consequences, will be a valuable
data-base from which second-generation "chemical release experiments" may be developed; in addition, these
"experiments of opportunity" are very useful case studies for atmospheric assessment concerns associated
with large space structures.

II. ATMOSPHERIC REGIONS SUSCEPTIBLE TO ROCKET EXHAUST EFFECTS.

Figure I presents a summary of relevant terminology in which the Earth's atmosphere is divided into
regions based upon properties of the neutral atmosphere as well as its ionized component (the ionosphere).
While a rocket launch can obviously affect any atmospheric region traversed by a vehicle, the major per-
turbations occur in those regions where the sun's radiation causes partial ionization to occur - that is,
in the so-called D, E, Fl and F2 regions of the ionosphere. These regions contain a small fraction of the
total mass of the atmosphere, and yet they are important because their electrically charged components
govern many aspects of radio communications. The positive ions found in the lower three regions are
molecular ions (e-g., NO+, 02+), while in the F2 region the dominant ion is atomic (0+). Overall charge
neutrality implies that in any given volume there are equal numbers of ions and electrons (e-). As will
be shown in later sections, the dominant cause of atmospheric perturbations due to rocket exhaust rests
in the variety of chemical reactions that can occur between the exhaust material (usually molecular
species, e.g., H20, H2 , C02 ) and the neutral and ionized components of the atmosphere.

Figure 2 offers a schematic summary of the various regions where typical rocket launch activity might
cause atmospheric effects. While the spatial extent of possible perturbations spans tropospheric to
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magnetospheric domains, the scope of this review will be limited to ionospheric heights.

In the so-called F2-region of the ionosphere (h > 200 km), the dominant neutral species is atomic
oxygen (0) and the major plasma components are 0+ and e-. In this tenuous region the neutral concentra-
tions are -109 cm

-3 
or less and the ionized concentratioi.i -106 cm

- 3 
or less. The introduction of large

quantities of rocket exhaust molecules can thus represent a significant departure from ambient conditions
and the resultant atomic - molecular chemistry can lead to dramatic effects. Figure 3 offers a summary
of the types of physical processes (and possible consequences) initiated by a large engine burn in the
F-region. The bulk of this report will deal with observations and theory related to the scenario depicted
in Figure 3.

Below 200 km, the neutral atmosphere becomes increasingly more dense and it is composed almost entirely
of molecular species. The ionospheric densities in the so-called D and E regions are orders of magnitude
smaller than those found at F-region heights, and the ions are predominantly molecular. In these lower
portions of the ionosphere, molecular chemistry is already the dominant ionospheric process, and thus
truly enormous amounts of rocket exhaust are required to over-power ambient processes --- even for small
spatial regions. As a result, very little data exists showing how artificially induced perturbations can
be created in these regions, if at all. The little evidence that does exist, as well as a new theoretical
treatment of perturbations in these regions, have recently been reviewed by Forbes (1980). The spectrum
of possible effects to be considered from "low-altitude" engine burns is given in Figure 4.

III. OBSERVATIONAL EVIDENCE FOR ARTIFICIALLY-INDUCED IONOSPHERIC MODIFICATIONS.

The literature on artificially-induced ionospheric modifications (excluding RF heating effects) falls
into two distinct categories: (1) effects due to missle transits close to an ionospheric observing station
(the experiment may or may not have been planned beforehand) and (2) effects due to the deliberate release
of a known quantity of highly reactive molecules into the ionosphere. The latter topic was reviewed
recently by Pongratz (1980).

While the discussion of rocket exhaust effects upon the Earth's upper atmosphere is not a new topic,
past documentations of plume-associated disturbances have not been very great in number. Table I presents
a chronological summary of published reports that suggest a causitive link between observed ionospheric
variations and rocket launches. It is surprising, at first, to consider that so few accounts should exist
given the many hundreds of rocket launches that have occurred since 1957. (On occasion of the 20th Anni-
versary of the U.S. Space Program, NASA announced that 402 rockets were launched from its facilities during
the period 1958-1977). Of the reports on rocket-induced perturbations that do exist, most of the effects
described in the early literature were termed "localized" (Booker, 1961, Jackson et al. 1962, Stone et al.,
1964). In retrospect, the reasons for this are clear: (1) The vast majority of rockets launched in the
last two decades were relatively small ones and thus the exhaust emissions amounted to no more than very
minor additions of essentially trace species. (2) Of the large rockets (Saturns, Atlas/Centaurs, SL-4/
SOYUZ), the overwhelming majority of launches carried payloads into low-earth-orbit (h < 200'lm) where the
typical exhaust products (H20, H2 , C02 , N2 , 02) were again relatively inconspicuous additions to ambient
conditions. (3) Large rocket launches made by U.S. agencies generally occur at the Kennedy Space Flight
Center (KSFC), thereby insuring that rocket ascent trajectories occur over water where atmospheric moni-
toring capabilities are extremely limited.

The main conclusion to be drawn from these points is that virtually all past rocket launches offered
little reason, whether scientific or technological, to search systematically for the atmospheric pertur-
bations caused by rocket effluents. Morevover, the theoretical understanding of the processes involved
was limited to discussions of rocket exhaust "snow-plow effects" upon the atmosphere, that is, to a phy-
sical displacement of the ionosphere by the plume --- effects that by their very nature would be limited
to the regions immediately surrounding a moving rocket (Booker, 1961, Barnes, 1961).

A new class of ionospheric disturbance --- the lar a-scale F-region hole - became apparent during the
launch of Skylab in 1973 (Mendillo et al., 1975a, b). he Saturn V rocket that launched NASA's Skylab
Workshop was the last Saturn V used in the U.S. Space Program and the only one ever to have its main
engines burning above 200 km. The resultant deposition of approximately 1000 kg/sec of H2 and H20 exhaust
molecules into the 200-440 km altitude region initiated a rapid and large-scale depetion of the ionosphere
to an extent never seen before. The artificially-created "ionospheric hole" amounted to nearly a 50%
decrease in the total electron content (TEC) of the ionosphere over an area of approximately a million
square kilometers. Mendillo et al. attributed the effect to the rapid expansion of an exhaust cloud of
highly reactive molecules that J'itiate a rapid recombination of the ionospheric plasma. The details of
this mechanism were first prcsented to the AGARD community by Mendillo and Forbes (1976) and Bernhardt
(1976). Subsequent theoretical model studies by Mendillo and Forbes (1978), Anderson and Bernhardt (1978)
and Zinn and Sutherland (1980) have described various aspects of the overall F-region modification scenario
given in Figure 3.

IV. SCIENTIFIC AND TECHNOLOGICAL INTEREST IN ARTIFICIALLY-CREATED IONOSPHERIC HOLES

The Skylab event of 13 May 1973 rekindled an interest in molecular release experiments that had lan-
guished since the mid-1960's. The effects caused by highly reactive molecules introduced into the F-region
offer the opportunity to study a variety of atmospheric processes (e.g., molecular diffusion, neutral/
plasma chemistry, airglow emissions, thermal energy balance, plasma transport, and electron density irreg-
ularity generation). In addition, the large-scale disruption of the ionosphere's vertical density struc-
ture, Ne(h), has implications for radio propagation. The discussion of these issues led to the very suc-
cessful set of Lagopedo modification experiments of September 1977 in which rocket-borne payloads of H20
and CO2 were released into the F-region over Hawaii (Pongratz and Smith, 1978). A more extensive series
of F-region modification experiments are to be performed via "dedicated burns" of the Space Shuttle
engines as the orbiter passes near five ionospheric and radio astronomical observatories. The experiments
are part of the Spacelab-2 mission currently scheduled for November, 1983 (Mendillo et al. (1978), Rosen-
dhal (1978), Bernhardt et al. (1978)).
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Quite separate from the scientific objectives of the Lagopedo and Spacelab-2 plasma depletion exper-
iments is a concern that the new generation of space transportation systems being developed and/or consi-
dered for the future require routine engine firings in the upper ionosphere and therefoke the routine
creation of large-scale ionospheric holes. The soon to be oierational Space Shuttle program will include
orbital configurations usually in the 250-450 km altitude range --- at precisely the heights where the
ionospheric plasma densities (0+ and e-) reach their maximum values. The Space Shuttle's engine exhaust
rates are considerably smaller than for a Saturn V rocket and thus the very large spatial extent associated
with the SKYLAB effect will not be found for the Space Shuttle induced holes.

The heavy-lift launch vehicles (HLLV's) and personnel orbital transfer vehicles (POTV's) required
for the proposed Solar Power Satellite (SPS) system represent a very substantial increase over "conven-
tional" Space Shuttle cargo and support-staff transportation modes. The regular transfer of material and
personnel to low-earth-orbit (LEO) and from LEO to geostationary-earth-orbit (GEO) suggests that a rou-
tine modification of the ionosphere will be a consequence of the fully implemented SPS concept (Rote,
1979). The ultimate spatial and temporal extent of the ionospheric holes associated with any large space
structure will depend on the specifics of the launch vehicles to be designed and the orbital flight plans
that evolve. Ample opportunity exists to influence these decisions by model/simulation studies, as sug-

gested by some of the preliminary SPS environmental assessment results presented by Zinn and Sutherland
(1980), and Mendillo et al. (1980a), or by actual observations of perturbations associated with "exper-
iments of opportunity." The best documented case of a large-scale ionospheric hole occurred during the
"opportunity" created by NASA's launch of the satellite HEAO-C by an Atlas/Centaur rocket in September,
1979 (Mendillo et al. 1979, Bernhardt et al., 1979). The results of that study, as described during an
environmental assessment Workshop/Symposium related to SPS concerns (Mendillo, 1980), may be summarized
as follows (Mendillo et al., 1980b):

(1) The "HEAO-Hole" was monitored by a network of 12 satellite radio beacon observatories, airborne

and ground-based optical observatories, 2 incoherent scatter radars, and over 150 radio propa-
gation monitoring sites.

(2) The Ionospheric depletion caused by the rocket exhaust cloud spanned a region of approximately
2 million square kilometers. The total electron content depletions near the rocket trajectory
showed more than an 80% reduction from ambient conditions.

(3) The dominant airglow emissions associated with the hole were 6300R observations of 8300 Rayleighs
(viewed vertically), or approximately 20,000 Rayleighs measured along a slanted path from the
launch site.

(4) HF radio propagation experiments showed that no severe long-term effects were associated with
the F-region hole. Some propagation paths showed short-term fades or increased fading rates in
the 7-21 MHZ range that occurred at times consistent with a rocket-associated effect. However,

similar disturbances of natural origin were noted before and after the launch.

In summary, the series of experiments that provided diagnostics for the HEAO-Hole effects represent
the best available description of a rocket-induced atmospheric perturbation. The data collected during
that event will provide the space science community with vital information needed for (1) on-going plans
for future, active experiments in space, (2) test cases for computer simulation codes used for ionospheric
perturbation studies, and (3) timely imput to environmental assessment programs concerned with the con-
struction scenarios for large structures in space.
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TABLE 1: OBSERVATIONS OF IONOSPHERIC DISTURBANCES CAUSED BY ROCKET LAUNCHINGS

Rocket Date Altitude
Engine Shut- Effect Observation Observer
off (km) Technique

Vanguard 2* 1959 F-region C-region depletion Vertical soundings Booker (1961)

ScoutA 1961 300 F-region depletion; Vertical soundings Jackson et al.
E-region enhancement Faraday rotation (1962)

from rocket beacon

Atlas (5 cases)* 1961 350 F-region depletion; Faraday rotation Stone et al.
1962 E-region enhancement from rocket beacon (1964)

Saturn SA-9/ 1965 500 F-region depletion; Vertical soundings Felker & Roberts
Pegasus A* E-region enhancement (1966)

Saturn 5
(Apollo 14)* 1971 .190 F-region travelling Vertical soundings Arendt (1971)
(Apollo 15)* 1971 -190 ionospheric disturbances Vertical soundings Arendt (1972)

Black Brant, 1971 35 F-region depletion Vertical soundings Reinisch (1973)

Saturn 5* 1973 442 Large-scale F-region Total electron Mendillo et al.
depletion ('iono- measurements (1975a,b)
spheric hole') using geosta-

tionary satellite
beacons

Saturn IB
(Apollo)" 1975 200 F-region travelling Vertical soundings Bakai et al.
(Sovuz-19)

0  
ionospheric disturbance (1978)
E-region enhancement

*Kennedy Space Flight Center AWallops Island tEglin, Fla. 
0
Baykonur Cosmodrone
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ELECTRODYNAMICS OF THE LOWER IONOSPHERE
by H.Volland

J.S.Nisbet, US
Would you care to comment on how the mesospheric electric fields discussed by Dr Goldberg yesterday affect your
electric circuit model.

Author's Reply
If the large electric fields measured at upper stratospheric heights should turn out to be real. they must be main-
tained by an additional source, e.g. a space charge layer at these heights. Such a source would then have to be added
in Figure 2.

S.H.Gross, US
Your equivalent circuit arrangement appears to be balanced except for the dynamo generator. Why do you use this
balanced arrangement and why is the dynamo generator unbalanced'?

Author's Reply
The symmetric arrangement of the circuit elements in Systems I and III of my Figure 2 has been made in order to
allow the current from System If to flow within regions I and III outside the source ranges.

H.Poeverlein, Ge
Which is the energy source in the case of currents originating from phenomena at the magnetopause? It may be the
solar wind or the rotary motion of earth and atmosphere.

Author's Reply
The magnetospheric voltage source in my Figure 2 illustrates electric fields related to magnetospheic convection.
Its origin may be reconnection processes and/or viscoid-like interactions between solar wind and magnetopause.

NEUTRAL WINDS IN THE POLAR IONOSPHERE
by A.Brekke

K.Rawer, (;e
Stolarsky and Roble also used energy deposition at high latitude in their (more empirically based) model
computations. It might be interesting to compare your results with theirs.

Author's Reply
As a matter of fact, Roble has partly used our estimates of the relationship between magnetic bay intensities and
Joule heating rate to estimate the Joule heat on a global scale in the auroral zone.

M.Blanc, Fr
You made an interesting point about the way to relate a local magnetometer II trace to a local estimate of auroral
zone Joule heating. But I have two further questions: I. Is it possible using the available network of observations,
to extend this local estimate to an estimate of the latitude distribution of the heat deposition'? 2. flow well (or
poorly) do we presently know the amount of heat deposited on the dayside (where heating takes place at very high
latitudes)?
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Author's Reply
One possible use of extending this local estimate to an estimate of the latitude distribution would be to use the
existing network of ionosondes and magnetometers, together with models of the global electric field. The
ionosondes would give a global view of the electron densities which again could be used to derive the height
integrated conductivities. The amount of Joule heat deposited in the dayside and high latitudes is even less well
known than at low latitudes, due to the lack of a well-developed network of observatories in these areas. From the
Chatanika radar and from the EISCAT radar it will be possible to do some relevant experiments in this regard.

H.Kohl, Ge
Why did you relate the Joule heat to the variation of the horizontal component of the magnetic field and not to the
total radiation?

Author's Reply
By the use of the incoherent scatter radar at Chatanika, we can only estimate the horizontal ionospheric current.
In this comparison it is inherent that the horizontal current is assumed to be a sheet current of finite length. In this
sense there should be no vertical component of the magnetic field unless the current sheet was at a distance from the
observing site. Since we have only scaled maximum bays we try to avoid this complexity of the geometry of the
currents.

G.Prolss, Ge
You indicated in your talk that the AU index corresponding to positive bay activity is associated with larger energy
deposition than the AL index corresponding to negative bay activity. For the atmosphere response to this energy
injection it is very important to know at what height the energy is dissipated in both cases. Can you comment on
this aspect?

Author's Reply
It seems likely that the Joule heat is on the average deposited at about five kilometer higher altitudes during positive
magnetic bays than during negative negative bays. (See Brekke, A. & R. L. Rino, "High-Resolution Altitude Profiles
of the Auroral Zone Energy Deposition Due to Atmospheric Currents", Jnl Geophysics Res, 83pp 25 17-2524.
1978.

J.Aarons, US
What do you predict will take place at F-Layer heights particularly in the polar regions vis-a-vis electron densities and
F-Layer irregularities?

Author's Reply
It is difficult for me to predict much about the F-Layer since my basic interest has been in the E.-Layer. The
difference in height of the ionospheric currents and Joule heat deposition during positive and negative bay, indicates
that there probably is a tendency for auroral zone gravity waves to be more easily heated in a positive bay.

A SUMMARY OF ROCKET-INDUCED IONOSPHERIC PERTURBATIONS
by M.Mendillo and J.Forbes

D.G.Torr, US
You mentioned that 8 kR of red line emission were observed. What is the mechanism which produces this emission?
Secondly, what intensity was observed for the visible (3090X?) OH emissions that was also monitored. Presumably
the expected source is recombination of H2 0' .

Author's Reply
For a release consisting of H2 0 and H2 the relevant reactions producing excited oxygen (0*) and Hydroxyl
(OH*) are:

H2 0+O - H2 O+ +0

H2 +0 -OH + +H

H2 0
+ +e -OH*+H

H2O+ + e -H 2 + 0*

OH+ +e O* +H

The photometrcs/AFGL group (Kofsky, Villanucci and Huppi) monitored visible emissions from OH 6700A, but
no effect was observed. However, they did detect a 30% increase in the 2.9pm emission from Oil following rocket )
passage.



S.H.Gross, US
Was there an effort to determine whether waves spread from the depleted region? Were any of the wave character-
istics measured?

Author's Reply
Yes, Behnke and Duncan at Arecibo reported electron density fluctuations with a period of 20 30 minutes, which
appeared at a time after rocket passage consistent with a horizontal phase speed of 200m sec I. Of course, from
these single station data one cannot exclude the possibility that the density fluctuations are of local origin.

K.Rawer, Ge
(I) Concerning the ion chemistry, has the possibility of attachment and negative ion formation been considered'?

(2) Has the existence of H20' ions as the major ionic constituent in the depleted region been checked in situ?

Author's Reply
(I) No, electron attachment has not been considered. However, our current theoretical simulations model the data

quite well without consideration of this effect.

(2) Yes, in the Lagopedo rocket experiment where a cannister of H2 0 was ruptured in the F-region, rocket-borne
ion mass spectrometers identified H2 0' as the major molecular ion produced.
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ABSTRACT

Despite years of study, the seasonal behavior of the F2 layer of the ionosphere has never been
satisfactorily explained. We demonstrate that the main reason for this failure can be attributed to
serious errors in our basic understanding of the photochemistry of the ionosphere. In this paper we
reanalyze the main chemical processes in the light of recent laboratory measurements of rate coefficients,

using the Atmosphere Expiorer data. Major changes to the chemistry include the transfer of nearly all
metastable ) ions to N via charge exchange with N2. The N2 ions become vibrationally excited by +

resonant fluorescence of solar near UV and near infrared radiation, leading to a return transfer of N
ionization to 0 by charge exchange of vibrationally excited N with atomic oxygen. With this chemistry

the seasonal variations in the peak electron densities are then shown to be caused primarily by anomalous

seasonal variations in neutral composition. The required neutral composition variations are empirically
reproduced by the MSIS model atmosphere. The circulation derived from recent 3D models of the global

thermosphere qualitatively accounts for the seasonal variations in neutral composition predicted by the
MSIS model. In addition to the composition effect, vibrationally excited N 2 is found to contribute a ' 20/

effect to the anomalous seasonal behavior at solar maximum.

I. Introduction

Despite the great wealth of data that has been acquired on the ionosphere and thermosphere over the last

two decades, several first order phenomena have not been satisfactorily explained. Amongst these is the
phenomenon known as the F-region winter anomaly. Its existence was identified at an early stage in the

history of ionospheric physics. Ground based lonosonde measurements of the critical frequency of the F 2

layer, f F , revealed an anomalous seasonal variation in this parameter. Early theories established that
the ionospiere at middle and low latitudes is produced mainly by photoionization of the neutral atmosphere.

These theories predicted that production of ionization would maximize in summer yielding larger peak
electron densities in that season. This kind of behavior was observed in the E and F layers of the

ionosphere, but not in the case of the F2 layer which exhibits larger peak densities in winter.

Although the F2 layer anomaly historically has also been referred to as the winter anomaly, this is really
a misnomer, because the anomalous seasonal behavior becomes most pronounced at the equinoxes at most

locations. It also varies strongly with the epoch of the solar cycle and geographic location.

2. Summary of the Morphology of the Phenomenon

Numerous workers have studied the F region anomaly, but the most comprehensive morphological analysis to

date was carried out by M. Torr and Torr (1973) who reviewed the earlier work in detail. Figures La and lb
from M. Torr and Torr (1973) show the long term behavior of the f F at four stations, one in the northern

and three in the southern hemisphere. The curves represent plots~o the median noon and midnight values of
f0F2 for each month of the year, and serve to illustrate the anamolous seasonal behavior referred to above.

The data illustrate that the seasonal variations are quite different on the continents of Europe, Africa

and Australia. At the South African stations, Johannesburg and Cape Town, the noon values of f F 2 exhibit

a clear semi-annual variation superimposed on a solar cyclic variation with seasonal peaks at t e
equinoxes. The summer values of f F2 are higher than the winter values except in the rising phase of the

solar cycle when the rapid change ?n f F2 with solar activity obscures the summer-winter difference. The

amplitude of the seasonal variation does not change significantly with the epoch of the solar cycle.

The midnight values of f F at Johannesburg and Cape Town exhibit different behavior from that at noon.
The seasonal variation is predominantly annual peaking in summer. An odd phenomenon is the fact that the
winter midnight values show no solar cycle variation.

The behavior at Slough in the northern hemisphere is different again. The seasonal variation Is
predominantly annual peaking in winter, with a pronounced summer minimum. It is data such as these which
lead to the term "winter anomaly". In this case the amplitude of the seasonal variation increases strongly
with solar activity. There is some suggestion that the winter peak is actually a composite of 'wo separate

overlapping peaks. The bifurcation of these peaks is clearly evident at solar maximum in the late 1960's.

where the phase shifts from December toward the fall equinox. The midnight values do not show any
anomalous behavior, i.e. foF2 peaks in summer. This seasonal variation is superimposed on a normal solar

cycle variation.

The behavior of f F at Christchurch in the Australian sector of the globe exhibits a mixture of theo

seasonal behavior oiserved at both the previously discussed locations. At noon there is evidence of a

semi-annual variation with peaks at the equinoxes with the vernal equinox exceeding the autumnal. In this
case the summer minimum is lower than the winter minimum, resulting in an anomalous summer to winter

variation. The midnight values exhibit no anomalous seasonal behavior, although there is the suggestion of

two peaks which lie very close together in summer. The data clearly indicate the presence of several
competing phenomena, whose characteristics not only depend on season and phase of the solar cycle, but also

on geographical location.



Figure 2 from M. Torr and Torr (1973) illustrates the global morphology of the winter anomaly. These plots
were drawn from data taken by 140 ionosonde stations. We see that with the exception of a region over the
South Pacific which extends over South America into Central Africa, the winter anomaly occurred over most
of the globe in the solar maximum of 1958. The anomaly in the northern hemisphere has its largest
amplitude between latitudes 45°N and 60°N, and where it occurs in the southern hemisphere it reaches its
maximum amplitude between the same latitudes. The amplitude of the variation in the southern hemisphere,
which maximizes over the Australian sector, is not as great as in the northern hemisphere.

In Figure 3, we have used the equinoctial value of f F as a reference value and plotted contours of the
difference between summter or winter values exceedingotis reference. This figure therefore illustrates the
geographical regions in which each of the three seasonal variations predominates (i.e. summer, winter, or
equinoctial peaks). It is evident from Figure 3a that for 1958 (smoothed sunspot number, SSN - 200) the
f F2 peak occurred in winter over most of the northern hemisphere, while it occurred in the equinox months
over most of the southern hemisphere. At no station did the peak foF2 occur in summer.

Figure 3b shows a similar plot for 1969 (SSN = 110) for which the average sunspot number was approximately
half that during 1958. During 1969 the peak electron density occurred in the equinox months over a much
larger portion of the globe, and the winter anomaly region was greatly reduced in extent. In this year a
few southern hemisphere stations reached peak foF in summer.

02

Figure 3c shows the situation at solar minimum (SSN = 10). In this case summer peaks in foF occur over
304 of the globe. 2

We do not claim to be capable of explaining all these variations yet. However, these characteristics
represent the broad aspects which any theoretical interpretation of the phenomenon must explain. In this
paper we show how accurate quantitative modelling of the neutral thermosphere, and ionosphere are essential
to gaining even a basic understanding of the above effects. We concentrate primarily on the physics of the
ionosphere in this paper, using the empirical MSIS model of Hedin et al. (1977a,b) to represent variations
in the neutral thermosphere.

3. Previous Theoretical Work

It was suspected for many years that the main cause of the anomalous summer-winter behavior might be
related to seasonal changes in atmospheric composition. This is readily understood in terms of the
processes which produce and destroy F region ionization. The primary source of production is
photoionization of atomic oxygen, i.e.

0 + hv J +
0+v 1 0 + e

where J represents the attenuated frequency for photoionization of atomic oxygen by solar EUV radiation.

Removal of 0+ ionization occurs via the process:

0 + N 2 NO + 0 (2)

+ k

and 0+ + 02 k3 02 + 0 (3)

which is followed by rapid recombination of the molecular ions with electrons. Reactions (2) and (3)
constitute the rate limiting processes (Bates and Massey, 1947).

Early models of the neutral thermosphere predicted that the concentrations of 0, 02 and N2 would be larger
in summer than winter. These models were based on simple hydrostatic formulations in which the exospheric
temperature in summer is larger than that in winter due to increased heat input in summer. Since the
atomic oxygen scale height is larger than that of N2 and 02' It was reasoned that the [0]/[N 21 and [0]/[021
ratios would increase from summer to winter resulting in a smaller effective 0 loss rate in winter.

This mechanism was unable to account for the observed seasonal variations however, because the actual
decrease in loss only partially balanced the corresponding decrease in production. If seasonal variations
in the atomic to molecular concentration ratios were to account for the anomalous summer-winter behavior,
it was clear that anomalous seasonal variations in all or some of the neutral constituents was required.
The possibility of composition changes being a cause of the winter anomaly was first suggested by Rishbeth
and Setty (1961). Johnsen (1964) suggested that the composition change would arise as a result of the
summer hemisphere being heated and the lighter atomic oxygen being convected to the winter hemisphere. In
1968, mass spectrometer measurements by Krankowsky et al. (1968) indicated that the [0]/[N 2 I ratio was a
factor of 2 larger it, winter than in summer.

Cox and Evans (1970) were the first to obtain quantitative information on the potential role played by

svasonal variations in the concentrations of O, O0 2a N2 in producing the anomalous seasonal behavior of
0 . Using incoherent scatter radar measurements of F region ionospheric parameters they were able to
independently determine values for the 0 concentration, and found that it increased from summer to winter
by about 504. When combined with the normal seasonal variation in the molecular concentrations, i.e.
larger densities in summer than winter of N and O2, they were able to obtain qualitative theoretical
agreement with the measured seasonal variation in electron density at the peak of the F2 layer. Cox and
Evans (1970) concluded that the winter anomaly was therefore produced by enhanced production and smaller
destruction of 0 ions in winter. Strobel and McElroy (1970) subsequently carried out more quantitative
calculations and concluded that the seasonal variation in the neutral concentrations could only partially
account for the observed seasonal variations in electron density.

The radar measurements did, however, provide additional information on the nature of the phenomenon. It
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was observed that the anomalous behavior is restricted mainly to the vicinity of the F layer," and does not
extend into the protonosphere in harmony with topside satellite measurements (c.f. Fat~ullin, 1970). The

radar data also precluded a dynamical effect as a cause of the additional anomalous ionization, since the
F2 peak occurs at greater altitudes in summer than in winter. To decrease the summer peak densities
sufficiently required that the peak occur at a considerably lower height (Strobel and McElroy, 1970) than
that observed. Vasseur (1970), Wu and Newell (1972) and Yonezawa (1971) drew similar conclusions. Eccles
et al. (1971) showed that while the inclusion of winds results in a better fit to the height of the layer,
the winds could not explain the variation in N . Winds cause downward drift at noon and are larger inmax
winter than in summer. Their effect is therefore to counteract the winter anomaly.

Several workers have suggested enhanced vibrationally excited nitrogen concentrations in sumser as a
possible cause of the winter anomaly. The rationale is based on a measurement by Schmeltekopf et al.
(1967) of the rate coefficient for the process

0+ + N2* - NO
+ 

+ e (4)

which increased dramatically with N 2 vibrational temperature. If sufficient N2  is present, reaction (4)
could result in a significant loss of 0 ions.

Recently Vlasov and Izakova (1978) presented a paper in which they modelled the seasonal variation of the
effective vibrational temperature of N2 in the thermosphere. +They claimed that the seasonal variation in
this parameter is large enough to affect the de~truction of 0 by N , and that the seasonal variations are
consistent with the observed variation in the 0 concentration. Su sequently Richards and Torr (1979)
repeated these calculations for solar minimum conditions and found that reaction (4) is only effective if
the N diffusion coefficient is significantly smaller than that for ground state N . Subsequent
unpublished attempts to theoretically justify the use of a small diffusion coefficient were unsuccessful
since the cross-sections required were physically unrealistic. The conclusion was drawn that seasonal
changes in the N2 vibrational population would not enhance the compositional effect significantly at solar
minimum.

D. Torr et al. (1980) also identified a third process which would enhance the anomalous easonal variation
in peak electron density. This mechanism involved additional production by metastable 0 ions. Usng the
best rate coefficients available at that time, they demonstrated that the inclusion of metastable 0
production r~sults in larger 0 concentrations in winjer due to enhanced electron quenching. In summer the
metastable 0 ions charge transfer with N to form N2 , because of the higher summer N2 densities.
However, this mechanism has been ruled ou? by recent-laboratory measurements of the charge transfer rate
coefficient (Johnsen and Biondi, 1980, Rowe et al., 1980) which yielded values an order of magnitude larger
than those deduced aeronoemically (c.f. D. Torr and Orsini, 1978; D. Torr and Torr, 1979; M. Torr et al.,
1980d; M. Torr and Torr, 1980).

At this point the winter anomaly faded into insignificance, because almost the entire structure of
thermospheric chemistry that had been built up over seven years of careful analysis of Atmosphere Explorer
(AE) satellite data was threatened with collapse. The new laboratory measurement produces discrepancies in
the concentrations of certain constituents which considerably exceed those of the anomalous seasonal
behavior.

The major problems that arise are listed below:

+
1.) Theoretical values of the N2 concentration exceed observed values by up to a factor of 4.

2.) The theory is no longer able+to account for the magnitude of $he observed 0
+ 

concentration,
because all the metastable 0 ionization is channeled into N2 *

+ 022

3.) The theoretical concentretlon of 0+ is too low because the main production mechanism of 0 + ions
via charge exchange of 0 with 02 iecreases correspondingly.

In this paper we shall describe the work which led to the resolution of these problems, and which also
solved the basic problem of the F region winter anomaly, but not necessarily the details of the
geographical variations.

4. Re-analysis of Thermospheric Chemistry

The parameter which is most severely affected by the new laboratory results of Johnsen and Biondi (1980)
and Rowe et al. (1980) is the N concentration, since the discrepancy in this case is so large (up to a
factor of 4) that it is clear t~at something is radically wrong wit our current understanding of the
thermospheric chemistry. We list below the sources and sinks of N2 and examine these in detail in order
to evaluate where earlier work may have gone wrong.

N2  sources:
+

N2 + hv J5  N2 + e (5)

0+(2D) + N k6 N + 0 (6)
2- 2

+

N 2 sinks:

N 2+ + 0 k 7 NO + N (7)

. . ..... . .. . . i i l N .. . . .. . . . . ... ... .. .. ..2. ..7
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+ k8
N2 + e 8N + N (8)

it was suggested by Biondi (197t) and Johnsen and Biondi (1980) that k may be larger in the ionosphere
than in the laboratory, since N2 is known to be vibrationally excited in the atmosphere (Broadfoot, 1967,
1971) (T I 4000°K). There might be a strong dependence of the rate coefficient on vibrational
excitation. The vibrational dependence of this rate has never been studied in the laboratory, and Johnsen
and Biondi (1980) point out that the kinetic temperature of the reactants (which are probabl in thermal
equilibrium) in the laboratory measurement of k7 (McFarland et al. 1974) did not exceed .

60
0 K, which is

low compared to the 40000K which occurs in the atmosphere. This hypothesis raises two serious questions
from the aeronomical standpoint:

I.) The problem will simply be transferred to NO
+
, producing not only excess NO

+ 
ionization, but

height profiles with the wrong scale height.

2.) The 0
+ 

and 02
+ 
problems will not be solved.

+

The NO problem is serious, because the +only loss mechanism for this species is by dissociative
recombination. An adjustment of the NO +recombination rate coefficient at this time is considered

untenable for the following reasons. NO +has been more extensively studied with the AE lata than any other
ion species. The determination of the NO rate coefficient was made at night when no N2  ions were
measured (D. Torr et al., 1976; M. Torr et al., 1977; M. Torr and Tort, 1979a,b) and hence could not have
been ffected by uncertainties k6 and in k . The only alternative consideration to date ii that a source
of NO exists at night, which has escaped detection thus far. The associative ionization reaction

N(2 D) + 0 k NO
+ 

+ e (9)

where N(2 0) is hot, ha been suggested by M. Biondi (private communication) and by Zipf (1978) as a
nocturnal source of NO ions. This possibility was discounted by M. Torr and Torr (1979b). In any event,
it is generally conceded that at most, the contribution due to reaction (9) might amount to 30%. We
therefore conclude that the problem cannot be solved by increasing k7.

The next most obvious possibility is that N recombines more rapidly in high vibrational levels, an idea
originally proposed by Orsini et al. (1977a

3 
and discounted by Biondi (1978). This conclusion was recently

co~firmed by Zipf (1980) who, in an exceptionally well conducted experiment, measured k as a function of
N2 vibrational excitation. Zipf (1980) found no significant change in *8 with increasing vibrational
levels. The evidence therefore is strong that an additional sink for N ions is required. l we pssume
that a single missing process is the cause of our problems (i.e. including the problems with 0 , 02 , and
the associated seasonal behavior of the F2 layer), then tbeconclusion must be drawn that the required
process must simultaneously result in the production of 0 (-S) ions. Careful study of all possible
candidates indicates that the only viable single step scheme is:

+* 0+

N2 + + lO + N2 (10)

+

i.e. charge exchange of vibrati ally excited N with 0. We have therefore adopted the basic chemical
scheme for the production of N ions used by 

6
rsini et al. (1977a), and which is described in detail by

Orsini (1977), to calculate the vibrational distribution of N ions in the thermosphere. We determine k 0
as a function of vibrational level. By weighting the value otained for each level by the relative
population, an effective value for k10 is derived.

+

Briefly, the Orsini 1977) model for calculating vibrationally excited N ions involves excitation of the
A and B states of N2 via resonance absorption of solar UV radiation in ihe Meinel and first negative bands
respectively. Subsequent fluorescence via A - X and B - X transitions resul s in the production of
vibrational quanta in the ground electronic state. The situation is schematically illustrated in Figure 4
for the first three vibrational levels of the X - A transition. All permitted excitation and de-excitation
channels for the first five vibrational levels of the X, A, and B states are used in the calculations. The
X state ions are destroyed via ion atom interchange (7), recombination (8) as well as charge exchange (10),
where k7 is assumed to be independent of+vibrational excitation. An additional process of significance
that has been included is exchange of N2 vibrational quanta, with N2 i.e.

N2 () (v-i) + N2(X) (v-j): N2 +(X) (v-i+l) + N2(X) (v-J+l) (11)

The rate coefficients for (11) are somewhat arbitrary, but nevertheless realistic. A precise knowledgf~of
these coefficients is not required, since the main effect of (11) is to produce strong quenching of N
below about 200 km. The necessity for this process is idicated by the studies of D. Torr et al. (1937)
and D. Torr (1979) which showed that below 200 km the N2  concentration is controlled by photoionization
and loss via (7) (ion atom interchange, se 2 Figure 6). These calculations were found to be quite
insensitive to values used for k6 (i.e. 0 ( D) + N ), and hence are not affected by the new value for k
D. Torr (1979) determined values for k as a function of kinetic temperature using AE data taken below 90o
km, and obtained evcellent agreement with the laboratory measurements of McFarland et al. (1974).
Furthermore, the 0 concentration could b explained satisfactorily with the conventional chemistry at
these altitudes. Below 200 km altitude 0 is near chemical equilibrium, and there was no indication that
an additional source of ionization is required. The inclusion of reaction (11) is also a logical
requirement based on the physics of such reactions (1. Albritton, private communication, 1980), and the
analogous process is known to be rapid for 02 - 02 vibrational exchange processes.

The above chemical scheme results in an effective N2+ vibrational temperature which is in kinetic thermal
equilibrium below 200 kT, and which is in radiative equilibrium with sunlight at., 300 km. Reaction (11)
produces a Boltzmann N2 distribution at altitudes above 200 km.

Ai2
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In adlition to the above changes, account had to be taken of a new laboratory measurement of k (i.e. for
the 0 + 02 reaction) (Chen et al., 1980), which yielded values about 50% lower at .800

0
K with a different

temperature dependence than was obtained from the results of Albrttton et al. (1977) by St-Maurice and Torr
(1978). Since k was also used to aeronomically determine the 02 recombination rate coefficient, this too
had to be re-evaluated. The new values have been reported by M. Torr et al. (1980c).

The effect of the new value for k 6 on the chemistry of 0 (
2
D) r~qyires a little discussion. The

introduction o 4he large value for k, effectively eliminates 0 (-D) as an important parameter in the
chemistry of 0 ( S). Therefore, further analysis of this species is not pertinent to this paper. However,

it might be pointed out that 1Brsili ti al. (1977b) and D. Torr and Orsini (1977) demonstrated that the main
effect of a value of 5 x 10 +cm s for k it to increase _Fe yp2?r limit on the rate coefficient for
atomic oxygen quenching of 0 ( D) from A x o to 4 x 10 cm a . The el~cron quenching rate
coefficient is not significantly affected. The jfpacS oflthe 0 quenching on 0 ( S) is marginal in the
presence of a large value for k6, i.e. 15 x 0 cm s

At this point we may begin to realize what little hope there was of quantitatively explaining the behavior
of the F2 layer with earlier models. All these changes were incorporated into a comprehensive computer
code (Young et al., 1980) which solves the ionospheric continuity, momentum, energy, and photoelectron flux
equations. The solution is carried out from the foot of a field line located in the E region of the
northern hemisphere, to the E region of the conjugate ionosphere, thereby incorporating the effects of
inhemispheric flow of heat, ionization, momentum and photoelectrons on the ionosphere. The basic elements
of the code are schematically illustrated in Figure 5. This figure indicates that the code also
simultaneously solves for the concentration of the first five vibrational levels of N and evaluates the
effects of the vibrational excitation on k 2 . We stress that no ad hoc manipulation of parameters was made
in order to produce the anomalous seasonal variation of the F2 layer. As will be seen from the results
presented in the next section, the basically correct seasonal behavior emerges self-consistently from the
aodel.

In its final form therefore, the model incorporates all the latest available data on cross-sections, rate
coefficients, and solar fluxes. The MSIS model atmosphere (Hedin et al, 1977 a,b) is used with a
correction applied for the solar cycle variation of 02 as was discussed by Kayser et al. (1980). We have
established that the model reproduces both incoherent scatter radar and AE measurements of electron ion
temperatures and concentrations when measured input data are available (Young et al., 1980). In the
results presented below we compare our results mainly with mean values in order to simulate the general
features of the anomalous seasonal behavior, because the day to day variations of the F2 layer are sporadic
as a result of dynamical effects. It should be noted that these calculations cannot be expected to
reproduce the detailed longitudinal variations discussed earlier, because the MSIS model atmosphere
represents zonally averaged values.

Figure 6 schematically summarizes the revised concepts of the main chemical processes which govern the
behavior of ionization in F layer The dashed lines indicate processes of minor significanc . In the new
scheme, production of metasfable 0 ions injirectly results in an equivalent production of N2  ions.
Therefore the chemistry of the metastable 0 ions is not discussed further. The rate coefficients for the
remaining reactions are given in Table 1.

5. Results

In Figure 7 we show the effect of the new process reaction 10; i.e.

N + 0 0+(4S) + N2
2

on the N2  concentra~lon. The solid line shows the results obtained from the earlier model which
reproduced the AE N2 measurements to within + 30%. The measurements were made over the range geophysical
conditions encountered b the spacecraft over the last seven years. Hence these results can effectively be
used to represent the N2 measurements parametrically, even if the physics of the model is invalid. We
have selected an occasion of low 0 concentratin here, because this maximizes the effect of the large
chae e~chayge rate coefficient (k6 ) on the N concentration. We have chosen to adopt a value of 5 x
10 cm a for k , which lies close to the lower error limit of the experimental results. The reason
for this choice is that larger values for k6 re ire 3corlespondingly larger values for k.^, which begin
to look unreasonable, i.e. in excess of 5 x 10 cm - • T. cusve }abelled (l211how~l'h effect of
increasing k6 from ths aeronomically deduced value of 5 x 10 cm s to 7 x 10 cm a 

. 
This results

in an increase in IN2 2 of1!eary alfactor of 2 at 325 km. The dashed curve shows +the effect of using an
effective value of 5 x 10 cm a for k10 . This value yi~lds values for the N 2  concentration which
agree with measurements to within 30% over a wide range of 0 concentrations.

In Figure 8 we show the 0
+ 

production rates for Millstone Hill in summer for solar maximum of 1979. The
significance of reaction 10 is evident. We see that this source is comparable with direct photoionization
of atomic oxygen at heights below P250 km. Figure 9 shows the corresponding ion concentrations. Also
shown are typical peak electron densities (N ) observed at Millstone Hill during the solar maximum of
1969. Measurements are not available for 19T, and input data required by the mndel are not available for
1969. The Millstone Hill values are about 50% lower than the peak theoretical 0 concentrations shown.
Figure 10 shows the effect of including vibrationally excited N on the 0 + N2 loss rate. The
corresponding densities are shown in Figure 11. The effect is 1o decrease N by "30%. The effect on
NO is quite significant. Although the effect on N is fairly small, it is aufficient to reduce the
disagreement between experiment and theory from "s 'x to less than 30%, that is if the 1969 measurements
can be used to represent the 1979 epoch. In any event, the results demonstrate the principle of the
mechanisms involved.

We do not address the question of the height of the layer in this paper, since this is affected by
day-to-day variations in the thermospheric winds. The profiles shown in Figures 9 and 11 were obtained
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using realistic values for thermospheric winds, which are numerically inserted into the code. Figure 12
shows the winter theoretical results for Mil stonj Hill in January, 1979, compared with 1969 measurements.
In this case the theoretical N - 1.4 x 10 cm which agrees with typical results observed at Millstone
Hill at solar maximum in January. These theoretical values yield a net seasonal variation in N of amax
factor of 2.3, compared with observed variations of r 2.5. Our calculations d) indicate, however, that the
effect of the vibrationally excited N is quite sensitive to th [N]/10 2J ratio, and to absolute
concentrations of N and 0 2. If the ratio increases, loss of 0 wiih N2 becomes relatively more important
and this enhances tAe seasonal anomaly, because vibratlonally excited.N 2 does not have a significant effect
in winter. When the neutral concentrations increase, diffusion of N2 molecules is inhibited, which
results in a build N in the F2 region. Day-to-day variations in [N I at 300 km can amount to a
factor of two, which gives rise to the well known sporadic nature of occurrence of the seasonal anomaly.
It is not possible to reproduce this kind of variability with our code in its present form, since this
would require detailed in situ altitude information on the input parameters, which are not available.
Furthermore, uncertainties still exist concerning the variation of the IN2]/to2 ] ratio as a functiod of
solar cycle (Kayser, 1980). While our results indicate that the winter anomaly can be explained largely in

terms of seasonal variations in the concentrations of the neutral constituents, it is clear that an
additional mechanism is required at solar maximum. This mechanism could very well be vibrationally excited
N2•

Figure 13 shows the seasonal variations in N at solar minimum. In this case the anomalous variations
are explained quite satisfactorily by seasonaXchanges in neutral composition alone. The effect of
vibrationally excited N2 is negligible. The early results of Strobel and McElroy (1970) were based on
incomplete knowledge of thermospheric chemistry, and are therefore no longer valid. The seasonal variation
obtained for Millstone Hill is consistent with the characteristic northern hemisphere behavior, i.e. a peak
in winter. This variation is attributable entirely to the variations in neutral composition depicted by
the MSIS model atmosphere.

The corresponding results for Cape Town (330 S, 180 E) which showed no winter maximum are presented in
Figure 14. In this case the seasonal anomaly is greatly reduced. We reiterate that the vintage of the
MSIS model that we have used represents longitudinally averaged data. Hence we would expect a mean
variation which includes that observed in the Australian, African and South American sectors. The
Australian sector exhibits anomalous seasonal behavior whereas the remaining southern hemisphere sectors do
not.

Finally in Figure 15 we show calculations of Dickenson et al. (1980) of the zonally averaged meridional
circulation at the solstices at sunspot maximum. These calculations show very clearly a general flow from
the summer (southern) hemisphere to the winter hemisphere, except in the winter hemisphere above 200 km,
where the high latitude joule heat source drives a counter circulation to about 400 latitude. At
approximately 40 N latitude there is a downward convergence of air from both hemispheres. Dickenson et al
(1980) point out that their calculations are based on a pre-AE determination of the solar EUV heating
efficiency of , 33% (Stolarski et al., 1975). The recent results of M. Torr et al. (1980a,b,e) have shown
that the AE data yield a value of 55%. The net effect will be to drive the subsidence zone to higher
latitudes, placing the region of the largest anomalous high [O]/[N 21 ratio between 400 and 600, in harmony
with the observed regions of occurrence of the winter anomaly.

A final point worth mentioning is that the model of Dickensen et al. (1980) assumes hemispheric season~al
symmetry in the high latitude heat sources, which would not yield the asymmetric hemispheric
characteristics of the anomalous seasonal behavior in N • M. Torr and Torr (1973) argued that
hemispheric symmetry s'iould not be expected, because ofmffe asymmetrical configuration of the earth's
geomagnetic field. It is well known that the magnetic intensities are anomalously low over South America
and the South Atlantic sectors. The implication is that auroral particle precipitation should be enhanced
in these regions as has been demonstrated by Gledhill et al. (1967) and M. Torr and Torr (1972). The
larger energy influx over these regions in summer may well generate a longitudinally asymmetric meridional
wind field in the southern hemisphere. Recent results by Berger and Barlier (1980) indicate that an
asymmetry in the neutral concentrations does indeed exist over the South Atlantic, and they re-iterate the
arguments of M. Torr and Torr (1973) in explaining their measurements. Further quantitative analysis of
these hypotheses will have to await the next generation of three dimensional thermospheric global models
which take longitudinal asymmetries of heat sources into account.

6. Conclusions

In this paper we identify erroneous chemistry as the basic cause of difficulties encountered in the past in
explaining the behavior of the F layer of the ionosphere. Another prerequisite to successful theoretical
interpretation of ionospheric begavior is accurate knowledge of controlling geophysical parameters, such as
the concentration and temperature of the neutral atmosphere, and the solar EUV flux beyond the atmosphere.
In this analysis we find that with the MSIS model atmosphere (Hedin et al., 1977a,b), the Atmosphere
Exlorer measurements of Hinteregger et al. (1973) of the solar EUV flux (M. Torr et al., 1979), and the
revised chemistry presented in this paper, we are able to reproduce the basic global and solar cyclic
variations of the seasonal behavior of the F2 layer, i.e. including the anomalous seasonal variations.

+ +

The new chemistry involves charge exchange of nearly all metastable 0 ions to N2  via N2. This is
followed by vibrational excitation of N2 by process of resonance fluorescence, and a second charge
exchange reaction of vibrationally excited N with 0 restoring the original 0 ion. In addition at solar
maximum the production of N2 vibrational excitation is sufficiently enhanced to produce an additional 30%
reduction in the peak eletron density in summer. The effect is smaller in winter and negligible at solar

minimum. Hence given the correct chemistry, the seasonal anomaly can be explained largely by seasonal and
geographical variations in neutral thermoepheric composition as represented by the MSIS model atmosphere.
The MSIS concentrations and temperatures are qualtitatively consistent with the convection of atomic
constituents from the summer to winter hemisphere as described by a three dimensional gene-al circulation
model of Dickensen et al. (1980). Therefore the basic characteristics of the F region winter anomaly are
explained. In future when the longitudinal variation of neutral constituents are parameterized, the



geographic variations of the seasonal anomaly can be investigated in finer detail.
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TABLE I

Tabulation of Reactions and Rate Coefficients

Reference

1) 0 + t? J 0+(4S) + e varies with solar cycle) M. Torr at a. (1979)

2) 0
+ 
+ N2  k2 NO

+ + 0 k 1.533 1 10
- 1
2 - 5.92 x 10

-
13 Albritton et &l. (1977);

x (Tef/300) + 8.6 x 10
- 14  

St. Maurice and Torr (1978);
(Tf 3 ) for 300K <T < Chen et al. (1980)

(Tff/300)
2  - ef

001700 K and k2 " 2.73 x 10 -
2

1.155 x 10 (T /300) + 1.483 x

-13 ef I
10

-  
x (Teff/300) for 1700 < Teff

< 6000 K

3) 0+ + 02 k3  02 + 0 k3 - 1.25 x 10
1 7 

T 2 Chen at al. (1980);

37 xf103.0975 x 10 11 parameterization by 14. Torr
eff at al. (1980C)

4) N+ + N2 4 + a k4 varies with T The rate coefficient is
computed as a function of

vibrational excitation using
the results of Schmeltekopf
et al. (1967).

5)N2 + hv J N2+ + e (J5 varies with solar cycle) M. Torr at al. (1979)

6) e(2D) + N2 k6  N2
+ + 0 k-6  5 x 10

-
10 cm

3 
a-1 Lower limit of values

- from Johnsen and Biondi (1980);
Rowe et al. (1980)

7) N2+ + 0 k No+ + N k 1.4 x 10
-
0 (Ti/300)-0.

44  
McFarland at al. (1974);

2 for Ti < 1500 K D. Torr at al. (1977); D. Torr

(1979)

8) N2+ + e k  N + N k8  1.8 x 10
-7 

(Te/300) 039ehr and Biondi (1969); Zipf
(1980)

9) N((2D) + 0 k9  NO + N k9  10
-11 

cm 
3 

a
- 1  

Zipf (1978). See discussion by
M. Torr and Torr (1979b) on k9.

10) N2+* + 0 k O+ + N k 5 x 10
-
10 CI3 s-

1  
This paper.

1012 +0 ;1o0 + 2  k1 0 5x 0 c

-9 -
11) N2 +(X)(v'i) + N 2(X)(vJ) k rll= kfl i  1 x 10 cm a This paper.

N2+CX)(v-I+_) + N 2 ()(v-+l)

i'I
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Figure 1. Variation of noon and midnight monthly median values of f F 2 over a number of years at
a) Johannesburg and Cape Town, b) Slough and Christchurch? Vertical lines are drawn at 1
January each year (from M. Torr and Torr, 1973).
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by thtunhatched area (2). Areas where
the anomalous seasonal behavior peaks in
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Figure 12. Ion concentrations as a function of altitude at Millstone Hill for solar asximma winter
conditions in 1979 (electron densities from Evans, 1975).
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P. BAUER
CNET/CNRS

3 Av. de la ItpubUlque 92131 Iby-lee-Muiineoux FRANCE

SUMMARY

Since 1961 the so called Winter P regmin anomaly has drawn he attention of scientists to possible seasonal changes in
hrw-so- neutral composition othr than thos simply explained in terms of thermal expansion. Similarly changes In

composition associated with magnetic storms have bon oberved in many instances. Two mechanisms are likely
candidates for Inducing the composition changes , variations in the turbulent stat of the lower thermosphere and
atmosmheric circulation cells. Due to observational difficulties, there Is a lack of definite experimental evidence of
variations in the turbulent state of the lower thermospher. On another hand, both experimental and theoretical works
indicate the existence of selective transports of the various thormospheric gas according to their atomic or molecular
mosses an a planetary scale, due either to solar heating or to auroral heating. The combined effects of Photochemestry
and trapart aper alo to be responsible of seasonal and solar cycle changes in the molecular oxygen concentration.
This last type of variations seem to be one of the major causes of the F region Winter anomaly.

L INTRODUCTION

The Winter P region anomaly has since 1961 drawn the attention of the scientific community to the existence of seasonal
thermospheric composition changes. Indeed, a detailed study conducted by Alshbeth and Setty (1961) has shown that the
observed effects, in particular the winter enhancement of the F region ionospheric iayer at low altitude, could only be
explained by neutral composition changes other than those resulting from the thermal breathing of the atmosphere.
Another characteristic which was Identified, was the fact that the anomaly is particularly developed around the solar
cycle maximum. The subsequent flow of in situ measurements obtained from rocket flights or from sateillites has allowed
to rapidly verify the existence of seasonal composition changes and to discover composition changes induced by the
magnetic activity. The purpose of this paper is to preent various types of thermospheric composition changes, to analyse
the various mechanisms taking place and to show the role played by molecular oxygen.

IL SEASONAL COMPOSITION CHANGES

2.1 Fig. I extracted from a paper by Alcayd6 et aL (t974) shows the seasonal variations of the ratio of the Atomic
oxygen concentration to a weighed sum of the molecular concentrations (nitrogen and oxygen) observed at 200 km over
St-Sntin (4SN) during the years 1%69-1970. Them observations are lnfprred from Incoherent scatter measurements of
the electron density and the Ionic composition through the use of the 0 ion continuity equation. The ratio varies by a
factor of 5 between winter (maximum) and summer. Such a change Is considerably larger then the one expected from
simple thermal expansion effects on the atmosphere between winter and summer.
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Pig. I a Varition of the N(40)/N(M,) ratio at 200 km in 1969 and 1970. The dased line corresponds to the leat squares
fIltoan annual componenf(Aftr AlcaydklletaL., 197b).

2.2 Fig. 2 extracted from the same paper shows the seasonal variation of atomic oxygen at 200 km also derived from
incoherent scatter data over the same period of time. It Is characterized by a large maximum in winter and a minimum in
summer. This trend Is appositive to the one expected from the summer heating of the thermosphere in a static
a1moser. WIth respect to a static atmosphere model this observation calIs for a winter to summer modulation of 20 %.
Such variations in atomic oxygen are now wel established and have been modelled by various authors (e. Hedin et al
1977a, 3cchla 1977, ThuiJlr et al. 1977", Aicaydd and Beuer 1977, Aicayd6 et al. 1978). This evolution permits to
explain partly the observations Shown n fig. I. However most of the seasonal change in the ratio of the concentration of
atomic oxyge to be weghed sum of the moleculars is still to be explained.
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Fig. 2 Atomic oxygen number density observed at 200 km for the period 1969-1970. The continuous line joins the daily
median points (After Acaydi et al., 1974).

2.3 A quantitative estimate of the respective contributions of molecular nitrogen and of molecular oxygen calls for an
increase by a factor of 6 of the molecular oxygen concentration between winter and summer. The considerable change in
molecular concentration at 200 km implied by these data corrobors the findings of Roble and Norton (1972), Noxon and
3ohanson (1972) and Scialom (1974). This finding is however at large from the direct observations of Nier et al. (1976) and
Potter et al. (1979) performed on board the Atmospheric explorer satellite around 1975, i.e. during the last solar cycle
minimum. This discrepancy will be dealt with in section V.

2.4 It appears therefore that for the observing period, i.e. around the maximum of the solar cycle, atomic oxygen tends
to accumulate in winter and molecular oxygen exhibits a considerable increase in summer around 200 km.

Ill. COMPOSITION CHANGES ASSOCIATED TO MAGNETIC ACTIVITY

3.1 Fig. 3 extracted from a paper by Hedin et al. (1977b) shows the response of several thermospheric species to
magnetic activity. The data obtalned with the Atmospheric explorer C satellite exhibit departures of the concentrations
versus latitude with respect to their quiet time talues represented through the MSIS mode) (Hedin et al. 1977a). A large
increase of the heavy gases accompanied by a decrease of the light constituants is observed at high latitudes. Once more
the heating the thermosphere associated with the magnetic activity cannot solely explain the behaviour of the different
gases. These observations illustrate again the "non static" characteristics of the atmosphere. Such changes have also been
observed in many instances by other authors, e.g. Taeusch et al. (1971) Prlss and von Zahn (1974), Priss and
Fricke (1975) Trinks et al. (1975) T facchia et al. (1976)
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Fg. 3i a) Data to model density ratios for quiet conditions on February 9 1974, obtained on board the Atmospheric
Explorer C satellite. b) Data to model density ratios for disturbed conditions on February 12, 1974 (After Hedin
et al., 1977b).



19-3

3.2 The response of the ionosphere to these composition changes is shown on fig. 4. The variations of the ratio of the
atomic oxygen concentration to the molecular nitrogen concentration together with the electron density and the atomic
oxygen ion concentration at 570N and 200 km of altitude have been plotted versus time during the period of the storm.
The variations are strongly correlated illustrating the major role played by the thermospheric composition in controlling
the ionosphere. The apparent 24 h modulation corresponds to the periodic change in invariant latitude from orbit to orbit.

Ilo ISo

N* 0

DAY COUNT (11741

Fig . 4 - Temporal variation of the 0/N o ratio, 0 + and N. at 200 km (570N) from February 9, 1974 to February 16, 1974
i observed with the satellite Atndospheric Explore? C (After Hedin et a., 1977b).

IV. PRINCIPAL MECHANISMS CAPABLE OF INDUCING COMPOSITION CHANGES

4.1 Two main processes have been proposed in order to explain the non static behaviour of the thermosphere. The first
consists In changes n the turbulent state of the thermosphere inducing changes in the vertical distribution of the various
atmospheric species. The second consists in the redistribution of the atmospheric species through atmospheric circulationcells (Johnson and Gottieb, 1970).

4.2 The data giving access to the turbulent state of the thermosphere is still very scarce and therefore it is difficult to
infer seasonal trends. An indirect determination of such seasonal changes is given on fig. 5 extracted from a paper by
Alcaydi et a. (1979). Vertical profiles of the eddy diffusion coefficient derived fro~n the thermal structure of lower
thermosphere obtained from Incoherent scatter observations above St-Santin (459N) dre presented for different seasons.
The weakness of the eddy diffusion coefficient in winter corresponds to a lowering of the turbolaUse and should drive an ,
enhancement of the atomic oxygen concentration at that time which corresponds to the observed trend. However the

I, * I

knowledge of the turbulent state of the thermosphere calls for more data before any definite conclusion can be drawn.
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Fig. 5 Vertical distribution of eddy diffusion coefficients for winter, spring and summer conditions (After Alcayd et
a., 1979).

4 .3 The existence circulation mrldionl cells have been suggested by Johnson and Gottlieb (1970) and Johnson and
Gottieb (1973) In order to explain selective the transport of the various gas" Merldional transport@ have Indeed been
observed experimentally (e.g. Amayenc (1973), Reddy (1974)) and this mechanism appears consequently as an efficient
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one. Circulation cells tend to establish between cold and warm regions ; they are characterized by an upwelling of the air
over the warm regions, a flow at high latitude between the warm and cold regions and a return flow at low altitude. They
therefore develop between either the summer and the winter her-ispheres or between the high latitude region and the
middle and low latitude region during period of large magnetic ac tivity as illustrated on fig. 6 extracted from a paper by
Mayr and Voland (1972). The circulation cells tend to accumut.c the light constituants (with respect to the major
specie) over the cold regions and the heavy ones over the warm region t. This mechanism can account for the observed
behaviour of the atomic oxygen concentration.

AATHERMAL

POLE EQUATOR

Fig. 6: Schematic illustration of the circulation cell set up by auroral heating during storm time conditions (After Mayr
and Volland, 1972).

V. THE CASE OF MOLECULAR OXYGEN

5.1 Fig. I illustrated the changes in composition associated to the winter anomaly during the maximum of the solar
cycle. The situation is however significantly different around the minimum of the solar cycle as shown on fig. 7 extracted
from a paper by Alcaydi et al. (1980). The amplitude of the variation is now reduced to 2.5 between summer and winter
and can essentially be explained by the changes in atomic oxygen concentration and the thermally induced molecular
nitrogen concentration changes. The required extra variation in molecular oxygen concentration is now reduced to about
1.5. As a consequence there is no more essential disagreement, for the period considered, with the Atmospheric Explorer
in situ data (Nier et al. 1976, Potter et al, 1979).

6 I I I I I I I I I I

6 76

-

'10' .q,

Fig. 7:s Variation of te N(0)N(M2) rto at 200 km for low solar activity (J 80 x 10.22 W m "2 Hz"1 ) (After Acayd4
et a., 1980).

5.2 The different behaviour of molecular oxygen at time of high and low solar activity can be explained by the combi-
nation of two mechanisms:t

- The direct and indirect photodissociation of 0 (von Zahn, private communication, 1973;i Acayd et al. 1974 t
Oran and Strobei 1977) leads to a destruction of molecular nitrogen in the upper thermosphere which tends to be compen-
sated by a vertical upward diffusion flux.

- The above mentioned circulation cells established between the summer and the winter hemispheres reinforce the
upward diffusion flux of molecular oxygen on the summer side and inhibit the same flux on the winter side creating an
unbalance.

• :A
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In short the molecular oxygen tends to behave as an heavy gas since photodissociation tends to reduce its scale height.

5.3 However the intensity of the circulation is significantly larger around the solar cycle maximum than around the
minimum leading to the observed different behaviours.
The result of a simulation of this effect performed by Alcayd6 et al. (1980) is given in table 1. The essential trends are
indeed fairly well reproduced.

VI. CONCLUSION

It appears clearly that the winter F region anomaly is associated with changes in thermospheric composition. In addition
to purely dynamical effects driving an increase in atomic oxygen concentration over the winter hemisphere, it has been
shown that a large part of the anomaly seemed to arise from molecular oxygen concentration changes induced by a
combination of dynamical and photochemical effects.

TABLE I (After Alcayd6 et al., 1980)

Mean atmospheric Mean atmospheric

vertical velocity vertical velocity Summer to Winter ratio

Solar flux at 200 km at 200 km of departures from

in Winter in Summer diffusive equilibrium

125 x 10-22 Wm~ 2Hz 1  
- 1.70 m/s + 1.30 m/s 3.2

70 x 10-22 Wm- 2Hz 1  
- .70 m/s + .60 m/s 1.4
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ABSTRACT

A detailed analysis of the behaviour of the critical frequency of the E-laver with the variation of the
solar flux at 10.7 cm leads to the possibility of an explanation of the simultaneous ionization by ultra-
violet radiation (Lyman-8) and soft X-rays (30 to 100 A). The ratio of the X-radiation to the UV-radiation
varying strongly with solar activity changes the ratio of the principal ions concentrations.

1. INTRODUCTION

The investigation of the structure of the E-layer, and the way in which it varies with solar activity,
differs from that of the layers below and above it : the D- and F-layers. The E-layer cannot be studied
with the aid of satellites, and it lies near the turbopause where there are variations in the concentrations
of molecular and atomic oxygen. Moreover, photoionization in the E-layer is due not only to the absorption
by 02 of UV-radiation at wavelengths greater than 800 A, but also of X-rays in the whole range between
10 A and 100 A.

Finally since, for many years, ionospheric soundings have provided data relating to the E-layer that are
not available for the D-layer, it is interesting to examine the variations of foE, the critical frequency.
With this in mind, the ionospheric data obtained at the station at Dourbes (50.1*N, 04.6*E) of the Royal
Meteorological Institute of Belgium have been compared with the flux of solar UV-radiation (provided by
H. Hinteregger) and of X-radiation (provided by R. Kreplin).

2. IONOSPHERIC AND SOLAR DATA

The variations in the critical frequency (f) of the E-layer, and hence of the maximum electron concentration
(ne), are controlled mainly by the solar zenith angle (X), but also by the level of solar activity which
influences the degree of ionization at heights near 100 km (Minnis, 1964 a,b). For a constant level of solar
activity, the annual variation of f at local noon for the station at Dourbes can be written as follows,
using the nomenclature of Minnis (1964b)

f = fa (cos X12)
0
.
263  

(1)

while the diurnal variation can be written :

ft f d (cos Xt)
0
.
33  

(2)

In these equations, fa and fd are regarded as constants, for a station at a given latitude, while the
suffixes t and 12 identify the values of f at time t and at local noon, respectively. The application
of these equations to 1500 observations of foE at Dourbes, for the period early 1975 to June 1980, makes
it possible to derive the critical frequency for an overhead sun FE. Figure 1 shows the relation between
Fo(MHz) and the solar radio flux 0 at 10.7 cm, observed by the National Research Council of Canada; the
relation can be expressed by the following equation with a coefficient of correlation of 0.94 :

FE = 3.22 + 0.0063 ( 0- 65) (3)0

As can be seen, the value of FE for a completely quiet sun ( 0= 65) is 3.2 MHz, with a fluctuation of
about + 5%. In other words, a value of 3 MHz can be considered as the lower limit; this corresponds to
a maximum electron concentration of 1.1 x 105 cm-3 , while a frequency of 2.94 MHz corresponds to 10S cM- 3 .

After the first studies made by Appleton and Naismith (1939), who compared monthly mean values of critical
frequency with sunspot numbers for the period 1931-1938; Nicolet (1945) made a similar study for the years
1935-1940, but also used calcium plages as the solar index for the period 1939-1940 for the three stations
Washington D.C., Huancayo, Peru and Watheroo, Australia.

Since the initial comparisons made by Denisse and Kundu (1957), using the 10.7 cm radio flux and the
Freiburg data, this index of solar activity has continued to be widely used. A full analysis of this
question has been given by Minnis (1964a).

A comparison (Figure 2) of the values of 0 with 600 observations of the intensity of Lyman- 6 , made
between June 1977 and June 1980, leads to the following relation, with a correlation coefficient of 0.9 :

q. (Ly-A ) = 5.8 x 10 + 0.036 (#- 65) x 109 (4)

where q. (Ly-O ) represents the number of photons cm- 2 
sec

-1 
at the top of the atmosphere. This equation

is not applicable to a completely quiet sun, for it gives a value of 6 x 109 photons cm-
2 

sec-
1
, whereas

Hinteregger (1980) has obtained values of 3 x 109 and 4.4 x 109 photons cm
-2 

sec
-1 

for 1974 and 1976
respectively. As there is a fluctuation of + 30%, the solar flux is not known to better than + 30% and
it seems best to accept the value of the Lyman-8 flux as being (4.5 + 1.5) x 109 photons cm-7 sec

-
' at

the top of the earth's atmosphere.

A similar comparison has ber. - ..i. with dat. for X-radiation in the range 44 A - 60 A for the years 1976-
1978, as shown in Figure 3. t leislion car )e expressed as follows with a correlation coefficient of 0.9
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X40_60 = 3.8 x 10
- 3 

+ 1.055 (0 - 65) x 10
- 3  

(5)

where X40_ 6 0 is- the solar flux in erg ca - 2 
sec

- 1 
at the top of the atmosphere. If X4 0 _6 0 is expressed as

the number of photons, equation 5 becomes :

X40_60 = 1 x 107 + 2.78 ( 0- 65) x 106 (6)

Equations 3 to 6 ought to make it possible to study the ionization in the E-region as a function of the
variations in solar activity.

3. ABSORPTION :.ND IONIZATION PROCESSES

The principal constituents of the lower thermosphere are N2 , 02 and 0 and, when their absorption spectra
are examined, it is clear that X-radiation at wavelengths less than 100 A can play a role in the ionization
process. The absorption cross sections shown in Figure 4 show that unit optical depth corresponding to
1019 to 1018 molecules cm- 2 , occurs in fact in the E-region between 95 and 110 km.

Moreover, the photoionization of 02 which begins at 1027.8 A (Samson and Cairns, 1964) depends on the Ly-O
line at 1025.7 A and on the CIII line at 977 A both of which are strong in the solar spectrum. At 1025.7 A
the absorption cross section 0 A - 1.5 x 10-18 cm2 and the ionization cross section o _ I x 10-18 ca2;
the corresponding values for CIII are CA = 4 x 10-18 cm2 and 0 - 2.5 x 10-18 ca2 respectively.

For the spectral range 910 A - 800 A, with its characteristic lines and continuum, the very approximate
values are OA(O2) = 7.5 x 10-18 cm2 and o = 5 x 10- 18 cm2 and these indicate that such an absorption
occurs only in the upper part of the E-region.

It is necessary to take also account of the supplementary absorption due to the N2 bands in this spectral
range. But the detailed structure of these bands is so pronounced that it is not possible to base calcula-
tions on average values; with high resolution it is found that the absorption cross section varies between
10-19 and 101 ca2 . Although this spectral range can be neglected when dealing with the ionization at the
peak of the E-region, it must be retained for the part of the E-region where there is photoionization of
the atomic oxygen,which has its first ionization continuum in the Lyman continuum at 910 A. The Ionization
cross section of 01 is 0 = 4 x 10- 18 cm2 (Taylor and Burke, 1976; Kohl et al., 1978). However, it should
be remembered that its effect is only partial near the maximum of the E-region where Lyman-B and CIII play
the leading role alongside X-radiation.

Since X-rays of wavelengths less than 100 A correspond to energies between 125 eV and 450 eV, the photoelec-
trons resulting from primary photoionization have energies sufficient to ionize certain atmospheric consti-
tuents. The use of the conventional value of 34 eV for the production of an ion-electron pair implies a high
rate of production of electrons.

Considering first the branching ratios for the different electronic states of N (Hamnet et al., 1976; Plum-
mer et al., 1977) and of 0 (Samson et al., 1977), it is possible to determine the kinetic energies of the
electrons released during photoionization. However, it should be remembered that there is some uncertainty
because measurements of most of the branching ratios have been made only up to 303 A. On the other hand,
the changes would not be very great near 100 A, at least for N2 (cf. Plummer et al., 1977). Hence we can
adopt a mean value for 02 and N2 , and this leads to the following numbers of secondary electrons for each
photoionization : 4.5 at 70 A, 6.5 at 50 A and 9.5 at 35 A.

It is important to remember also that the absorption at these short wavelengths leads not only to direct
ionization of molecules, but also to dissociative ionization of N2 and 02 giving N

+ + N and 0+ + 0, respec-
tively. No experimental studies have been carried out at short wavelengths but, considering that the values
obtained by Wight et al. (1976), between 55 eV and 60 eV are nearly constant, we shall adopt, for the ratios
N+/N+ and 0+/0+, identical values with the branching ratios for N+ and 0+ , namely 1/3 and hence 2/3 for
and 01.

It must be added that, for atomic oxygen, the photoionization transitions beginning at 435 A and 310 A are
followed by radiation emitted at 833 A and at 581 A - 534 A respectively (Dalgarno et al., 1963). The radia-
tion at 833 A is absorbed either by 02 with an effective cross section of 0 A = 2.4 x 10-17 cm2 and
CI = 6.5 x 10-18 cm2 or by 0 with an effective cross section of a0 - 4 x 10-18 as2 . As for the other two
radiations at 534 A and 581 A, they are absorbed by N2 and 02 with an ionization cross section of the order
of @ I = 2.4 x 10-17 cm2 , and by 0 with a cross section of 01 = 1.2 x 10-18 cm2 . In the light of the theore-
tical results of Henry (1967), it can be estimated that this second ionization occurs in 30% of cases with
respect to the global photoionization.

Finally we must bear in mind the proportion of dissociative ionization resulting from electronic collisions.
Following Rapp et al. (1966) we shall adopt the maximum branching ratios of 0.3 for 0 and of 0.2 for N*.

To summarize, during photoionization at wavelengths below 100 A, the ionization of a molecule, XY+ , leads to
the appearance of an atomic ion X+ + Y in a certain proportion of cases and to the generation of a ohoto-
electron with a kinetic energy which is sufficient to ionize several times the other atmospheric constituents
in proportion to their abundance. The result is the appearance of both atomic and molecular ions.

Some experimental and theoretical determinations of absorption cross sections have been made in the range
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100 A to 300 A by Messner (1933), Denne (1970), Cole and Dexter (1978) and Mehlman at &1. (1978) and thee
can be used to calculate the various cross sections represented in Figure 5. The calculations are based
on the following formulae which seem to represent best the results for wavelengths less than 100 A

Oi(N 2 ) - 1.25 x 10- 1 8 ( A1100)
2 5 cm

2  
for 31 - A,100 A

01(02) - 2.25 x 10-18 (A/100)2- 5 cm2  for 24 _ X,100 A

and oi(o) - 1.1 x 10-18 ( /100) 2 " 5 CM2  
for 24 < X--100 A.

Since the accuracy of the data given by Cole and Dexter (1978) is . 10%, the values of the cross sections
given by the above formulae are sufficiently accurate for a study of the E-region.

4. PRODUCTION OF IONS

It is necessary, first of all, to select the basic data on solar fluxes in the different spectral ranges.
These of Hinteregger (1980) are approximate for the ionization of 02 by Lyman-0 and CIII; they refer to
July 1976, when the sun was quiet ( #- 70 units), or to 23 April 1974, when the solar flux was about !0%
less, even though 4 was about 75 units. Thus we have adopted :

q (Lyman-0) - 3.5 x 109 photons cm-2 sec - I  (7)

q .(CIII - 977 A) - 4.4 x 109 photons cm-2 sec-1  (8)

102 (Lyman-B) - 3.5 x 109 e - 1 . 5 x 10- 18 N(02 ) sec- 1  (9)

02 CIII - 977 A) - 1.1 x 10-8 e-4 x 10 18 N(2)10)

N(O2 ) is the number of absorbing oxygen molecules. For the photoionization rates due to the Lyman continuum
at wavelengths less than 910 A, we would have, for quiet solar conditions :

102 f 1.75 x 10-8 e
- 4 

x 10- 1 8 N(02) e - x N(N2 ) sec- I  (11)

10 - 1.4 x 10-
8 
e
-4 

x 10-18 N(O2) e - xN(N2) sec
- I  

(12)

We shall not consider these ionization processes in our discussion because their role is not of primary
importance in the behaviour of the peak of the E-layer.

It is not possible to determine either the number of photons in all the solar emission lines between 100 A
and 30 A, or their variations with solar activity. For this reason it is necessary to deal with several
ranges of the spectrum, determined partly in the light of an average absorption, and partly by the availa-
bility of observational data which make it possible to follow the trend of solar activity.

In view of the various data that have been published, and in particular those of Kreplin and Gregory (1966)
and Manson (1967, 1968), we shall adopt three spectral ranges 70 ± ic A, 50 _ 10 A and 35 ±_ 5 A and the
following minimum values respectively : 0.75 x 10-2 erg cm- 2 sec- I corresponding to 2.5 x 107 photons cm

- 2

sec-1; 1.0 x 10-2 erg cm-2 sec -1 to 2.5 x 107 photons cm-2 sec 1 and 0.425 x 10-2 erg cm-2 sec - ! to
0.15 x 107 photons cm-2 sec-1 . The results of the calculations are given in Figure 6 for overhead sun;
this shows the distribution of the different ions, with their respective contributions to the total ioniza-
tion. Tor a recombination coefficient of 3 x 10-7 cm3 sec- 1, the electron concentration at the peak of the
layer is about 1.1 x 105 cm- 3 corresponding to a critical frequency of 3 MHz.

The results of a typical calculation are illustrated in Figures 4, 7, 8 and 9 for 0 - 100 units. Figure 7
shows the production of NJ ions for the three spectral ranges mentioned and it can be seen that the 50 A
region is the most important at the maximum of the E-layer. Figure 8 shows the respective roles of the
ionization of 0, 02 and N2 in the production of N+. Figure 9 illustrates, for the global X-radiation, the
roles in the total ion production of each of the ions NJ, N+, 0+ and 0; it is clear that N+ is the most
important of the group.

Finally, the direct production of 0 by UV-radiation is presented in Figure 10 for solar zenith angles 0*
and 60°. Comparison with the results in Figure 6 shows at once that the action of IV-radiation in the
ionization of 02 is more important than the action on all constituents of X-radiation when the sun is very
quiet. Figure 11 compares the contributions of UV- and X-radiation in the E-region for conditions of very
quiet and disturbed sun. Although at minimum solar activity, the ionization of 0 is greater than the
general ionization by X-radiation, at maximum solar activity the two sources of ionization are practically
of the same order of magnitude. With an increase in X-radiation by a factor of 9, and in Lyman- B by a
factor of 3, the electron concentration at the peak increases from 1.1 x 105 c- 3 to 2.3 x 105 cO- , which
corresponds to ai. ihcrease of the critical frequency from 3 MHz to 4.3 MHz. These results are in conformity
with the observed variations in the critical frequency of the E-layer during the solar activity cycle.
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SUMUARY AND CONCLUSIONS

The combined study of the variations in the critical frequency of the I-layer, in the UV-radiation ionizing

the oxygen molecule, and in soft X-radiation leads to the conclusion that the relative Importance of the two
spectral regions varies with the solar cycle.

It will be necessary to compare the results of the present study with those obtained by other authors; for
example : Keneshea et al. (1970), Banke at al. (1970), Ivanov-Kholodnyi and Nusimov (1976) and Donnelly
(1976). However, it is important to draw attention to the variations in the vertical distribution and In
the concentration of 02 during the solar cycle (Kayser, 1980), and to the lack of agreement between the
values of the atomic oxygen concentration observed by Howlett et al. (1960) and Dickinson at al. (1960).

In addition, it will be necessary to determine with precision the various branching ratios leading to 01
and NO*, the ions which take part in the final dissociative recombination in the E-layer. besides the
ionization of 02 by UV- and X-radiation, it is appropriate to add the contributions made by several other
ionic reactions

+ +

N +0 CN +N2 + 2 2 + 2
0
+ 

+ 2 0 + O;

N + 02 *N + 02

After determining the production of NO+ by the reactions

+ +
N2 +0 0 N+ NO

0 + N2 - N + NO
+ +
+02 O +N

and perhaps also 
2

+ +
02 + No - 02 + NO

it will be possible to determine the average electronic recombination coefficient

aNO+ n+(NO) + aO n (0 2 )

n+(NO) + n+(02)

in which a N + and a O represent respectively the approximate values 4 x 10
- 7 

and 2 x 10
- 7 

cm
3 

sec-
1

. The
resulting value for a. is (3 ± 1) x 10

- 7 
cm

3 
sec

-1 
if it is assumed that the action of the dissociative

recombination of NW is less than that of the ionic reactions.
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ENERGETIC PARTICLE PRECIPITATION AT MIDDLE AND LOW LATITUDES

L. G. Smith and H. D. Voss*

Aeronomy Laboratory, Department of Electrical Engineering
University of Illinois at Urbana-Champaign

Urbana, Illinois 61801, U.S.A.

SUMMARY

Rocket observations of the nighttime electron density profile in the upper E region (120 to 200 km) over
Wallops Island, Virginia, have demonstrated the importance of atmospheric tides in the formation of the
intermediate layer near 150 km. These observations have also shown that, except perh.ps on geomagnetically
quiet nights, energetic particles are the dominant ionization source in the layer. Using rocket, satellite
and ground-based observations it has been possible to study the global morphology of particle precipitation.
It is found that, just as there are northern and southern auroral zones, there are also mid-latitude, low-
latitude and equatorial zones of precipitation.

I. INTRODUCTION

The electron density in the nighttime E region at midlatitudes is generally less than 104 cm- . Because of
the low density the lifetime of the ions, even those that are non-metallic, is long enough that vertical
redistribution under the influence of the neutral winds is an important factor in determining the electron

density profile [GeZler et at., 1975]. In rocket observations at Wallops Island, Virginia (38*N, 75°W)
it produces, near midnight, the intermediate layer [Smith, 1970]. As shown in Figure 1 the layer is most
clearly evident for magnetically quiet conditions.

IO-
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160 ALLOPS ISLAND

ISO- INOV 972
DSIT. -173, KpsI

j140 (Z) 2306 EST

ISAPR 1974
30 DVT--59. Kp-S

(a) 2340 EST
29 JUN 1974

.............................. .

000 EOi ST

to-i D 
'Se-43Kp-3+

Go-

ELIECTIe OUNSITY (0rS

Fig. 1. Nighttime electron density profiles from rockets
launched at Wallops Island [Voe and Smith, 1979].

The lifetime of the ions is not long enough, however, to maintain the nighttime E region without an additional
source of ionization. Solar Lyman a and Lyman 8 scattered in the geocorona are ionizing sources in the
lower E region [Strobet et al., 1974] but are not sufficient for the upper E region. As may also be seen
in Figure I the electron density increases with increasing magnetic activity. Smith et al., [1974] have
shown that the ionization rate obtained from the electron density profile shows a strong dependence on
magnetic activity. This is illustrated in Figure 2, which includes additional data from recent rocket
flights [Voss and Smith, 1979]. A new magnetic index (I), based on both the Kp and Dst indices, is de-

*Present addrems: Lockheed Palo Alto Research Laboratory, 325 Hanover Street, Palo Alto, CA 94304, U.S.A.
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Fig. 2. The variation with magnetic activity of the
nighttime ionization rate in the upper E region
and of the particle energy flux obtained from
rocket experiments [V/oss an Smith, 1979].

fined, by I -Kp + In jDstj, for Dst j . This is chosen to give the best fit to the data and can be re-

lated to the physical processes involved.

The best-fit relation between the ionization production rate (q) and the magnetic activity index (1) is

given by

q = 6.6 x 10
- 2 

exp(0.46) cm-3s .1

Inclusion of detectors on later rocket flights has revealed that the energy flux, also shown in Figure 2,
has the same dependence on magnetic activity as does the ionization rate. A surprising result of these

flights is that the energetic particles at Wallops Island (L = 2.6) are protons, presumably orginating 
in

the ring current and precipitating as a result of wave-particle interactions.

The observations at Wallops Island provided the stimulus for an examination of the global morphology 
of

particle precipitation at middle and low latitudes. It has been found that the observatiors at Wallops

Island are characterstic of a narrow zone, the midlatitude zone of proton precipitation, near L = 2.6, but,
in addition t phe now well-established equatorial zone of proton (and energetic neutral hydrogen) pre-

cipitation there is another zone, the low latitude zoone an precipitation. In the following sections

of this paper we s arize the evidence for these zonyaspdo es the z onerteof the precipitating particles.

2. THE MIDLATITUDE ZONE

Rocket observations of energetic particles at Wallops Island, Virginia, Figure 3, show that the flux

is effectively zero below 120 km and increases linearly from b ud thattheiobsrvo at least 190 km.
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In Figure 3 the count rates are obtained from six solid-state detectors and an electrostatic analyzer
(ESA). The solid-state detectors are sensitive to particles with E > 15 keV; the ESA is used for
particles with 1 < E < 10 keV. The solid-state detectors are ruggedized surface-barrier silicon devices
with a sensitive area of 50 mm2 and a depletion depth of 300 lim. Data on this flight are obtained on
ascent (A) or descent (D) or both (AD).

As indicated in Figure 3 the solid-state detectors have front surfaces of gold or aluminum of different
thicknesss. Comparison between detector signals permits the identification of the particles. Also one
detector is equipped with a magnet, which excludes electrons with E < 150 keV.

Comparison of profiles IA and 1D immediately indicates that the energetic particles are predominantly
protons (and heavier ions), with electrons contributing about 10 percent of the total flux.

The largest fluxes are observed by the detectors oriented at 90* to the rocket axis. These are detecting
particles near 90* pitch angles. Detector 3D shows that only a very small flux is backscattered.

The energy flux (E > 20 keV) deduced from these measurements is 2 x 10- erg cm-2 s- . This is a
significant ionization source for the region 120 to 200 km altitude.

The latitudinal extent of this zone shows up clearly in satellite measurements which are plotted in Figure
4. The midlatitude zone is clearly separated from the auroral zone by the plasmapause. It can also be
noted that the midlatitude Stable Auroral Red (SAR) arcs usually occurs on the auroral side of the mid-
latitude zone during disturbed conditions.

MIOLATITUOE ZONE AURORAL PROTON ZONE
ANISOTROPIC REGION ISOTROPIC REGION

SAR ARC HYDROGEN ARCS

(DLAZAREV at al (1979)

sONAAs al (19?7)

0-LUNDBLADANSORAAS(I7S) /

5 s-

0.6 -
0.4

/ / \i

0 0 60o 70.
GEOMGHETIC LATITLIDE

Fig. 4. Satellite observations of the midlatitude zone
and auroral proton zone [Voee and Smith, 1980b].

3. THE EQUATORIAL ZONE

The existance of an equatorial zone of precipitation of protons and energetic hydrogen atoms has been
established by particle and airglow measurements. The latitudinal extent of the zone as it appears in
satellite observations of particle flux and of airglow is shown in Figure 5. The zone is seen to be
limited to ±20 degrees in latitude, centered on the geomagnetic equator. The existance of the zone is
also supported by rocket measurements and theoretical studies. See Vose and Smith [1980b] for detailed
references.

Rocket and satellite measurements indicate that the particles are concentrated at a pitch angle of 90'.
The intensity increases linearly from essentially zero at 180 km to 260 km, above which it becomes nearly
independent of altitude.

The energy spectrum at low altitudes is similar to that of the ring current, with most particles having
energies in the range 10 < E < 100 key. Also the variation in intensity is similar to that of the ring
current (as measured by Dst).
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Fig. S. Satellite observations of the equatorial zone [Voss and Smth, 1980b).

The explanation of this equatorial precipitation is believed to be a double-charge exchange process of
protons originating in the ring current. The charge-exchange process is consistant with the altitude
profile of the flux, with the energy spectrum and with the pitch-angle distribution. The extent of the
zone in altitude has, however, not yet been satisfactorily explained: present theories indicate a larger
range of latitude than is observed.

An interesting feature of the particle flux at the equator is an east-West asymetry in flux. Figure 6
shows a rocket observation of this effect. The asymmaetry has been interpreted by Voss and S"mith [1980a]
as a consequence of the large radius of gyration of energetic protons about the (horizontal) magnetic
field.

40 I I I I I I I
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E>3,.ov QSIN* \

C I . X 
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Fig. 6. East-west asymmetry in particle flux
at the equator [Vo a s a nd Smith, 1980a].

4. THE LOW-LATITUDF
. 
ZONE

Evidence for the low-latitude zone of energetic particle precipitation is, perhaps, more circumstantial

than for either the mid-latitude or equatorial zones. Voss and S.mi~th [1980b, which should be consulted
for the references contained there] conclude that there is a zone near L = 1.4 in which the precipitating

particles are predominantly energetic electrons, with a small contribution of energetic protonst

Ionospheric effects in the form of enhanced ionization at night at recibo (L = 14) have been attributed

to particle precipitation. This is supported by observations of plasma lines and of 427n8 ni nightglow,

also at Arecibo.

The global extent of this zone is indicated in 341.4 n airglow enhancements and ionospheric particle

effects observed in Japan (at L e 1.38), in satellite measurements of low energy electrons (E < 26 ke)

and by rocket measurements at low latitudes by Japanese, Russian and American investigators.

The precipitated particles of the low-latitude zone are predominantly energetic electrons. This is shown

most definitely in the measurements of Turiel and MacGregor [1970] and of Seward et aZ. [1973]. Using
magnetic rejection and window transmission characteristics in rocket experiments at 125* longitude (and
L - 1.45) they find the particles are electrons (E Z 2 keV) which have pitch angles near 900

.

An energy flux of 0
" 3 

erg cm
" 2 

s
- I 

is typical of this zone during moderately disturbed conditions. This

is consistant with airglow measurements and the ionospheric enhancements of the upper E region.
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There appears to be a minimum of energetic particle precipitation between L values of 1.6 and 2.2.,

i.e. between the midlatitude and low-latitude zones. This is shown by very low intensities of 391.4 rnm

radiation, by low electron densities in the upper E region and by direct measurements of particle fluxes.

There is no corresponding well-defined minimum of particle precipitation between the low-latitude and

equatorial zones. Here the separation is characterized by the transition of the predominant energetic
particles from electrons to protons.

5. GLOBAL MORPHOLOGY

The latitude extent and relative intensity of the zones of particle precipitation are indicated in Figure 7,

for moderately disturbed conditions. At high latitudes the overlapping regions of electron and proton
precipitation are indicated. This is separated from the midlatitude proton zone by the plasmapause. Bet-
ween the midlatitude and low-latitude zones is a gap (2.2 > L > 1.6) of low particle intensity. The low-
latitude and equatorial zones overlap but represent a transition from electron to proton precipitation.

(D ELECTRON AURORAL ZONE
ELECTRON ALH) PROTON AURORAL ZONE

KYOROGLA ARCS M IOLATITUDE ZONE

I01 () LOW-LATITUDE ZONE
(®) EOuATORIAL ZONE

. /----- ELECTROS

X to"

I /-~PLASMAUJS
'02

I SAN ARCS

e
3

10.

to- so 40' 20" 0

GEOMAGNETIC LATITUOE

Fig. 7. Particle precipitation as a function of
latitude [Vo88 and Smi t!-s 1980b1.

The latitude variation is modified on a global scale by the South Atlantic anomaly in the magnetic field.
As indicated in Figure 8 the major effects are an intensification, with maxima at L = 1.4 and L = 2.6,
in the region of the anomaly, and by a depletion of the intensity of the low-latitude zone in the

northern hemisphere extending from about 45*W to 75*E.
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Fig. 8. Global zones of particle precipitation [oss and Smith, 1980b].
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6. CONCLUSIONS

Analysis of data from rocket, satellite and ground-based measurements shows a complex picture of particle
precipitation at middle and low latitudes. The precipitation has zonal maxima and some meridional
variation. The interpretations appears to be broadly consistant with our present, rather limited know-
ledge of the trapped radiation in the earth's upper atmosphere, but, as yet, no detailed explanation of
the global morphology exists, particularly with respect to the limited extent of the zones in latitude.
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SUMMARY

The energy flux associated with the precipitation of energetic 0
+ 

ions during magnetic storms
constitutes a significant source of heating for the F region. The precipitation events have been observed
to occur during every magnetic storm that was monitored during the course of a year, and also during
non-storT conlitins at reduced intensities. Ion fluxes with corresponding energy fluxes as large as 0.4
ergs cm sec sr have been measured. The duration of these events is of the order of a day, and they
occur at subauroral/auroral latitudes. The associated energy influx results in an energy deposition rate
at 250-300 km on the nightside that is comparable with the corresponding solar UV deposition rate on the
dayside. As such the energetic oxygen events constitute a direct+coupling between the magnetosphere and
thermosphere. In this paper we describe the interaction of the 0 ions with the thermosphere and their
subsequent history. The large scale effects of this precipitation are examined usig a global
thermospheric circulation model. A mechanism is suggested by which the energetic 0 fluxes may be
self-sustaining.

I. INTRODUCTION

During the early 1970's, the discovery of the precipitation into the atmosphere of large fluxes of
energetic oxygen ions was reported by Shelley et al. (1972)[1]. In a series of subsequent papers (Shelley
et al., 1974 [21; harp et al., 1974131; Sharp et al., 1976a,b[4,51) they proceeded to further
characterize the 0 fluxes. The measurements were made at an altitude of 800 km over an energy range f
0.7 to 12 keV, and at a pitch angle near to the edge of the loss cone, 55 - 580. The precipitating 0
fluxes were found to occur over a wide latitudinal range, 2t L ' 9, and were observed in every storm
studied over a one year period. They were also found to occur at reduced intensities during non-storm
conditions.

While exhibiting larger fluxes on the nightside, the energetic oxygen ions were found at all local

times. The dayside fluxes were of the order of 5 - 10 times lower than those on the nightside. The
average particle energy during a two day magnetic storm period (16/17 December 1971) was 4.5 keV.
However, energy spectra have been observed in which the intensity was still increasing at the highest
energy 2oseryed, 12 keV. The energy fluxes that have been observed are considerable, reaching 0.4 ergs
cm sec sr on the nightside.

As the bulk of the observations were made at a pitch angle of 55-580 (i.e. primarily precipitating
particles near the edge of the loss cone), little information exists concerning the pitch angle
distribution. However, preliminary measurements made with an earlier instrument at pitch angles of 17-350
and a co-incident ISIS crossing of the same region, resulted in an inference of an isotropic distribution.

Sharp et al. (1976a)[41 examined the relationship of the 0
+ 

fluxes to the geomagnetic disturbance
indices, D and AE. They found a strong correlation in both cases, but differing in detail. They
pointed outtthat the correlation with Dst is suggestive of a ring current source, while the AE correlation
suggests the possibility of a source associated with magnetic substorms.

In view of the magnitude of the energy influx to the ionosphere associated with these events, Torr et
al (1974)[6] investigated the potential effects on the atmosphere. They extended the analysis in a later
paper (Torr and+Torr, 1979 [71). in these two studies it was found that the two main energy loss
processes for 0 ions in the 0.7 to 12 keV range both involve collisions with atomic oxygen, the major
atmospheric constituent at these altitudes. The processes are

charge exchange
O+ +

+ 0 0 f +0 (1)

and momentum transfer

of + 0 Of + Of (2)

where the subscript f denotes a fast particle.

The first of these processes, harge exchange, results in the groduction of an oxygen atom with
almost the energy of the incident 0 ion. Thus the energy of the 0 ion is tranfferred to an 0 atom. In
the case of the second process, the collision shares the energy of the incident 0 ion between the ion and

0+an O atom with which it collides, thus producing an 0ion and an 0 atom each with half the energy of the



incident 0
+ 

ion. As a result of these 0"-0 interactions, in less than %12 collisions, a 12 40V 0" ion
transfers all of its energy to neutral 0 atoys. 2The cross-sections for collision processes (1) and (2)
are Large over the energies considered, 'l0- cm (Lo and Fite, 1970 181; Amdur et al., 1957 19)) and so
we neglect other processes such as ionization and excitation.

The energetic oxygen atoms thus produced, in turn thermalize by colliding with oxygen atoms. It is
this process which we shall show has a significant impact on the atmosphere. The energy loss of the fast
oxygen atoms is not simply analogous with the auroral case of protons and hydrogen atoms. Most proton
auroral studies are done over an energy range of 5 to 100 keV. In this energy range the major energy loss
processes are charge exchange, ionization and excitation. For proton and hydrogen atoms, momentum
transfer only becomes important below 1 keY. However, the cross-sections are velocity dependent and a 1
keV H atom is equivalent to a 16 keV 0 atom. Therefore, over the energy range that we are considering
here, the cross-section for momentum transfer is significantly larger than the cross-section for
ionization.

Torr et al. (1974)[61 developed a model to trace the thermalization of the energetic oxygen atoms.
The model uses the methods of radiative transfer to keep track of the oxygen atoms as they scatter in
height, energy and angle while approaching thermal energies. Preliminary results from this model phowed
three major effects. The first of these effects is that almost all of the energy of the initial 0 flux
is transferred to the neutral atmosphere at F-region altitudes (250-350 kin) in the form of heating. This
constitutes a heating source on the nightside that is larger in magnitude than the solar UV heat
deposition at the same altitudes.

A second major outcome of the earlier studies is a result of the fact that each energetic 0
+ 

ion
generates a large number of low energy 0 atoms. A large flux of these low energy 0 atoms is generated at
600 km moving upwards. An estimate was made of the flux entering bailistic orbits and the subsequent
ionization fraction 4via photoionization and charge exchange w1th H ). It was found that these atoms
would result in an 0 flux 10 times larger tha the incoming 0 flux in the 0.7-12 keV range. The results
thus suggest that these atoms constitute the 0 fluxes in the 130 eV range measured by the ISEE satellite
(Chappell, private communication, 1979 [101).

Subsequent acceleration of a fraction of these ions by some unidentified mechanism may also provide a

source for the keV 0 fluxes, thas making the heavy ion events self-sustaining.

Torr et al. (1974 [61) showed that there is an upward moving flux of oxygen atoms with energies
greater than the escape velocity from the earth. An average global escape flux was estimated and found to
be of a magnitude that may be sufficient to dissipate the atmospheric oxygen over the lifetime of the
earth.

Lack of accurate cross-section data for the relevant collision processes and the simplifications
imposed by the models that we have applied, mean that the results drawn from such studies are strictly
first order indicators of the effects. However, the energetic oxygen atom population that is produced is
so large (e.g. a single I keV 0 atom will ultimately produce 500 2 eV 0 atoms after multiple elastic
scattering collisions) that even if the assumed parameters are found to be somewhat in error, the basic
conclusions will not be affected.

In the study reported here, we further refine the earlier models and extend the investigation to
consider the impact of the heating source on global thermospheric circulation models. We also investigate
the ionization resulting from the multiple 0-0 collisions.

Because of limited computer resources, the earlier studies treated the idealized case of a single
fast 0 atom incident at the top of the atmosphere with a given energy, e.g. 2000 eV. The subsequent
thermalization "cloud" of oxyge atoms was modelled and all conclusions were based on the extrapolation of
these results to he observed 0 flux spectra. Here for the first time we treat the conversion of an
actual observed 0 flux spectrum to fast neutral atoms and odel the resulting thermalization process. In
the calculations reported below, we shall use the example 0 flux spectra measured by Shelley et al.
(1972) (11 during the magnetic storm of 16/17 December 1971. The spectra observed at three different
latitudes are reproduced in Figure 1.

2. RESULTS

+2.1. Conversion of energetic 0 +to energetic 0.

In determining the conversion of Of+ to O, we assume that the only significant processes are charge
exchange and momentum transfer i.e. equations fl) and (2) above. The energy loss from the 0 beam is
computed using the expressions given by Dalgarno and Griffing (1955)[11]. We assume that the incident 0

+

flux is injected isotropically into the downward hemisphere. We further assume that the magnetic fied
line is perpendicular to the surface of the earth, and we do not consider angular scattering in the 0 - 0
coilisions.

In Figure 2 we show the production rates of fast oxygen atoms resulting from mono-energetic 0 +

particles incident at %800 km with energies of 2000 eV and 10,000 eV respectively. For these
illustrations the mono-energetic particles are injected with unIt fluxes isotropic over the downward
hemisphere. It can be seen that the conversion from energetic 0 to energetic 0 peaks near 500 km, and
this will be the main modifying factor over our earlier highly simplified injection of mono-energetic 0
near 800 km.

In Figure 3 we show the energetic 0 production rate profiles that result from the three 0
+ 

spectra
shown in Figure 1. Of these we shall use the L ,' 3.4 example in the calculations reported below.

As all of the modelling is done in terms of an optical depth parameter,T, (see Torr et al., 1974)
where



* (ndh(f
n

it is necessary to assume a model atmosphere in order to convert from • to altitude. For this purpose we

have used the MSIS model appropriate to magnetic storm conditions and midlatitudes at ight (fiedin.

1979 1121).

2.2. Thermalization of energetic oxygen atoms

We now apply the thermalization model described in our earlier pt pers (Torr et al.. 1974. iJ; Torr

and Torr. 1979 171) to the energetic oxygen atoms produced via the 0f -O collisions discussed above. In

Figures 4 and 5 we show the distribution that the energetic oxygen fluxes assume as a function of optical

depth and elevation angle for various energies. The initial input flux produces a large low energy flux

which tends to an isotropic angular distribution after the particles have penetrated some depth Into the
atmosphere. However, because of the exponential increase in the number of collisions with decreasing

altitude, the angular distribution at very small optical depth shows a larger flux of upward moving
particles.

We shall address these large fluxes of low energy oxygen atoms further in the sections below.

2.3. Atmospheric heating by the thermalizatlon of energetic oxygen atoms

Once the energetic oxygen atoms have degraded in energy down to below 2 eV, we consider them thermal
and their kinetic energy is effectively transferred to the ambient neutral atmosphere as heat. The

heating rate can be determined by computing the production rate of oxygen atoms with energies less than 2

eV and multiplying by the energy of the particle. Torr aid Torr (1979) 171 computed this hetting rate for

the 2 keV and 10 keV unit flux cases. It was found that almost the entire (',9b) incoming () flux is

transferred to the neutral atmosphere as heat.

+

In Figure 6 we show the heating rate that would result from the 0 spectra measured by Shelley et al
(1972) [] during the December 1971 storm. These results show, as did the preliminary study, that the
bulk of the input energy is deposited as heat in the F region. There are, however, two updates to the
earlier work. The heating rate profile peaks at a higher altitude than before, namely '340 km rather than

270 km. We find also that the fraction of input energy converted into heat is - 604 rather than -901

obtained from the preliminary results, and a larger fraction escapes the atmosphere.

2.4. Effect of energetic oxygen heating source on global thermospheric circulation

For 0
+ 

flux events of the mapnituie opserved by Shelley et al. (1972) 11 during the December 1971

magnetic storm, i.e. 0.4 ergs cm sec sr , tho incoming energy flu1 to the nocturnal F-region (250-35ui

ki) can be comparable to the solfr UV energy influx at these altitudes on the dayside. We have shown in

the previous section that this 0 energy is coupled directly into the neutral atmosphere as heat. The

energy input to a fairly restricted latitudinal range is thus considerable. It thus becomes of interest

to investigate the perturbation that L Is localized heat source would produce in a global thermospheric
circulation model. We have therefore parw-eterized the heating rate as a function of latitude, altitude
and local time, and have made a preliminary btudy of the effects of this energy input on the neutral

atmosphere, using such a model. At the time of writing this paper, we had only investigated the effects

of a heat source deduced from the thermalization of a 2000 eV particle flux and extrapolated to an )

spectrum such as we have now computed and shown in Figure 6. The actual heating rate results differ from
the extrapolated results in certain respects, but the initial conclusions drawn from the global model

results are illustrative of the effects. We present these results in this section, and the calculations

will be extended and improved in the ongoing analysis. The global circulation model has been described by
Dickinson et al. (1980) 1131.

In our initial introduction of the energetic oxygen heating source to the global thermospheric
circulation model, certain program instabi ities were encountered due to the magnitude of the heating

rate. For the preliminary investigation we have therefore considered an energy flux an order of magnitude

smaller than that observed by Shelley et al., (1972) 111 during the December 17, 1971 storm. It is

therefore important to bear 2in mind in considering the resultsjhOwnlIn fhis section that we have used an
input flux of 0.04 ergs cm sec sr rather than 0.4 ergs cm sec er . The results may thus be more

typical of average storms but the effects are less than would be encountered during larger storms.

We have examined the effects of this heavy ion heating on such global circulation aspects as velocity
distributions, perturbations to the neutral atmospheric temperature, and zonal mass flow stream functions.
The computations have been made using solar heating as the only other heat source, i.e. no auroral Joule
heating effects are included in this initial comparison.

In Figure 7 we show the effect on the vertical velocities. These are pronounced. The eastward and

northward velocities show less pronounced effects (Figures 8 and 9 respectively). In Figure 10 we show

the effect on zonal average mass stream flow, and in Figure 11 we show the perturbations to the global

mean temperature. Even at the reduced energy influx used here, the effects are significant and worthy of

further study. In future models we plan on optimizing the heating results from Section 2.3 and running

more extensive comparisons.

2.5. Escape of energetic oxygen from the Earth's atmosphere

We have shown in Section 2.2 that a large flux of upwiard moving 0 atoms is generated at the top of

the atmosphere. Those particles moving upward near T- 0 with energies larger than 10 eV (the escape

velocity) are potentially capable of escaping from the earth. From the thermalization model we can

evaluate the escape flux of atomic oxygen. For the incoming 0+ flux example measured by Shelley et al
(1972) [1] for L ,, 3.4 (Figure 1) the escape flux would amount to 304 of the total incoming energy.
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The total column number density of oxygen Is 8 x i0ll atoms cm *2 Thus the f lux estimated above would
yield an escape time of 4 it 109 years, which is comparable with the lifetime of the earth.

I.6 Rehoniation it the energetic oxygen splash

If we consider the production of low energy oxygen atoms near -- U, a considerable upward flux is
generated. In Addition to the escaping atoms, those moving upwards near "00km with energies between 2 eV
and I0 eV will travel in fairly long trajectory ballistic orbits, If we consider a reprlsentative energi
of 6 eV, an upward moving oxygen atom with this etergy can reach an altitude of 1.2 x 10 km in 8.1 x 10
seconds. Thus, during the course of its 1 .6 x 1 0 sec trajectory, there is the possibilitT for the aton,
to be converted to an oxygen ion, either ()through photolonizat ion or charge exchange with 1i ions. The
lit~time for photoionizatin is 2... x 10 sec, and Itf6we assume a plasmaspheric If concentration of 9011)
.3 see, the lifetime for charge exchange Is 4 a 11) sec.

Using an average ballistij trajectory energy of 6 eV, 0.6.4 of the atoms will photoicinize and 0.4Z
will charge exchange to form 0 ions. Similarly, if we assume a plasmapause at 4iRE, calculate the time of
travel for escaping 10 eV atoms within the pltsmasphere, and apply the samf arguments, we find that 0.3/
of the escaping fbix will be converted into 0 ions. If we c onsider the 0 spectrum measured by Shelley
et al. (1972) ill at L 1 .4 as an example, we can estimate the 1 scaping aqJ balistic trajectory fluxes.
We find that for this spectrum, the, escape jux would bq 4 !,10 atoms cm sec , and the flux apable of
entering9 ba1listii orbits would be 2.8 x 10 a toms cm sec. hs atmwol reutianIfuxf
2.8 x 10 cm+ sec ,which is 10 times larger than the incoming 0 flux 4n the 0.7 - 12 keV range. As the
energetic 0t ions were only measured to 12 keV, the actual low energy 0 flux produced may be larger than
this.

2.7. Ionization produced by energetic 0 atoms

According to Massey (1949) 1141 direct ionization and excitation of 0 by energetic 0 will only be
important when the velocity of the projectile exceeds the velocity of the orbital 7 elec tron1  For the
energies considered here ( 412 keV), th§ 0 atoms I will have velocities of..6 4 x 10 cm sec ,while the
velocity of the orbital electron is 1-10 cm sec . For this reason, we did not consider reioinization of
t~e bea in our earlier studies. However, the total number of 0-0 collision,- resulting from an energetic
0 precipitation event is so large, that an estimation of the ionization snurce is in order. An effective
ionization rate can be computed by determining the total flux of fast oxygen atoms at each altitude with
energies greater than 50 eV

1200eV

P (1 01 F(E)de (4)
50

where F(E) is the flux of oxygen atoms with a given energy E and a is the mean cross section for
ionization from an 0-0 collision. i

Cross-section information for various 0-0 collisions, whether momentum transfer, ionization or
excitation are difficult to find. Solov'ev et al. (1972) 1151 have given values foro down to energies of
It key. If 1  m'fe a rough extrapolation of their data down to, say, 1000 eV, we obtain an estimate for i
of 1-2 x 10 cm , which is a large ionization cross-section.

Lacking any additional information of aIat the lower energies, we would have abandoned the
estimation of ionization effects. However, some support for a relatively large ionization cross-section
has been provided by lDrawin (1968, 1969) 116,171 who has8 published fgrmulas for as a function of
energy. Using these expressions we obtain 0 (1000 eV) of 1.08 x 10 cm . a value even la rger than that
inferred from the Solov'ev et al (1972) 115~ data. Thus, while the uncertainties in a~ over the energy
range in which we are interested, are large, the indications are that the cross-section is large enough to
warrant an estimate of the ionization rate.

Again, the estimation is fairly crude but illustrativey thl potential significance of the source.
In equation (4) we have simply used a constant i of 2 x 10 cm , and in Figure 12 show the Ionization
profile that wymuld result from the observed 0+ flux spectrum for L n. 3.4 (Figure 1). Near the peak of the
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F2 layer, the resulting ionization would be " 60 cm' sec
-

At night in the topside F region there are no comparable sources of ionization. The important
question is thus whether this ionization rate is competitive with the F region loss rate. Without having
modelled this ionization source, it is difficult to predict the exact effects. However, we might
reasonably speculate that the impact will be to apparently slow down the recombination process in the F
region.

3. DISCUSSION AND CONCLUSIONS

The results presented in this paper, while an extension of earlier+work, still represent a highly
simplified and approximate picture of the interaction of the observed 0 fluxes with the atmosphere and
ionosphere. However, despite uncertainties in the model and the various assumptions that have been made,
several conclusions can be drawn.

The bulk of the energy carried by the incoming energetic ions is transferred to the neutral
atmosphere in the form of heat. This heating occurs at F-region altitudes and is sufficient to markedly
perturb the global wind fields and the global temperature distributions. As such, the mechanism
represents a direct coupling between the magnetosphere and the neutral atmosphere.

In addition, the 0
+ 

precipitation events generate a large splash of backscattered oxygen atoms. A
significant number of these have energies in excess of the escape velocity from the earth, and it is
interesting to estimate the possible effects on the atmospheric composition over the lifetime of the
earth. The indications are that the escape flux might be comparable with that of hydrogen.

A larger component of the backscattered atomic oxygen flux will, however, enter ballistic orbit
trajectories with very long paths (and travel times) through the plasmasphere. We have estimaled the
fraction of this flux that would be relonized by photoionization and by charge rxchange with H . This
process would result in a low energy 0 flux that is larger than the incoming 0 flux observed at the
higher energies (0.7 - 12 +keV). We suggest that this mechanism (relonization of the splash atoms)
produces the low energy 0 ions observed by the ISEE satellite in the 'b30 eV energy range.

The first measurements of trapped ring current ions (fade at+energies < 50 keV and L < 4), were
reported by Johnson et al (1977) (181. It wa found that 0 and H were approximately equal during the
main phtse of three magn~tic storms, with He an order +of magnitude less. During a recovery phase they
found 0 to dominate, He to follow in magnitude and H to be the smallest. Recently evidence has been
presented (Lundin et al, 1980 [19]) $rom the PROGNOZ-7 satellite, which shows that a large fraction of the
ring current (\02% og occasitn) is 0 ions for L <+4. In all cases analysed during quiet and recovery
phases, they found 0 and He more abundant than H for L < 4. Earlier, Lyons and Evans (1976) [201
presented theoretical arguments as to why the ring current ions at energies < 50 keV ad L < 4+would not
be dominated by protons duriig the recovery phase of large geomagnetic storms. Both 0 and He would meet
the requirements for a longer lifetime for harge exchange with hydrogen than that of protons. Tinsley
(1976) (211 also argued for a decrease of H following a storm main phase.

Thus the evidence is that 0
+ 

is a major, if not the dominant component of the ring current at all
times. It is interesting to speculate on the relationship between this finding and the results reported
here. A possible scenario might be that the energetic ions have their source in the ring current and are
dumped into the atmosphere during storms. The precipitation produces the large splash of energetic 0
predicted by our theory, and the subsequent reionization of this splash produces very large fluxes of
lower energy (<30 eV) 0 ions. These ions return to the ring current where they are accelerated to the
key energies. Thus the entire process might be self sustaining.

The O* precipitation events produce F-region ionization that is significant under certain conditions.
The potential excitation effects are unknown at this time.
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ON THE MORPHOLOGY OF THE POLAR THERMOSPHERE

G. W. Prblss
Institut fUr Astrophysik und extraterrestrische Forschung

Auf dem HUgel 71, D 5300 Bonn, F.R. Germany

ABSTRACT

The dissipation of solar wind energy in the upper atmosphere generates a disturbance whose morphology de-
pends on local time, season, and magnetic activity. A statistical analysis of ESRO 4 data reveals that
(1) in the afternoon/evening sector the disturbance boundary coincides with the region of electric current
dissipation along the auroral oval; (2) in the midnight/early morning sector dynamical effects extend the
disturbance zone to lower latitudes and this expansion is strongly dependent on season and magnetic activity;
and (3) in the late morning sector direct heating effects along the auroral oval are superimposed on the
residuals of the early morning disturbance. These results are consistent with previous observations and
provide new boundary conditions for upper atmospheric models.

1. INTRODUCTION

There are two principle modes by which solar energy is brought into the earth's upper atmosphere: (1) direct
dissipation of solar radiation energy; (2) indirect injection of solar wind kinetic energy via the magneto-
sphere (Fig. 1). Whereas the first mode has long been recognized to be the dominant one, the significance
of the solar wind/magnetospheric energy source is more and more appreciated. This study is concerned with
the imprint the solar wind energy dissipation leaves in the upper atmosphere. Specifically, the latitudinal
structure and extension of the thermospheric disturbance zone generated by this energy source is investigateo
using density data obtained by the polar orbiting satellite ESRO 4 (von Zahn, 1975).

2. DATA ANALYSIS AND RESULTS

The basic latitudinal structure of a thermospheric perturbation observed on a winter afternoon during weakly
disturbed conditions is illustrated in Fig. 2. Relative variations in the molecular nitrogen density, in the
atomic oxygen density, and in the helium density as measured above the Asian continent are plotted. The den-
sity data have been adjusted to a common altitude of 260 km using standard hydrostatic techniques. In addition
they have been normalized to suitable density values observed outside the disturbance region (for example,
Ro = ([01260 km)observed/([01260 km)normalization value, with Ro = 1 serving as a reference value). Note that
whereas molecular nitrogen is plotted on a linear scale, the oxygen and helium data are presented on a loga-
rithmic scale. For comparison, the upper panel also shows the exospheric temperature inferred from the nitro-
gen data.

The essential feature illustrated in Fig. 2 is a localized disturbance zone at high invariant latitudes. It
is characterized by a fairly abrupt increase in the nitrogen density (and accordingly in the inferred gas
temperature), a small decrease in the oxygen density, and a significant V-shaped drop in the helium density.
Theoretical studies (e.g. Mayr and Volland, 1972; Shimazaki, 1972; Hays et al., 1973; Bates, 1974) indicate
that these features are the typical thermospheric signature of energy deposition in the lower thermosphere.
The most effective energy source at these heights and latitudes are Pedersen currents which heat the ambient
neutral gas through Joule dissipation (Cole, 1975; Banks, 1977). This is schematically illustrated in Fig. 3.
Whereas it is difficult to measure the Pedersen currents (Ip) directly, a sizeable set of data is available
on the magnetic signature of field-aligned Birkeland currents (IB) which close the current circuit in the
magnetosphere. Therefore, to support our interpretation the location of the equatorward portion of the field-
aligned currents (= region 2 currents according to [ijima and Potemra, 1976) has been compared to the location
of the equatorward boundary of the atmospheric disturbance zone. Figure 4 demonstrates that in the afternoon
local time sector (14-16 MLT) and during moderately disturbed conditions (AE 300 nT for at least 4 hours
prior to measurement) both boundaries are approximately collocated. We conclude that the atmospheric distur-
bances observed at high latitudes are a direct signature of electric field and current dissipation by the
magnetospheric energy source.

A very different situation is encountered in the early morning sector where the disturbance boundary is lo-
cated at middle latitudes and far beyond the electric current dissipation region (Fig. 4). It is suggested
that the broad disturbance zone observed at these times and illustrated in Fig. 5 is generated by strong
winds blowing away from the polar regions and carrying along heated air of perturbed composition. This inter-
pretation is supported by measurements which establish the existence of strong equatorward directed winds
commencing around midnight (e.g. Bates and Roberts, 1977; Babcock and Evans, 1979). Whereas at high latitudes
this "midnight surge" is observed even during moderately disturbed conditions (e.g. Hays et al., 1979), at
middle latitudes it is primarily recorded during magnetic storms (e.g. Hernandez and Roble, 1976). This expan-
sion of the disturbance to lower latitudes during increased magnetic activity is also seen in the density
data. Figure 6 shows the median boundary latitude for three different levels of magnetic activity and sepa-
rately for summer and winter conditions. As can be seen, the boundary moves to lower latitudes with increasing
disturbance intensity. This shift appears to be larger during summer than during winter. Even more impressive,
however, is the large change with season. This suggests that the range of the midnight surge should also be
strongly dependent on season.

Whereas the midnight surge is a transient phenomenon which may last only a few hours, the disturbance gener-
ated by it is a more persistent feature. Thus residuals of this perturbation are clearly evident in the late
morning data. This is illustrated in Fig. 7, which shows the basic latitudinal structure of the atmospheric
disturbance in the forenoon local time sector. Here the broad zone of enhanced argon and nitrogen densities
and slightly decreased oxygen and helium densities extending all the way to middle latitudes is identified
with the remnants of the midnight surge perturbation. In contrast, the additional disturbance increase ob-
served at higher latitudes is again attributed directly to the dissipation of electric currents in this re-
gion. A comparison shows that the boundary of this high latitude disturbance is approximately collocated
with region 2 Birkeland currents (see Fig. 8) and this is in agreement with our expectations.
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3. SUMMARY

The local time variations in the extension of the atmospheric disturbance zone are summarized in Fig. 8.
For eich time interval the median value and the upper and lower quartiles of the observed boundary lati-
tudes are given. The position of region 2 Birkeland currents also indicated in this figure serves as a
reference. A comparison shows that in the afternoon/evening sector the disturbance boundary is coupled to
the location of field-aligned currents and therefore to the region of electric energy dissipation along
the auroral oval. This also applies to the high latitude heating zone observed during the morning hours.
In the midnight/early morning sector the perturbation limit is shifted toward lower latitudes; this is
attributed to the disturbing action of the midnight surge. Once disturbed the thermosphere recovers only
slowly, and residuals of the nighttime perturbation are frequently seen in the late morning sector. This
interpretation is schematically summarized in Fig. 9. Although not indicated in this figure, the midnight
surge disturbance is strongly dependent on season and magnetic activity.

4. DISCUSSION

,ev~u . Heating effects in the polar region during low levels of magnetic activity were first
documented by Hedin e'd Reber (1972). A more detailed analysis of these disturbance effects was subsequent-
ly performed by Taeusch and Hinton (1975). Using statistical methods they established the main regions of
molecular nitrogen enhancements in an invariant latitude/magnetic local time coordinate system. Although
the averaging and normalization procedure employed precludes a more accurate determination of the distur-
bance zone limits, the general trend of the local time variation documented in this study (see their Fig. 4)
is in good agreement with the present results. Whereas these authors do not consider seasonal changes, a
subsequent study (Taeusch, 1977) indicates that an increase in magnetic activity leads primarily to an
expansion of the disturbance zone in the nighttime sector,which is again in accord with the present results.
There are, however, differences in the interpretation of the data. Whereas these authors also consider local
heating by particle precipitation to be an important disturbance source, this study assumes that electric
energy dissipation and dynamical effects are primarily responsible for the observed perturbation structure.

Variations of the atmospheric disturbance morphology with local time, season, and magnetic activity have
also been reported in studies based on the analysis of individual storm events (see review by Prolss, 1980).
The form of these variations is consistent with the phenomenological model (Fig. 9) suggested in the present
study.

Mwodels. A comparison of our data with empirical atmospheric models (e.g. Kohnlein, 1980, and references
therein) is not meaningful at present since none of these algorithms allows for changes in the extension
of the polar atmospheric disturbance. To improve these models both the distribution and intensity of the
geomagnetic activity effect should be considered functions of local time, season, and disturbance intensity.
Also, the time delay between a magnetic and atmospheric disturbance should be treated as a function of lati-
tude and local time. According to our model this time lag should vary between tens of minutes at high lati-
tudes and 6 to 12 hours at middle latitudes in the afternoon sector.

The data presented in this study should also provide new boundary conditions for theoretical models. Al-
though the existing circulation models (e.g. Volland, 1979,and references therein) are capable of repro-
ducing certain aspects of the disturbance morphology, the results obtained are not sufficient for a more
detailed comparison.

Ionospheric Data. It is well known that depletions of the ionospheric plasma density (negative ionospheric
storms) during magnetically active periods are caused by changes in the neutral gas composition. Given this
cause-effect relationship, the ionospheric storm morphology should reflect the properties of the atmospheric
disturbance. This also implies that any model of the disturbed upper atmosphere should be consistent with
ionospheric storm data. For our model this is indeed the case. As detailed in a recent review (Prolss, 1980),
the latitudinal extent of negative ionospheric storms exhibits significant variations with local time,
season, and disturbance intensity, and these changes are consistent with those predicted here. Indeed, some
aspects of our model (e.g. perturbation of the midlatitude atmosphere during nighttime and subsequent recov-
ery during the daytime) were first discussed in connection with ionospheric storm data (King, 1967).

However, there are also points of disagreement. Thus our model is not consistent with a meridional wind
circulation set up in the dayside upper atmosphere a, has been proposed in a number of ionospheric storm
models (see, for example, Park and Meng, 1976; Miller et al., 1979; Mayr et al., 1978).

Energy Considerations. Finally, we note that the midnight surge causing the early morning disturbance should
carry a considerable amount of energy towards lower latitudes. Thus our model implies a significant energy
coupling between the polar and the midlatitude region even during moderately disturbed conditions. This
also suggests that the thermospheric energy budget at middle latitudes i, not only controlled by solar UV
radiation but also by solar wind/magnetospheric energy dissipation. The timing of the additional energy
influx is such that it should induce a strong semidiurnal variation. A more detailed discussion of these
energy balance considerations is given, for example, in the work of Glenar et al. (1978).
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STRUCTURE OF ELECTRON TEMPERATURE

H. Thiemann

Rotlaubstrasse 20 D-7800 Freiburg

SUMMARY

Electron density and -temperature measurements of the Retarding Potential Analyzer
on board the AEROS-B satellite are analyzed in an altitude range from about 300-700 km for
daytime conditions. The average temperature always displays the same qualitative pattern
as function of electron density and latitude for fixed altitudes. A model function des-
cribing this behaviour is given. By means of this function the tbmperature response of
the corresponding experimental data on seasonal as well as on hemispherical effects is
discussed.

1. INTRODUCTION

With the daytime data of electron temperature experiments of different satellites,
there have been proposed several electron temperature models. Although the Te-data of
satellites - such as AEROS-A and B, TAIYO, AE-C - show a lot of variety, the indivi-
dually measured temperature values could not yet be directly related to other parameters
such as geomagnetic longitude and latitude, electron density, season, local time, magnetic-
or sun activity. But with averaged Te-data functional patterns could be detected. Here we
present two major results:

a, With the Langmuir probe measurements of electron temperature Te and ion density Ni
on Atmosphere Explorer C there has been fashioned a model of their relationship and its
variations with altitude in the daytime, non auroral ionosphere. (BRACE, H. et al., 1978.)
Fifty equally spaced bins covered the Ni- (104 -107 /cc) as well as the height - (130-400 km)
range. The model, using the averaged T,- values within each bin, has the following major
features, that (1) Te is independent oY Ni at altitudes below 200 km and (2) Te varies in-
versely with Ni above perhaps 250 km. Data above 400 km were excluded, because of expected
effects of heat conduction on Te , that may introduce increasingly larger Te-variations at
higher altitudes.

b, The measurements of the planar Retarding Potential Analyzer on board the AEROS-A
satellite formed the input data for an empirical model function of the global electron
temperature distribution. (SPENNER, K. et al., 1979.) For 1500 LT and altitudes between
300 and 700 km all data were grouped in ranges of 100 geomagnetic latitude, 600 longitude,
100 km altitude and averaged within each cell. The model shows the pronounced latitudinal
distribution as derived by other authors with a valley region around the equator. In addi-
tion a minor longitudinal effect occured, which might be not so significant because of the
averaging procedure.

The purpose of this paper is to apply both results on the RPA data of AEROS-B and to
give an empirical model function for fixed altitudes between 300 and 700 km.

2. CHARACTERISTICS OF THE ELECTRON TEMPERATURE

From summer 1974 till autumn 1975 the AEROS-B satellite was sun-synchronous in polar
orbit. At low and middle latitudes the local time was almost constant around 1530 at the
dayside. The same LT-criterion was applied for high latitudes. For altitudes between 300
and 700 km the data confirm the just noted Te variations. To demonstrate this we used a
representative height of h=500 km. Figure la shows all Te data in relation to the logarithm
of the electron density Ne with the inverse relationship between both. The latitudinal
effect is presented in Figure lb. As latitudinal coordinate we chose the modified dip
(Modip) coordinate p, which combines the magnetic dip* and the geographic latitude .
(RAWER, K., 1963.) This particular coordinate is defined by

tan =

It could be shown that Modip can be regarded as an appropriate latitudinal coordinate for
describing plasma parameters in the ionosphere (SPENNER, K. et al., 1977). Modip essential-
ly equals dip in the equatorial region and approaches the geographic latitude near the geo-
graphic poles. Figure lb exhibits the latitudial temperature structure with low Te-values
around the equator and a more complicated structure for higher Modip values.

Besides the general tendency in both figures the electron temperature exhibits a re-
markable scattering of the single Te values. Till now we could not find any resolution of
this scattering in terms of geophysical indices or other parameters. Therefore we investi-
gated the statistical behaviour of Te. To implement this, we divided the log1 0 (Ne)-p-h
space into a grid system with

10.6 S log10(N e) 12.0 with an increment f (loglo(Ne)) = .1
O 'U 70 = = 5

260 h 740 t h = 20
The daytime data of the AEROS-B mission are classified after these criterions. Within each
cell the points are averaged to form the input data of the followinq diagrams, where we get
vacant squares if no experimental data are available. Figure 2a and 2b illustrate the
statistical relationship between Te and Ne over the whole height range for a fixed Modip
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coordinate. The temperature ist displayed once from the high density (Figure 2a) and then
from the low density side (Figure 2b). The general inverse relationship between Te and Ne
holds true over the whole height range. As seen in both case for low and high densities the
electron temperature becomes nearly independent from Ne. Figures 3a and 3b present the
Modip dependency of Te for a fixed electron density. Again the qualitative behaviour is
seen for all altitudes, i.e. a Te-valley region around the equator (compare Figure 3a from
the low Modip side), a maximum of the electron temperature at Modip values around 500 and
a decrease of Te for high latitudes (compare Figure 3b from the high Modip side). Even for
high latitudes the electron temperature is statistically quite well behaved. As for the
temperature alteration with respect to height we cannot see a very significant structure
except a slight increase of T with height. The Te-values in the previous plots that don't
fit very well into the general pattern, are almost characterized by a low statistical
weight. Figures 4a and 4b in comparison to Figures 2a and 3a with the same independent
variables show that if we exclude there averaged Te-values with less than four contribu-
tions, we get a more harmonic pattern.

With the very pronounced temperature response on density and latitude variations we
now concentrated on the T behaviour for fixed heights. Figures 5a-c show the experimental
daytime behaviour of Te (log10 (Ne), Modip)for the northern hemisphere and h=300, 500 and
700 km respectively. One main effect of the height influence is seen in shifting the lo-
cation of the steepest temperature gradient in the Modip - as well as in the density di-
rection. Another effect consists in the decrease of the electron density with height and
therefore especially for low and middle latitudes an increase of Te.

In order to get quantitative results we modelled the statistical Te values by the
following model function which reproduces for fixed altitudes the superposition of the
log10(Ne) and u influences as demonstrated in Figure I to Figure 5.

Te(log1 0 (Ne), , h-const) = [Pl-P 2 . cos(P 3 . u 2 +P4 - ,u)]

[ p5

1
+(lol1O(Ne)) 

71\ P6

where Te is in units of OK
Ne is in units of m

- 3

p is in units of radians.

For specific heights between 300 and 00 km the parameter P1 , ... P7 are obtained by a
non linear least squares method applied on the averages of Te as received from the ex-
perimental data for the northern hemisphere. The effect of possible runaways has been re-
duced bei excluding averaged Te-values with less than four contributions. A plot of the
model function with the appropriate parameters at h=500 km is shown in Figure 5d and de-
monstrates the satisfying correspondence to the averaged experimental data cf Figure 5b.
The parameters P1 ... P7 for h=300, 500, 700 km and the whole set of data are presented
in the following table:

h/km PI P2 P3 P4 P5 P6  P 7

300 1375 133 5.6 -1.3 .58 11.74 153

500 1327 249 1.1 2.8 .69 11.34 88 , o

700 1572 226 2.1 5.4 .49 11.08 120

For large electron densities, P1 - P2 and P1 + P2 are the lowest and highest temperature
values in the p-space where we simulated the behaviour by a stretching argument by means
of P3 and P4.For log10 (Ne) near or lower than P6 the second term of our model function
becomes more and more influential and reaches finally (P5 + 1) for log(Ne)t P6. The last
parameter P7 characterizes the strength of the transition from low to high densities.

We applied now our optimizing procedure on the experimental data, which we separated
into two seasons (April-October and November-March) without restriction of the year. The
diagrams of Figures 6a and 6b show still the basic pattern. However we see a seasonal
effect with in general higher temperatures in the summer than in the winter period. For
the case of h=300 and 500 km we got the following parameters for the summer-winter be-
haviour of Te:

h/km season P1  P 2  P 3  P4  P 5  P 6  P 7

300 su 1440 103 8.9 -4.7 .58 11.75 286

300 wi 802 92 4.2 .3 1.78 11.86 43

500 su 1427 276 1.6 1.9 .62 11.31 82 P > 0

500 wi 1226 265 2.1 2.4 .92 11.32 42 "

f
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For both altitudes the two seasons show remarkable differences in Te with higher tempera-
tures in summer than winter if the electron density is sufficiently high (log(Ne) 11.8
for 300 km and log(Ne) )) 11.3 for 500 km). But with decreasing Ne, P5 becomes dominant
and gradually the seasonal effect is cancelled by the density influence.( winter ummer

For the same case we determined the parameters of the southern hemisphere (F < 0):

h/km season P1  P2  P 3  P 4  P 5  P6  P7

300 su 1218 148 -.8 4.3 .59 11.75 67

300 wi 633 116 -.8 2.7 3.74 11.70 29

500 su 1304 254 -.5 3.4 1.14 11.24 68

500 wi 1302 283 1.6 1.4 .76 11.32 61

One striking point is that there is no symmetry between north and south. Moreover, while
we have a very strong density influence for h=300 km in the winter period (P5 = 3.74)this
behaviour changes for h=500 km with pSummer pwinter just in contrary to the northern
hemisphere.

3. SUMMARY

The major Te-features of the experimental daytime data of the AEROS-B Retarding
Potential Analyzer are the pronounced electron density- and latitude dependencies over a
height range from 300-700 km. The latitudinal distribution startini with low Modip values
is given by an initially slower then stronger increase of Te which reaches a maximum at
about i=50 0 . For higher Modip values Te is decreasing. The relationship between Te and
Ne is almost inverse and can be expressed by a smoothed step transition. This general
behaviour was used to define a model function Te (lOglo(Ne), u, h=const) that yields its
describing parameters after optimizing the corresponding data. With the separation of the
data for example in both hemispheres and seasons we get more information about the Te
response in the specific case. Thus we notice that the latitudical north - south behaviour
of Te is not symmetric and that the seasonal effect in both hemispheres shows different
features, especially for h=500 km the temperature displays an inverse reaction on density
changes during the seasons. In general this model function is suitable for investigating
experimental electron temperature data in view of the different statistical connections of
Te with other parameters such as seasons, local time, magnetic or sun activity.
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REROS-B
LOG( NE )=1 1 .31

Fig.3(a) Te (logio(Ne) 11.3, p~, h) from the low Modip side
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SESSION DISCUSSION

SESSION IV - IONOSPHERIC PREDICTION AND MORPHOLOGY

Chairman and Editor Prof. T.B.Jones
Physics Dept.
The University
Leicester, UK

IONOSPHERIC COMPOSIITON: THE SEASONAL ANOMALY EXPLAINED
by D.G.Torr, P.G.Richards and M.R.Torr

H.E.Hinteregger, US
Would you expect that the altitudes of both the production peak of energetic oxygen atoms and associated peak of
the resulting energy deposition rate density about 100 km further below in your slides, would show a fairly strong
variation between solar maximum and minimum, where, for the present solar cycle, we have a density ratio of
max/min of the order of 20 for heights around 400 km?

Author's Reply
The only storm that we have investigated so far is that of 16/17 December, 1971. It will be very interesting to look
at the effects of changing neutral atmospheres. Our results apply to an oxygen model appropriate for the December
1971 conditions.

P.Bauer, Fr
[low do you infer seasonal and long term variations of N2 vibrational state'?

Author's Reply
These arise directly from the effect of quenching of N' vibrational excitations by N 2 via vibration-vibration
exchange. In summer, when the N 2 density is large, the N2 is quenched to greater altitudes than in winter.
thereby reducing the vibrational temperature and hence charge exchange of N2 with 0.

R.A.Goldberg, US
It is interesting to note from your Figure 2. that tile strongest winter anomaly effect aligns best in a magnetic
coordinate system. Could this imply that your nitrogen excited states are induced in some way be magnetically
oriented sources such as corpuscular radiation?

Author's Reply
The model is reflecting largely the dependence of variations in the neutral atmosphere on magnetic coordinates,
These probably arise from longitudinal and latitudinal variations which arise as a result of asymmetries in the earth's
geomagnetic field which in time may give rise to asymmetries in Joule heating and particle energy input.

Comment by W.J.Raitt. US
I believe that there is a dynamical effect associated with the winter anomaly related to the diminution of this effect
with increasing latitude. In our model, which I presented yesterday, we did not see the seasonal anomaly for steady
state solutions at 80' latitude. We attributed this to downward diffusion in winter when the lower F-region is in
darkness at these latitudes. Confirination that we could get a winter anomaly was obtained by repeating our
calculations for the latitude of Millstone lill when the expected variation of F 2 peak density from summer to
winter was observed.

J.Forbes. US
What aspect of your mechanism accounts for the strength of the anomaly at solar maximum and its virtual absence

during solar minimum?



lIV-2

Author's Reply
The primary effect is due to variations in neutral composition reproduced by the MSIS semi-empirical model. A
secondary effect is due to an enhanced N2 vibrational temperature which increases the O + N 2 loss rate.
Thirdly the seasonal change in the N* vibrational temperature is enhanced due to a larger seasonal change in the
N2 concentrations.

H.Volland, Ge
With a maximum heat input near 300 km, only the thermosphere near and above that height can be moved. The
much greater mass of the lower thermosphere probably will remain at rest.

Author's Reply
Yes, we agree with this.

Comment by E.R.Schmerling, US
We now have about half the explanation of the seasonal anomaly. Your revised chemistry plus the MSIS model gives
a reasonably good representation of the ionosphere, but the MSIS model itself is semi-empirical, and contains the
features that make the northern and southern hemispheres so different. I await the full theory, which starts with a
physical basis for the neutral atmosphere in which the chemical processes you have discussed today occur.

Author's Reply
I agree.

Connent by P.Stubbe, Ge
I do not want to doubt the merits of your mechanism. On the other hand, however, I do not share your view that
dynamical processes do not contribute to the F-region seasonal anomaly. I have, some years ago, looked into the
seasonal variation of the F-layer height. The experimental findings are such that one is simply forced to conclude
that neutral winds play a significant role in producing the seasonal F-region anomaly. If I remember correctly, the
winds are blowing such that for high solar activity, they enhance the seasonal F-region anomaly as caused by neutral
composition change while they weaken the anomaly during sunspot minimum.

THERMOSPHERIC NEUTRAL COMPOSITION CHANGES AND THEIR CAUSES
by P.Bauer

J.Rottger, Ge
(I) How have you measured the profile of eddy diffusion coefficient up to 120 km altitude?

(2) 1 accept that it is also ultimately necessary to include into the calculations a profile of the horizontal wind
shear to improve the estimate of the eddy diffusion profile.

Author's Reply
(1) The eddy diffusion coefficient is obtained indirectly through the use of the neutral heat balance equation in

the lower thermosphere and taking account of the temperature profiles obtained from incoherent scatter ion
temperature measurements. (See paper Alcayde et al, 1979).

(2) The temperature profiles are seasonal averages. Furthermore, large scale dynamics seems to play a minor role
in the heat budget of the lower thermosphere.

K.Rawer, Ge
Etant donni que les iddes concernant les processes chimiques et leur importance ont varies au cours du temps, if
me semblent utile de prdciser ia theorie chimique utilise a la deduction de paramtres neutres a partir de mesures
qui ne penvent donner une information directe que pour les constituents changes. On ne doit pas oublier le changer
que des lecteurs qui ne sont pas familiers avec ces methodes risquent de prendre les valeurs neutres d~duites
indirectement comme des mesures directes. Quelle est la thdorie que vous avez utilisde pour ddduire vos premieres
figures?

Response d'auteur
Le detail des calculs est donne dans I'article Alcayde et coil (1974). II est certain que 1'6quation de continuit6 de
]'ion O* utilise dans cet article ne prend pas en compte les termes nouveaux proposes par D.Torr dans le papier
No 18. Conscient du travail en cours seu la question,j'ai cherch6 A evaluer l'influence du terme propose par D.Torr
et coil (Geophys. Res. Lett., 5, 301, 1980); il s'est av~r6 que le m~canisme en cause est inopdrant A I'altitude de
200 km et que de plus ce travail est dejA depass . Sans sousestimer l'effet possible des termes proposes dans le papier
no 18, il est i noter que les conclusions auxquelles nous avons abouti sur 02 ont mis en lumire les roles conjuguds
de la photodissociation de 02 et de la circulation thermospherique. Ces 2 processes devant etre pres en compte
dans les essais de modelisation. L
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RELATIONS BETWEEN SOLAR FLUX AND E-REGION PARAMETERS
by M.Nicolet and L.Bossy

J.S.Nisbet, US
Have you any comments about the accuracy of current models of the neutral atmosphere in the region of 100 km
as regards E-region ion chemistry?

Author's Reply
The photoionisation rate of atomic and molecular oxygen must change with the solar cycle since the photo-
dissociation frequency of 02 increases by a factor of 2 to 2.5 from the minimum to maximum. Furthermore, it
is known that the 02 concentration at 110 km decreases with solar activity. As far as atomic oxygen is concerned,
the various observations are not yet in good agreement. Thus, if there is no difficulty for N2 , there is still a
problem for 02 and 0. Thus, the variation of the ratio n(0 2 ) In(O) may affect the ion chemistry, namely the
value of the ratio of the ions, n(NO + )I n(O ).

T.B.Jones, UK
Could you please comment on the likely effects of a solar flare. One would expect the X-ray spectrum to harden
and the flux to increase substantially.

Author's Reply
Yes, there is a solar flare effect since the solar spectrum in the soft X-ray region is composed of coronal lines such as
Fe XI-XVI in the region of 90 40 A and even Fe XVII-XXV in the region of 20 -10 A. Other coronal lines (Si.
Mg, Ni .... ) are also involved. The solar flare effect leads to an increase in the photoionization rate particularly
below the peak of the normal E-layer.

K.Rawer, Ge
I suppose that your model computation was made initially for explaining the E-peak, and the E-region below it.
At altitudes above the peak other radiations must probably be taken into account such that the real production
profile would not show a true peak with a valley above, but increases steadily up to at least 160 180 km. Do you
agree'?

Author's Reply
Yes, above the E-layer peak, there is an effect of the solar radiation emitted in the H-Lyman continuum; it ionizes
atomic oxygen at wavelengths less that 9 10 A. In addition, the action of the solar radiation between 100 A and

250 A (where the absorption cross-section is still small enough) is particularly important. !However, if there is no
clear indication of a valley between the E and F, peak for high solar activity conditions and overhead sun, there is
a transition region leading to a valley which becomes particularly pronounced for high solar zenith angles.
particularly near sunset and sunrise, and for relatively quiet solar conditions. This can be explained by the
differences in the optical depths which increase with the solar zenith angle.

ENERGETIC O+ PRECIPITATION: A SIGNIFICANT ENERGY SOURCE FOR THE IONOSPHERE
by M.R.Torr, D.G.Torr and R.Roble

G.Prolss, Ge
(I) How well known are the cross sections needed in your calculation of the energy deposition profile and the

ionization profile?

(2) How sensitive are your results to the accurate knowledge of these cross sections?

Author's Reply
In determining the conversion of energetic 0 to energetic 0 the two primary processes are momentum exchange
and charge exchange collisions. By comparison with the less important processes such as excitation, these cross
sections are reasonably well known. The cross-sections could change significantly but only result in a modification
to the altitude profiles for production of just 0 and the heating rate.

ON THE MORPHOLOGY OF THE POLAR THERMOSPHERE
by G.W.Prl'ss

A.Brekke, No
Is it possible to see any difference in energy densities deposited in the evening and the morning side of the auroral
oval?
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Author's Reply
So far, only the latitudinal structure and extension of the polar atmospheric disturbance has been investigated. I
am afraid, however, that even a study of the disturbance intensity will not be very helpful in identifying variations in
energy deposition morphology because transport effects are very important. Therefore the atmospheric disturbance
intensity may not reflect the local energy deposition.

H.VoUand, Ge
(1) Superposition of the diurnal (King-Kohl) wind and of the wind due to Joule heating reduces the meridional

wind during day-time and enhances the equatorward wind during the night. This may explain the equatorward
change of the disturbance zone during the night.

(2) A momentum force generates mainly horizontal (rotational) winds. These winds do not affect composition. It
is the solenoidal wind generated by Joule heating or EUV heating which is mainly responsible for wind induced
diffusion.

Comment by K.Rawer, Ge
I feel this statement is too general. In the case, for example, where a certain minor constituent is concentrated at
certain latitude, the situation would be changed by a cell of horizontal winds transporting this constituent to
another latitude. By the way, this is how Professor Nicolet thinks NO could be transport to mid latitudes from the
auroral region where it is produced.

Reply by H.Volland
A cloud of minor constituents transported only horizontally within the middle and upper thermosphere would
disappear very quickly due to diffusion. Effective transport of minor constituents from higher to lower latitudes
occur via circulation cells of planetary scale which reach from the lower to the upper thermosphere and include
significant vertical wind components.

STRUCTURE OF ELECTRON TEMPERATURE
by H.Thiemann

Comment by K.Rawer, Ge
In order to understand the relations empirically found here, one should note that the charged constituents are only
minor ones in the F-region, further that there is no thermal equilibrium in daytime. In this situation the electron
temperature can be changed by a change in thermal conductivity between the constituents without external energy
in-or output, just by heat flow from the electrons to the main neutral population, for example. Now since the heat
transfer goes with the square of electron density, an increase of this latter lowers the electron temperature. This is
valid around the F-region peak where such local heat transfer is most important. At higher altitudes heat transport
upwards or downwards along the lines of magnetic force, can become important. This also is more efficient the
higher the electron density. Therefore, the inverse relation between electron density and temperature can well be
understood.

Li6
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MIDLATITUDE SPORADIC-E LAYERS

L. G. Smith and K. L. Miller*

Aeronomy Laboratory, Department of Electrical Engineering
University of Illinois at Urbana-Champaign

Urbana, Illinois 61801 U..A.

SUMMARY

Rocket-borne probes and incoherent-scatter radar have been demonstrated to be effective methods of studying
the structure of midlatitude sporadic-E layers. Layers are formed when metal ions are converged vertically
in a wind shear to produce a local enhancement of electron density. Rocket and radar observations show that
the layers may occasionally have complex structure produced by an unstable wind shear. The partial trans-
parency, to radio waves, of sporadic-E layers is shown to be due to localized regions of high electron
density.

1. INTRODUCTION

Observations of sporadic-E layers by ground-based radio experiments, such as the ionosonde, show strong
echoes from an altitude of about 100 km. The virtual height is constant with frequency. Also there is
usually a range of frequencies, from the blanketing frequency to the top (or critical) frequency, for which
the layer is partially transparent.

Rocket-borne probe experiments confirm the implication of the radio experiments: that there is a layer of
enhanced electron density having a total thickness usually about 1 km, but occasionally having greater
thickness.

The appearance of the layers in electron density profiles obtained by rocket experiments is illustrated
in Figure 1. These are intense layers and are relatively rare. In the daytime enhancements of a factor
of 3 in electron density above the ambient value are observed. At night, when the ambient electron density
is much reduced, the enhancement can exceed a factor of 10.

It can also be noted in Figure 1 that the daytime sporadic-E layer has a simple structure whereas the night-
time layer has a more complicated, double-peaked structure. Similar double-peaked layers and more complicated
structures have been observed in daytime profiles [Smith and MechtZy, 1972].
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Fig. I. Examples of intense sporadic-E layers
in daytime and nighttime electron-
density profiles.

'Present address: Lockheed Palo Alto Research Laboratory, 3521 Hanover Street, Palo Alto, CA 94304 U.S.A.
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Rocket data also show that most layers occur in the altitude range of 95 to 120 km and that the layers are
horizontal over distances of several hundred km [Smith and Mechtly, 1972]. Radio and radar observations

indicate wave-like structure in the layar.

Rocket-borne positive ion mass spectrometers show that the mid-latitude sporadic-E layers are produced

by thin layers of metal ions; an example is shown in Figure 2. The presence of metallic ions has also

been inferred from incoherent scatter observations.
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Fig. 2. Positive ion concentrations observed
during the occurrence of intense
sporadic E [Hermann et al., 1978].

The metallic ions are undoubtedly of meteoritic origin but many questions remain regarding their deposition
rates and ionization rates. This is, in part, attributable to missing information on chemical reaction
rates but also to lack of reliable information on the concentrations of metal atoms in the neutral state.

The mechanism by which the metal ions are converged to form sporadic-E layers is now well established. It
is the wind-shear mechansim, a manifestation of the atmospheric dynamo. However, the structure of the wind
system near 100 km is complicated by gravity waves, tides and turbulence, and their interactions, and cannot
be predicted. Thus the sporadic-E layers provide a method of studying, in some detail, the neutral wind
system of the dynamo region. However, sporadic E is likely to remain unpredictable.

2, FORMATION OF SPORADIC-E LAYERS

The motion of a charged particle in the dynamo region of the atmosphere is determined mainly by the effects
of its collisions with neutral atoms and molecules, by electric fields and by the geomagnetic field. The
equation of motion is [Macleod et al., 1975].

m Tt mv&W-j') - qi)-P +q (1)

where q, m and V are the charge, mass and velocity of the charged particle w is the velocity of the neutral
wind, v is an effective collision frequency, f ij the electric field and is the geomagnetic field. For
the steady state, equation (1) can be solved for v giving

. 1 2-* ,
V. -i- 1P iU Puxr + Cu.rhr] (2)

whe e P v/H, the gyrofrequency wa - qBO/m, r is a unit vector in the direction of A and P. is the magnitude
of f. Terms containing Z and L have been combined into U .3 + 9/PB. This is the most general formulation.
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In the absence of electric fields the vertic-A component of ion velocity is, from equation (2),

vZ I P2 coso uE - 1-2 coso sino u,, (3)
l+p

2  Ip
2

The effectiveness of the eastward (u) and northward (u ) components of the wind vary with altitude (since
P is proportional to v) and with latitude (through the 5ip angle, 0). As shown in Figure 3 the eastward
wind has a maximum effect near 120 k, where it equals the effectiveness of the northward wind. However,
in the region of maximum occurrence of sporadic E (100 to 110 ki) the eastward wind is the more important.
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Fig. 3. Variation of (1) p, (2) p/(l+p ) and (3) 1/(l+p2

with altitude ladapted from MacLeod, 1966).

The effect of changing latitude is illustrated in Figure 4. This shows the dip-angle factors of equation
(3). The northward wind is most effective at a dip angle of 450 but the eastward wind increases continuously
in effectiveness from the pole to the equator. Detailed consideration of the role of electrons shows that
a polarization electric field develops at the geomagnetic equator, inhibiting the vertical ion motion.
Except near the equator the motions of electrons may be ignored in considering the convergence of ions.
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Fig. 4. Variation of the dip-angle factors with latitude.

One of the major problems encountered in the early development of the wind-shear theory was the relatively
short lifetimes of the molecular ions of this region. Axford and Cunnold [1966] subsequently suggested that
metal ions, with their very long lifetimes (hours, or days) could be converged to form the layer. This is
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supported by experimental observations of metal ions in sporadic-E layers and provides a generally

satisfactory explanation.

Since recombination of the metal ions is unimportant the shape of the layer, in the steady state, is
determined by diffusion. Retaining only the vertical transport and diffusion terms in the continuity
equation leads to

d =d dn(4
d_ (nv) T(D 

(4

where n is the concentration of metal ions and D is adiffusion coefficient. Integration gives

d
Vz = D - (In n) (5)

When the wind profile is known V may be calculated from equation (3). Then equation (5) may be used to
obtain the steady state profile of metallic ions.

S. EFFECTS OF UNSTABLE WIND SHEARS

Equation (5) may also be used, when the ion profile is known, to obtain a profile of v . Since va depends
on both uE and uN, through equation (3), it is not possible to solve uniquely for either uE or uN. How-
ever when layers with altitudes near 100 km are considered u E is the more important component of the wind.

Using this approach it has been shown [Smith and Miller, 1980] that sporadic-E layers of complex structure
are consistent with the vertical convergence of metallic ions in a shear in the neutral wind, as is
illustrated fn Figure 5. The linear wind shear gives a simple Gaussian shape but shears greater than
50 m s- km- , which corresponds to a Richardson number of 1/4 at 100 km, develop instabilities, resulting
in the complex structures in the ion (and electron) density profile. The actual shape that results has not
yet been explained.
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Fig. 5. Observed shapes of sporadic-E layers (left column) and the wind shear (right

column) required to maintain the layers against diffusion [Smith and Miller, 1980].

4. PARTIAL TRANSPARENCY OF SPORADIC-E ECHOES

Various models have been proposed to explain the partially transparent echo which is characteristic of
sporadic-E layers recorded by ionosondes. There are two main groups of theories: those that interpret
the echo as a partial reflection at the sharp upper and lower boundaries and those that postulate small
region of high electron density embedded in the layer.

A recent study [Miller and Smith, 1977] of the partial reflection at layers observed by rockets shows con-
clusively that partial reflection is inadequate to explain the large frequency range often observed for
the transparent echo.
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The other theory is, however, supported by a study of sporadic-E layers using the incoherent scatter radar

at Arecibo [Miller and Smith, 19781. One example of irregular structure containing regions of high
electron density is shown in Figure 6, where each scan of the radar covers a horizontal distance of about

20 km at this altitude.
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Fig. 6. Contours of electron density in a sporadic-E layer showing
regions of enhancement [Miller and Smith, 1978].

The data at Arecibo show even more complex structure than had been anticipated, including some having
the appearance of instabilities. A particularly striking example of another kind, Figure 7, shows
the edge of a layer. This implies boundaries exist in the E region between air masses of different
properties, as in tropospheric frontal systems.
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Fig. 7. Contours of electron density showing the edge of a sporadic-li
layer [Miller and Smith, 1978].



5. CONCLUSIONS

Investigation of midlatitude sporadic-L layers show that they are formed by the vertical convergence of
metal ions under the influence of a shear in the neutral wind system. The metal ions are of meteoritic
origin, the predt,tion of occurrence of sporadic-L. if ever possible, requires a much greater knowledge
of the neutral wind system in the dynamo region than is now available.
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THE SEASONAL AND GEOGRAPHICAL VARIATION OF EQUATORIAL SPREAD-F IRREGULARITIES

INFLUENCED BY AThOSPHERIC GRAVITY WAVES AND ELECTRIC FIELDS DUE TO THUNDERSTORMS

J. Rbttger

ax-Plnck-Inatitut fur Aeronomie

3411 Katlenburg-Lindau 3, Fed. Rep. Germany

SUMMARY

It is proposed that thunderstorm generated electric fields superimpose on the ionospheric electric field

and therefore could control the occurrence of equatorial spread-F irregularities. It is more likely, how-
ever, that steepened travelling ionospheric disturbances due to gravity waves generated by penetrative
thunderstorm convection are a determining factor for large-scale irregularity generation. An empirical
model, taking into account the global activity of tropospheric convection, is presented which can explain

some typical features of equatorial range spread-F occurrence.

I. INTRODUCTION

There is accepted evidence that atmospheric gravity waves (AGWs) generated in the troposphere and strato-

sphere can propagate into the thermosphere where they manifest themselves as travelling ionospheric dis-
turbances (TIDs). It has been shown that a connection between ionization irregularities of the equatorial
spread-F and atmospheric gravity waves exists (KLOSTERMEYER, 1978; RbTTGER, 1978a; BOOKER, 1979). The cou-
pling mechanism is the spatial resonance between ionization drift and travelling ionospheric disturbances.
Recent reviews (e.g. BASU and KELLEY, 1979; OSSAKOW, 1979; FEJER and KELLEY, 1980) call attention to this
mechanism.

By means of this resonance, which sets in if the phase velocity of TIDs equals the ionization (E xB)
drift velocity, amplitudes of TIDs may be non-linearly steepened so that they "break" into turbulence
(i.e. ionization density irregularities). Observations of spread-F irregularities (viz. radar, ionosonde,
HF-Doppler and transequatorial propagation) can be discussed in terms of this mechanism.

Since the spatial resonance mechanism can be accepted as a physical basis of distinct irregularity
features (viz. macroscale structure) and the microscale structure (viz. small-scale plasma irregularities)
is also governed by E x'B forces, we approach the position to explain temporal and spatial variations of
equatorial spread-F by applying knowledge of ionization drift and TIDs. There are two reasons why we expect
a connection between drift, electric fields and TIDs on the one side, and lower atmospheric phenomena on
the other. This incidentally leads to a connection between special features of the equatorial spread-F and
lower atmospheric phenomena.

(1) Superimposed on the ionization drift at the equator, caused by the dynamo effect, is a drift compo-
nent due to electric fields (E) induced by thunderstorms (e.g. HAYS and ROBLE, 1979). It follows that a
correlation between the variation of drift velocities, and consequently the occurrence of spread-F irreg-
ularities, and the thunderstorm activity is expected.

(2) It was shown (ROTTGER, 1977) that penetrative cumulus convection, which is connected to thunderstorm

activity (ROTTGER, 1980), is an effective source of gravity waves propagating from their generation region
in the troposphere up to the thermosphere. Here they are observed as TIDs which represent a basic condition

for the spatial resonance mechanism. Again a correlation between thunderstorm activity and spread-F irreg-
ularities is expected.

A more elaborate description of these mechanisms will appear elsewhere. In this paper, experimental

proof for these processes is presented by pointing to a correlation between the diurnal, seasonal and geo-
graphical variation of equatorial spread-F irregularities and convective (thunderstorm) activity. Origi-
nating mechanisms are dynamical processes (convection) in the lower atmosphere, the coupling mechanisms
are electric fields and atmospheric gravity waves, and one generating mechanism (in connection with plasma
instabilities) of equatorial spread-F structures is the spatial resonance mechanism.

2. AN EMPIRICAL MODEL OF EQUATORIAL SPREAD-F MORPHOLOGY

Assuming that gravity waves play a role as a seeding mechanism of equatorial spread-F (ESF), a probabil-
ity of the occurrence of large-scale ESF can be defined. To generate ESP irregularities by means of Rayleigh-
Taylor respectively E xB instability, a background plasma drift u corresponding to an electric field E is
required. To generate wavelike ESF disturbances, TIDs are necessary. Then the conditional probability for

large-scale wavelike ESF irregularities can be defined by the product of the occurrence frequency of TIDs

and an assumed normalized occurrence frequency of ionospheric plasma drift velocities. Admitting that steep-

ened TID structures are caused by the spatial resonance mechanism, this conditional probability is a funda-

mental of the spatial resonance effect which needs TIDe as well as plasma drifts. The spatial resonance
condition (ROTTGER, 1978a) then selects those TIDe with proper phase velocities matching the plasma drift
velocities. It is evident that a downward plasma drift, corresponding to a westward electric field, is re-

quired for spatial resonance. This vertical drift direction in observed most regularly in the post-sunset/
premidnight hours when the horizontal drift direction mostly is towards the east. Correspondingly, TIDe with

an eastward phase velocity component can excite the resonance mechanism in the post-sunset equatorial
F-region (e.g. RTTGER, 1978a).
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Figure 1

Relative TID occurrence, conditional probability distribution TID aDRIFT and
VHF scintillation occurrence SCINT (after WHITNEY and AARONS, 1976).

In Figure I the occurrence frequency of TIDs as function of day and season is shown, which was observed
by RTTGER (1978b) during the years 1969, 1970 and 1973 in the equatorial region of Africa. A broad TID
occurrence maximum is observed in the post-sunset hours during the southern sumer months from October to
March. These TIDs are most likely generated by gravity waves due to penetrative cumulus convection (RbTTGER,
1977), which is intimated in Figure 1 by the correlation of TID occurrence with the seasonal variation of
rainfall rate R in the observation area. The maximum of TID occurrence is connected with late afternoon/
early evening maxima of cumulonimbus rainfall activity over land (L). A smaller rainfall maximum is observed
in the morning hours, connected with a secondary maximum of TIDs. The normalized occurrence frequency of
TIDs is assumed to represent the probability distribution (TID) for a specific region. Knowing an average
diurnal variatior f the drift velocities u. and uz, which are normalized to their maximum values (Figure 1),
we can multiply it with (TID) to obtain (TI* DRIFT). The corrisponding diurnal and seasonal probability
distribution is shown in Figure 1. We find a diurnal variation of the probability (TID*DRIFT) which fits
to the observed average diurnal variation of ESF occurrence. The seasonal variation shows a broad maximum
from October to March with some post-midnight widening during the equinoxes. This can be caused only by
the variation of TID occurrence since the seasonal variation of the drift velocities was not considered in
Figure 1.

The model calculations can be compared with observations of scintillation activity which is related to
ESF activity. The scintillation distribution shown in Figure 1 was deduced by WHITNEY and AARONS (1976)
from observations of 254-MHz LES-6 satellite signals at Huancayo in 1972. We find a general similarity of
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Figure 2

Probability distributions: ITCZ - intertropical convergence zone, MAGN -
magnetic field controlled drift velocity, ITCZ* MAGN - conditional proba-
bility of travelling ionospheric disturbances in the intertropical con-
vergence zone and ionospheric drift velocity. VHF scintillation observa-
tions after BASU at al. (1976).



waft.

the model distribution and the observed scintillation distribution. By accepting that TIDs seed the ESF
bubbles, which cause the most intense scintillations (BASU and KELLEY, 1979), the fitting of model and
observations turns out to be not an unexpected result.

This result is supported by further computations of the geographical variation of ESF occurrence. The E -B
drift velocities in the equatorial ionosphere are controlled by the geometry of the earth's magnetic field B.
We assume in a simple approach that the probability to find adequate drift velocities fulfilling the reso-
nance condition has a maximum at the dip equator, and its latitudinal variation has a Gaussian shape with 30*
half width. The diagram, labelled MAGN in Figure 2, indicates the lines of constant probability for this model.
By taking into account the mean position of the ITCZ and the secondary convergence areas in January (NIEUWOLT,
1977) as well as the yearly average of thunderstorm days (LILJEQUIST, 1974), a model of TID occurrence can
be found. The obtained probability distribution is depicted in Figure 2 in the diagrams labelled ITCZ. A model
distribution is then computed, which is shown in the diagrams of Figure 2 labelled ITCZ *MAGN. The right-hand
diagrams show the distributions as function of dip latitude to enable a comparison with scintillation observa-
tions (OGO-6 data on 140 MHz, 19-23 UM , Nov.-Dec. 1969, 1970, deduced by BASU et al. (1976)). In spite of the
fact that the scintillation data are for November-December only and the ITCZ activity is a yearly average,
a general correlation of scintillation and model distributions is recognized. Largest occurrence maxima are
located over the continents of Africa and South America; a steep decrease west of the South American conti-
nent, low occurrence over the Pacific Ocean, and a minor maximum in the East Asia regions with gradual in-
crease towards the African continent are found. It generally follows that the described empirical model which
basically relies on the distribution of convective storms generating TIDs can give an appropriate explanation
of the seasonal and geographical variation of equatorial spread-F irregularities.

3. CONCLUSION

An empirical model is described which can explain features of large-scale equatorial spread-F irregu-
larities. A correlation between the diurnal, seasonal and geographical variation of spread-F irregularities
and convective thunderstorm activity is found. Originating mechanisms for this correlation are dynamical
processes (convection) in the lower atmosphere; the coupling mechanisms are electric fields and atmospheric
gravity waves. The empirical model, which bases on worldwide distribution of convective regions and empiri-
cal assumptions about ionospheric electric fields, does not claim to be exhaustive but can describe several
typical features of the morphology of equatorial spread-F irregularities.
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PLASMA INSTABILITIES IN THE ELECTROJETS

INSTABILITES DE PLASMA DANS LES ELECTROJETS

ABSTRACT

The electron density irregularities embedded in the equatorial and auroral electrojets have been
associated with plasma instability phenomena (two-stream and cross-field instabilities). These irregulari-
ties extensively investigated using VHF and UHF radars and more recently HF radars, at the equator and in
the auroral zone are often used as tracers of the electron velocity and the electric field in the elec-
trojets. A number of recent experimental results obtained in the equatorial electrojet in Africa with HF
radar are presented :long wavelengths measurements, counter-electrojet observations. At the light of these
experimental results a new classification of the electrojet plasma instabilities is proposed. Threshold
conditions and saturation of the instabilities are discussed for different equatorial and auroral configu-
rations as the validity of electric field measurements.

RESUME

Les irregularit~s de densit 6lectronique des electrojets 6quatorial et auroraux ont t associ~es
A deux types d'instabilit&s de plasma (instabilit6 a deux faisceaux, instabilit6 en champs croists). Ces
irr~gularit~s 6tudi~es de fa~on intensive A laide de radars VHF et UHF et plus r~cemment de radars HF,
en zones 6quatoriale et aurorale, ont souvent 6t utilis~es conmme traceurs du mouvement des 6lectrons et
moyen de mesure des champs 6lectriques dans les 6lectrojets. Des r6sultats exp~rimentaux obtenus r~cemment
par radar HF en Afrique sont pr,6sent,6s (influence de ]a longueur d'onde, observations du contre-6lectrojet)
et une nouvelle classificatiun des instabilit~s de l'bectrojet est propos~e d la lumi~re de ces resultats.
Les conditions d'apparition des instabilit~s Pt de leur saturation sont discut~es dans les diff~rentes
configurations, equatoriale et aurorale, ainsi que la validit des mesures de champ (?lectrique.

1. INTRODUCTION

Depuis la preiire association d'une instabilit6 de plasma A des irr~gularit~s ionosph~riques
dans Vlectrojet equatorial (BOWLES K. et al, 1963; FARLEY D., 1963) les 6tudes tant exp~rimentales que
th~oriques des instabilit~s de plasma dans l'ionosphere ont connu un d~veloppement considCerable au cours
des deux derni~res d~cades.

R~ceimient, plusieurs revues (FEJER, J.A., 1979 ;OSSAKOW S.L., 1979 ; FARLEY D., 1979 ;FEJER B.G.
and KELLEY M.C. , 1980) ont couvert les aspects th~oriques et exp~rimentaux, les ph~nom~nes 6quatoriaux et
auroraux et les irregularit~s des couches ionosph~riques E et F.

11 convient de noter deux orientations principales dans le cadre des 6tudes des irr~gularit~s des
6lectrojets:

a) 1'ftude de la physique des instabilit~s de plasma et de la turbulence associ~e qui connait
actuellement un d~veloppement important en particulier par les m~thodes de simulation numC-rique du milieu
(KESKINEN M. et al., 1979 ; OSSAKOW S.L., 1979).

b) 1'@tude de la dynamique (champs et courants) du milieu ionosph~rique consid~rant les irr~gu-
larit~s corme traceurs des champs 0lectriques et des courants. C'est ainsi que dans certaines conditions
les irr~gularit~s de 1'@lectrojet peuvent 6tre utilis~es pour mesurer les champs 6lectriques A 1'6quateur
(BALSLEY B.B., 1973) et en zone aurorale (GREENWALD R.A., 1977).

Un dernier aspect de 1l6tude des instabilitts de plasma dans les @lectrojets qui n'a t abord~s
que tr~s partiellement (RICHMOND A.D., 1973) est 1 influence des instabilit~s sur la r6sistivitL5 du milieu
et les sources qui lui donnent naissance (effet inhibiteur).

Alors qu'une large part des r~sultats initiaux sur les irr~gularit6S d fte obtenue A laide de
radars Doppler VHF et UHF, des experiences rtcentes effectu~es en Afrique A 1 aide de radars Doppler HF
ant permis d'6tendre le champ d'investigation des irr~gularit~s de l~lectrojet 6quatorial et d'obtenir
des r~sultats importants pour l'interpr~tation des processus d'instabilit~s donnant naissance A ces
irrtgularit~s (CROCHET M., 1980). Avec un objectif similaire, des 6tudes exp~rimentales HF (projet
S.A.F.A.R.I. :Swedish and French Auroral Investigation) viennent d'dtre entreprises en zone aurorale en
coordination avec les projets STARE et EISCAT (CROCHET M. et al., 1980).

Le but du present article est de presenter bri~vement le6tat de la connaissance des 1nstabilitts
dans les 6&ectrojets 6quatorial et auroraux en incluant les plus rtcents r~sultats des radars HF et en
comparant les conditions Lsquatoriales et aurorales.
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2. CONDITIONS DOCCURRENCE DES INSTABILITES

L'Lstude du spectre Doppler des Lechos radars observes A JICAMARCA A 50 MHz a permis d'identifier
deux types de spectres appel~s historiquement "Type 1" et "Type 2" (BALSLEY B.B., 1969) et associ~ss res-
pectivement a l'instabilitts a deux faisceaux (FARLEY D., 1963) et en champs croists (ROGISTER R.A. and
N. D-ANGELO, 1970). Ce W'est que plus tard (FARLEY D. and FEJER B., 1975) qu'il est apparu clairement qu'il
ny avait qu'une seule 6quation de dispersion ob les deux termes correspondant aux deux instabilit~is pr6-
c~dentes pouvaient alternativement dominer le spectre selon les conditions exp~rimentales (valeur du champ
6lectrique et du gradient de densit~s 6lectronique, longueur d'onde observae) coimme ii apparaltra clairenment
par la suite.

La thtorie lineaire des instabilit~s dans lVilectrojet a kC d~velopp~e, d'une part a laide de
]a th~orie cin~tique (FARLEY D., 1963), d'autre part a partir des 6quations fluides (BUNEMAN 0., 1963;
WALDTEUFEL P., 1965 ; ROGISTER A. and N. DANGELO, 1970 ; FEJER B. et al, 1975). Pour des ondes se propa-
geant perpendiculairement au champ magnetique et en n~gligeant le desplacement des ions et linertie des
electrons les termes reels et imaginaires de 1&Lquation de dispersion s'6crivent respectivement (FEJER B.
and M. KELLEY, 1980) -Io 

1

r -1 k' CSv~~ ] (2)TI7+ [w2Tk C5] L -k T-

wr 6tant la pulsation de l'instabilit6 sC-lectionn~se, r son taux de croissance,loe la vitesse de derive des
flectrons, r le vecteur d'onde, TI = veiliiavec ye, vi, Qe- rQ les fr~quences de collision et gyrofrO-
quences des flectrons et des ions, LN = N (BN/3z)-l la grandeur d'kchelle du gradient de densitO 6lectro-
nique (positive vers le haut a lC-quateur), C S la vitesse acoustique des ions, ky la comnposante du vecteur
d'onde (vers l'ouest a l'dquateur).

Avec 8 angle du vecteur d'onde et de la vitesse 6lectronique, Vph=(wr/k) vitesse de phase des
instabilit~s, on peut crire ph = V o C s a(3

La vitesse de phase des instabilit~ss donn~e par la th~orie lin~aire est donc proportionnelle a
la vitesse 61ectronique et a cos 0.

rV=1Ifl [wr2 _ k 2 C2 + 2F C kywr (4)

en posant

F = vio /2 ve L NC S(5)

avec

F = 1- 2 a 50 MHz, F = 0,25 A 10 MHz

pour L N = 10 Km et les valeurs usuelles des paran~tres ionasphA-riques.

Le premier terme entre crochets correspond A l'instabilit6 A deux faisceaux et le troisi~me A
l'instabilit6 en champs crois~s. Le milieu deviendra instable pour des vitesses de phase superieures A la
vitesse de seuil Vs donn~e par 1'6quation (6) (FARLEY D. and FEJER B., 1975)

Vs = C [(I1+ F 2) 1/2 - F] (6)

avec VS = CS pour les frdquences radar VHF et UHF correspondant aux grandes valeurs de k. Le terme en
champs crois~s qui est donc pratiquement n~gligeable en VHF et UHF (sauf pour de trds forts gradients de
densit6 Lslectronique de type E sporadique) sera tr~s important lors des observations de la ganue HF et
sera stabilisaleur ou d~stabilisateur selon la direction respective du gradient de densit6 LslectroniqueI
et du vecteur EX t . L'6quation (6) donnant la vitesse de seuil a 6t represent~se sur la Figure 1 en
fonction du nombre d'onde et du gradient. On constate:

- pour les garmes VHF et UHF (k > 1,2), ou en labsence de gradients importants de densit~s (LN > 50 Kmn) le
terme en champs croises est n~gligeable et la vitesse de seuil est @gale a la vitesse acoustique des ions
C S.

- pour la garmne radar HF et des gradients de densit6 habituels dans la region E (LN = 7 in), le terme en
champs crois~s modiflera tr~s largement la vitesse de seull pour les grandes longueurs d'ondes observ~es
par radar HF. Ce terme sera destabilisateur dans lel1ectrojet 6quatorial de jour oO ii abaissera alors
largement ]a vitesse de seuil. Dans 1lslectrojet de nuit pour des gradients irr~guliers (alternativement
vers le haut et vers le bas) le terme sera respectivement stabilisateur et destabilisateur. En p~rlode
de contre-@lectrojet, le terme en champs croisks sera d~stabilisateur et les grandes longueurs d'onde
ne seront excit~es que pour des vitesses 61ectroniques tr~s Cilev~es.
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En zone aurorale (Figure 2) la composante de gradient de densit6 parallele au terme en t X
sera une composition du gradient latitudinal et de la projection dans cette direction du gradient vertical
ce qul, compte-tenu de l'inclinaison du champ, conduira a une longueur d'6chelle 6quivalente de lordre de
50 Km. Leffet en champs crois~s d~duit de la th~orie lin~aire sera ainsi moins important en zone aurorale
qu'en zone 6quatoriale.

3. OBSERVATIONS DE L-ELECTROJET EQUATORIAL

En p~riode d'61ectrojet de jour la theorie lin~aire pr~voit que des que la vitesse de phase est
supOrieure A la vitesse de seuil, des instabilit~s doivent apparaltre dont la vitesse de phase est donn~e
par la relation:

Vph oe CSe(7)

En r~alitb, deux types de spectres dont les caract~ristiques contredisent ces previsions sont
observes:

a) les spectres de "type 1" apparaissent bien en VHF pour des vitesses de seull §gales a Cs. mais
la vitesse de phase Vth ne suit pas la relation (7) et reste constante et 6gale A Cs quels que s:,eL Voe
et cos 0 (BOWLES K. e~ al., 1963),

b) les spectres de "type 2" sont observes en VHF alors que l'6lectrojet est lin~airement stable.
Ils correspondent a des vitesses de phase qui suivent paradoxalement ]a relation (7) et ils peuvent donc
6tre utilises pour mesurer les champs 6lectriques (BALSLEY B.B., 1969).

Ces r~sultats ont 6t6 confirni~s et 6tendus a l'aide d'observations r~centes par radar HF

c) des spectres de "type 1" apparaissent en HF 6 des vitesses de seuil tgales A Vs (equation 7 -
HANUISE C. et CROCHET M., 1979), leur vitesse de phase reste 6galement limit~e a la vitesse de seull quels
que soient Voe et 0. Les r~sultats multifr~quence de la Figure 3 illustrent le bon accord entre 1'exp~rience
et la thoorie pour la valeur des vitesses de phase des spectres de "type 1" (-gales A cette vitesse de seull.
Ils permettent donc de g~n~raliser la notion de type 1.

d) les spectres de "type 2" observes en HF aux grandes longueurs d'onde sont sirnilaires A ceux
observes en VHF (HANUISE C. et CROCHET M., 1980).

Les caract~ristiques des spectres Doppler de "type 1" et de "type 2" sont illustr~es sur la
Figure 4 pour des r~sultats obtenus en Afrique A 14 MHz.

On peut donc conclure que lensemble des r~sultats obtenus par radar VHF et HF dans 1,61ectrojet
equatorial conduisent a deux paradoxes qui ont 6t la source de tr~s nombreux travaux theoriques:

- les ondes lin~airement instables ("type 1") ne suivent pas 1'@quation de dispersion

- les ondes lin~airement stables ('type 2") suivent 1'equation de dispersion

4. OBSERVATIONS DU CONTRE-ELECTROJET ET DE L'ELECTROJET AURORAL

4.1 - Contr Ictot
Lorsque le champ 6lectrique se renverse en periode de jour a Vquateur, le terme en champs

crois~s devient stabilisateur e,. le milieu ne devient instable que pour des valeurs tr~s 61ev~es de la
vitesse 6lectronique. Malheureusement, cette situation est exceptionnelle (un ph~snom~ne tous les cinq ans)
comme on peut le determiner a l'aide des observations magn~tiques des stations 6quatoriales (HANUISE C. et
al., 1979).

Cependant, apr~s de nombreuses tentatives infructueuses un tel Ov0nement a 6t6 d~tect6 par radar
en Ethiopie (CROCHET M. et al., 1979) (Figure 5). Les spectres Doppler observes illustr~s sur la Figure 4
pr~sentent les caractdristiques suivantes

a) les spectres de "type 2" n'apparaissent plus,

b) les spectres observes ressemblent par leur largeur aux spectres de type 1 rnais cette fois leur
vitesse de phase suit la relation (7) (proportionnalit@ a la vitesse flectronique et a cose ) comme illustre
sur la Figure 6. Ces spectres ont 6t qualifies de spectres de "type 0" pour prendre en compte l'ad~quation
de leurs caracteristiques avec les r~sultats de la theorie lin~aire.

4.2 - Elec trojet auroral

De nombreuses mesures radar ont 61t6 effectuoes en Alaska (ECKLUND W.L. et al., 1973 ;TSUNODA R.T
et al., 1974), Nouvelle Zslande (UNWIN R.L. and J. KEYS, 1975), Canada (HALDOUPIS G. and C. SOFKO, 1979)
et en Scandinavie (GREENWALD et al., 1978), A l'aide de radar VHF et UHF. Les caractoristiques spectrales
sont assez complexes et parfois difficiles a identifier A cause de la valeur elev~e des vitesses entrainant
des replienients du spectre aux fr~quences radar elev~ses. Cependant les caractoristiques principales sont
les suivantes (FEJER B. and M. KELLEY, 1980)
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- la vitesse peut despasser largement la vitesse de seull contrairement aux spectres de "type 1" efquatoriaux

- 1a vitesse est proportionnelle & cos *et A la vitesse e6lectronique.

Ces caractesristiques semblent similaires a celles des spectres de "type 0" observes lors du
contre-electrojet equatorial. Cependant, des re~sultats complementaires indiquent que les phenornenes sont
de nature differente

- les echos sont observes dans la direction perpendiculaire au courant,

- deux coinposantes spectrales (large et estroite) peuvent coexister,

- lorsque le vecteur d'onde seloigne de la direction perpendiculaire au courant, un plateau est observe

dans la vitesse de phase par les radars UHF.

5. BILAN DES RESULTATS ET TENTATIVES D'INTERPRETATION

Les resultats obtenus tant A le6quateur qu'en zone aurorale peuvent 6tre classe!s en deux grandes
categories

5.1 - Electrodet pr~sentant une turbulence & grande eschelle due A l'effet destabilisateur de
l'instabilite enE si cris. est asiuation qui prevaut a TTquateur avec deux types de spectres

- les spectres de "type 2" lineairement stables en presence de grandes longueurs d'ondes lineairement
instables qui peuvent degenesrer par cascade,

- les spectres de "type 1" lineairement instables mais satureas par un processus non lineaire.

5.2 - Electrojet sans turbulence grande echelle :cest la situation du contre-eslectrojet et
peut ftre de l'~cr~tarrrae ntp esete("type 0") correspondant & des ondes lineairement
instables.

En realite, malgre% des similitudes apparentes, la situation est certainement plus complexe dans
lel1ectrojet auroral que dans le contre-electrojet. En particulier, la presence d'ondes se propageant
perpendiculairenent au courant, alors que la thesorie lineaire ne prevoit pas lexistence de ces ondes,
a conduit certains auteurs (GREENWALD R., 1974) A suggerer un processus de cascade lineaire-lineaire,
identique a celui propose par SUDAN et al. (1973) dans l'electrojet equatorial. Dans ces conditions des
ondes primaires instables sont tout d'abord generekes dans un c6ne centres dans la direction du courant.
Ces ondes primaires ne seront pas detectees par les radars VHiF et UHF, seuls des radars HF pourraient
esventuellement les destecter par refraction lors d'une observation dans le plan du courant.Avec SUDAN et al.
(1973), GREENWALD (1974) fait l'hypothese que des irresgularites secondaires sont generees dans la direction
perpendiculaire au courant si lVon prend en compte coimne nouveau gradient local, le gradient de densite
des irresgularites primaires. Dans ces conditions, la vitesse de seuil secondaire s'e~crira:I

V 2 le CS 2 5 (8)

Q e Vi A2 p

avec A amplitude de modulation des ondes primaires, kS nombre d'ondes secondaires, k p nombre d'ondes
primaires. GREENWALD peut ainsi rendre compte des instabilites qui se propagent dans des directions
perpendiculaires au courant.

L'essentiel des theories a ete eslabore pour interpreter le paradoxe des resultats des spectres
de "types 1 et 2" observes A 1lquateur. Differents processus ont etes successivement ou simultanewnent
consideres pour interprEter ces paradoxes:

1) un effet quasi-linesaire (ROGISTER A., 1971 ; KAMENETSKAYA G., 1971) prenant en compte la diffusion des
electrons, rtduirait le champ de polarisation et la vitesse de phase A leur vitesse de seuil. Cette
thesorie particulielrement seduisante lorsque la vitesse de seuil observee en VHF esgale A CS sewublait uni-
que, ne peut en aucun cas rendre compte de la courbe de variation de la vitesse de phase des spectres de
"type 11 observes en HF (Figure 3).

2) la prise en consideration de la convection des ondes de plasma et de leur refraction dans le profil de
vitesse electronique (KAW P.K., 1972) laisse supposer que les radars ne detecteraient que les ondes de
plus forte amplitude qui sont marginalement stables 8 ]a sortie de la zone d'instabilites. Deux conside-
rations vont A lencontre de cette theorie:

a) les resultats lors du contre-electrojet devraient estre de meme nature que les resultats sur les
spectres de "type 1",

b) le taux de croissance llnesaire d'ondes de type 1 convectives est trop important (LEE K. and C.F.
KENNEL, 1973) et ces ondas dolvent Otre satureses par un autre processus,

3) les thesories non-llnealres et las simulations nuniesriquas ont par contra apporte des r~sultats fructueux
pour lintarpretatlon des spectres de "type 2". En particuliar les theories de la turbulence (SUDAN
at al., 1973 ; KESKINEN M., 1978) rendent blen cownpte des caractesristiques de ces spectres.
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Maiheureusement en ce qui concerne les spectres de "type 1V, les theories les plus sophistiquees
(LEE K. et al., 1974) ont Lstt elaborees en l'absence de turbulence grande 6chelle ; conditions dans les-
quelles l'expdrience a montr6 recemment que les spectres de "type 1V napparaissent pas mais ou, par
contre, des spectres de 'type 0" doivent 6tre observes.

En conclusion, si les interpretations thesoriques et les simulations num6riques sont satisfaisantes
pour les spectres de "type 2", Ia situation des conditions de "type I" et de "type 0" est beaucoup momns
claire et des simulations numeriques sont envisagees pour simuler ces differents resultats (KESKINEN M.,
commiunication privese). D'un point de vue physique, il est peu probable qu'un processus de limitation quasi-
lin~aire ou non-lineaire permette d'interpreter la variation de la vitesse de seuil des spectres de
"type 1" en fonction du noinbre d'ondes, par contre un processus convectif dans un milieu turbulent a grande
echelle pourrait rendre compte de cette dependance tout en s'affranchissant de la trop forte croissance des
ondes de "type 1" convectives qui se rencontre dans le milieu laminaire. Par ailleurs, une meilleure con-
naissance thiorique des processus auroraux semble necessaire.

6. DETERMINATION DES CHAMPS ELECTRIQUES

La vitesse electronique et le champ 6lectrique ont frequeewnent Wt deduits de la mesure de ]a
desrive des instabilites dans les 6lectrojets. Divers cas doivent Otre consideres:

1) "Type 0" - En zone equatoriale, il semble que les caract&istiques des spectres de "type 0" observes
Torsd'un fort contre-electrojet soient proches de celles prevues par la theorie lindaire. Elles
devraient donc permettre de determiner le champ 6lectrique ; maiheureusement, ces situations ne sont
qu 'exceptionnel les.

2) "Typ 2" - Les irresgularites de "type 2" ont des caracteristiques de vitesse de phase voisines de
Ve s )conmme les. simulations numesriques l'ont indique receninent mais ne suivent qu'une loi approche

(KESKINEN ut al., 1979) et ne sont utilisables que pour des vitesses inferleures 6 200 m/s

3) "Type 1" - Pour des vitesses eslevees apparaissent des irregularites de "type 1" dont la vitesse de phase
est constante et dont seul l'angle d'ouverture pourrait Wte utilises pour determiner la vitesse electro-
nique par la loi:

Veo CS (1 + 'i') / Cos 0

4) Zone aurorale - Les resultats de mesures radar et fusees simultanees (CAHILL et al ., 1978) permettent
d'accroltre le degre de confiance dans les mesures radar alors que la comprehension physique et
theorique des processus reste encore tres limitee. Par ailleurs la validite de la methode double impulsion
telle qu'elle est utilisee dans T'experience STARE impose des contraintes supplewnentaires sur la forme
et la puretes du spectre.

Des etudes compleamentaires sont donc necessaires sur la physique de la mesure par differentes
methodes, sur la nature des instabilites et sur les processus non-lineaires qui limitent la croissance
des instabilites. Des comparaisons ulterieures sont envisagees entre radars VHF (STARE) et HF (SAFARI) et
entre radars coherents (STARE - SAFARI) et incoherents (EISCAT) en zone aurorale. En zone equatoriale, une
experience coordonnee est prevue en 1982 au P~frou mettant en oeuvre, radars (VHF et UF) et mesures in-situ
par fusees.

7. CONTRIBUTION DES RADARS COHERENTS HF

Les radars cohesrents HF ont des A present permis d'obtenir un certain nombre de resultats sur les
instabilites de lelectrojet esquatorial:

- exploration des grandes longueurs d'onde du spectre d'instabilite (5 a 40 m) (HANUISE C. and CROCHET M.,
1978),

- v~rlflcation de ]a variation de la vitesse de seuil en fonction de la longueur d'onde (HANIJISE C. and
CROCHET M., 1979),

- generalisation de la notion de "type 1"

- dktermination des caractisristiques des irresgularites de "type 2" aux grandes longueurs (plus alseinent
simulables nwneriquement qu'aux courtes longueurs d'onde),

- observation d'un contre-electrojet et identification des irresgularites de "type 0"' (cette observation
auralt pu Atre esgalement effectuee par un radar VHF operationnel en de telles, circonstances),

- observation des ondes dans la direction du courant (CROCHET M. et al ., 1979).

Des resultats analogues devralent pouvoir etre obtenus en zone aurorale

- exploration des grandes longueurs d'onde (d~sjd effectu~e de 5 A 10 m ; CROCHET M. and HANUISE C., 1979),

- istude des instabilitis dans la direction du courant par refraction des ondes radio~slectriques,

- identification d'autres instabilites (ion cyclotron, instabilitess associlees aux courants parallfles .
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8. CONCLUSION

Les mesures r~centes par radar HF et en p6riode de contre-6lectrojet ont permis d'approfondir la
connaissance des irr~gularit~s dans l'6lectrojet 6quatorial. La contribution de la turbulence grande
6chelle due au terme d'instabilit6 en champs crois6s d~stabilisateur en temps normal, semble prLpondsrante
aussi bien pour interpreter les caracteristiques des spectres de "type 2" que de "type 1". En l'absence de
cette turbulence grande 6chelle, les spectres de "type 0" ont les caracteristiques prevues par la theorie
lintaire.

En zone aurorale, ]a situation est encore obscure et un panorama global experimental et th~orique
n'est pas encore disponible. Des travaux complementaires, aussi bien experimentaux que theoriques, sont
donc necessaires dans l'avenir pour r6soudre les problemes auroraux. Ces travaux devraient permettre d'ap-
porter des previsions sur la validite des mesures des champs electriques A l'aide des irregularites de
1'electrojet et sur ses fondements physiques.
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Figure 1I Condition de seuji prevue par la theorie lineaire. Representation de la vitesse
de phase normalisee a la vitesse acoustique lonique CS en fonction du nombre d'onde
k et de la longueur de6chelle LN du gradient de densit6 6lectronique pour un terme
d'instabilit6 en champ crois6 destabilisateur (courbes du bas en pointill@) et pour
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Figure 2 .Comparaison de la geometrie des champs en r~giol equatoriale
(gauche) et aurorale (droite) (d'apres BALSLEY et ECKLUND, 1972).



27-9

10.35

12.46

13.10

(NJ

-500 0 500

Figure 4 -Exernples des diff~rents spectres Doppler observes A 14.2 MHz A Addis-Abeba (Ethiopie)

- Ls1ectrojet fort .10.35 LMT - type 1 + type 2
- 6lectrojet faible 12.46 LMT - type 2 seul

18.36 LMT - type 2 seul

- contre-6lectrojet faible 13.10 LMT pas de6cho
- contre-@1ectrojet fort 15.20 LMT - type 0
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Figure 6 -Variation de la vitesse de phase des irr~gularit~s de type 0 comnpar~e A Ta
lol en case pr~vue par la th~orie 1intaire en fonction do 1'angle e et de
la distance de groupe (en kin) en abscisses.
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ABSTRACT

A multi-national auroral project for investigations of the dayside cusp aurora from Svalbard has

been carried out since the winter of 1978/79. The characteristics of the cusp emission have been studied
and the results are summarized. The occurrence and duration of discrete auroral forms superimposed on the

weak, permanent 630 nm belt have hitherto not always been separated from the clean cusp aurora. Special
attention is given to the dynamics of the dayside cusp aurora and the simultaneous occurring aurora in

the night sector in relation to the day- and night-side magnetic activity. The conclusion is that a day-

side current system exists and that it is associated with the position of the cusp aurora. The intensity
and movements of this current system are correlated with the nightside electrojet. It is suggested that

a discontinuity similar to the Harang discontinuity exists in the dayside cusp around magnetic noon.

1. INTRODUCTION

Only ground observations allow continous monitoring of location and dynamics of aurora with high
resolution in both time and space. A multinational project for optical observations of the dayside cusp

aurora from Svalbard - the only accessible region in the northern hemisphere which satisfies the obser-

vational conditions - was started during the winter 1978/79 (cf. Deehr et al., 1980). The project was
continued for another observing season last winter and plans are being laid for three additional years.

The possibility of carrying out simultaneous, coordinated optical measurements from two sites

(Longyearbyen, 78.2 
0
N, 15.6 

0
E; Ny Alesund, 78.9

0
N, 11.9

0
E), on the same geomagnetic meridian and separated

by 110 km, is another advantage at Svalbard. In addition, the stations are in the trans-polar meridian
chain of auroral observatories extending from Alaska through Canada and into Europe through Scandinavia.
This latter situation allows simultaneous day- and night-side observations, which are needed in order to

understand and explain the results.

In this paper we will first briefly summarize some characteristics of the dayside cusp aurora based
on recent observations. For a more detailed review the reader is referred to Shepherd (1979) and referen-
ces mentioned therein. Special attention will be given to the dynamics of the cusp aurora in relation to
simultaneous optical observations at night and geomagnetic measurements both day and night.

2. OPTICAL SIGNATURES OF DAYSIDE AURORA

The results presented in this section are obtained by combining the observatio.s from the multi-

channel, meridian-scanning photometers, the spectrometers, and the all-sky cameras. An overview of the
instrumental set-up, the geographic and geomagnetic coordinates of sites from where data are used, and the

participating research institutions for the expedition 1978/79 are listed in Table I. For a more detailed
description of the first results, the reader is referred to Deehr et al. (1980), Sandholt et al. (1980),

and Sivjee et al. (1980).

The dayside cusp aurora is characterized as a more or less stationary, subvisual belt with the

dominant emission at 630 nm, centered around magnetic noon. This enhanced red auroral 01 emission is a

consequence of the soft particle precipitation (typically 100 eV) (cf. Winningham et al., 1973; Doering et

al., 1976; Potemra et al., 1977).

The half-width of this red luminosity is normally between 0.5 and 3 degrees invariant latitudc, with
an average value close to I degree (cf. Fig. i). Thus, the aurora seems to be more narrow in structure
than satellite particle-data indicate. During quiet conditions around magnetic noon the 630 nm intensity

is typically between 0.2 and I kR, and therefore well below our visible threshold.

An unusually intense (above 30 kR) red-dominaed aurora was observed 30th November 1980 (cf. Fig. 2).
This spectacular cusp aurora was associated with a main geomagnetic substorm following a sudden commence-

ment (cf. Sect. 4).

Generally, the intensity ratio 630 nm/557.7 nm is well above 1, and particularly for a short periid

around geomagnetic noon (i.e. approximately 09 UT), this ratio approaches 10 or occasionally even 30. This
is asqociated with the "midday-gap", when the auroral green line at 557.7 nm is very weak (Cogger et al.,

1977'.

The accurate location and brightness of this red auroral belt can best be studied by coordinated

multi-channel, meridian-scanning photometers. Based on such observations, isophot plots of the type shown
in Fig. 3 are obtained. Here the red emission is shown as function of time and latitude. (In this draw-

ing the average height was assumed to be 225 km for the red line.) The position of the cusp is shown by

the heavy black line in Fig. 3 and the intensity by the various shadings.
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During magnetic quiet conditions, the stationary or quasi-stat ionary red belt is located around 76
to 80 degrees invariant latitudes, and it is normally recognized for about 8 to 10 hours centered around
geomagnetic noon (cf. Deehr et al., 1980).

Occasionally, visible, rayed arcs and bands - with lifetimes of 5 min. or less - are observed with-
in the cusp. These transient intensity enhancements are most frequent in the local magnetic morning and
early afternoon. Several of theseevents are observed simultaneously with nightside magnetic ictivity (cf.
Figs. I and 4). In these visual, transient forms the intensity of 557.7 nm (01) and 427.8 (N2 ING) rises

to several kR, while the hydrogen emissions seldom exceed 50 R.

For a discussion of the spectral characteristics of cusp aurora, cf. Shepherd (l97 ) and Sivjee et
al. (1980). Here we will only mention a few general features. Because the aurora is produced by low
energy electrons interacting with atmospheric constituents in the F-region and above, enhancements of
atomic emissions (i.e. the dominating constituents at the stopping altitude) and a redistribution of vi-
brational and rotational molecular emissions are typical for dayside aurora. Some of these interactions
leave atmospheric constituents in metastable states. Since collision frequencies in the F-regibn are much
smaller than in the E-region, some of these excited species in metastable states have a change to shed the
excess energy through radiative decay rather than losing it via collisional quenching. Hence, in the cusp
auroras, unlike in the nighttime auroras, the intensities of light from forbidden transitions are relative-
ly high and easily detectable.

In general, the hydrogen emission lines are very weak (typical 20 R) implying low energy proton
precipitations.

By combining the Ny Alesund and Longyearbyen measurements, it is possible to determine the height
of auroral emissions by triangulation. Because the 630 nm emission is diffuse in character and typical-
ly covers one degree in latitude, it is difficult to obtain reliable heights for the red cusp aurora. A
few events of more short-lived discrete arcs with intensities above 1 kP have been triangulated. Based
on these calculations the following conclusions can be drawn: +The heigit of maximum 630 nm emission
varies between roughly 200 and 250 km, while the peak of the N2 ING and the green oxygen line at 557.7 nm
are normally found between 140 and 160 km. The average widths of these discrete forms are less than 50
km.

It should also be pointed out that sunlit cusp aurora above 500 km have been found in a few events.
One example of auroral emissions from a partly sunlit atmosphere is shown in Fig. 5. ks illustrated in
this drawing the auroral form is divided in a sunlit upper part and a lower part emitted from the dark
atmosphere.

The spatial relationship of 427.8 nm, 557.7 nm, and 630 nm emissions is different from that
found on the nightside. The main 427.8 nm emission region is often at higher altitudes than the 557.7 nm
region. This is due mostly to resonance-scattered sunlight. However, 'mpact ionization cannot accouct+ +2Z + 2
for all of the N2 population and the process 0 ( D)+N + N2(A Z)+O is also important for the production
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of N2 in the quiet, midday cusp.

3. SIMULTANEOUS AURORAL ACTIVITY IN THE DAY AND NIGHT SECTORS

The size, shape and location of the auroras reflect the forces acting on the auroral particles on
their way into the earth's atmosphere. Unfortunately, it is difficult to accumulate enough coordinated
auroral observations from a large enough density of ground stations to study simultaneous day and night
variations along the oval.

The "trans-polar" chain of stations (cf. Sect. I) allows observations of auroral activity in the
day and night sectors, simultaneously. Cusp data from Svalbard have recently been compared with optical
measurements from Alaska by Deehr et al. (1980b), and one example is shown in Fig. 6. The photometer scans
of 630 nm for December 13, 1979 from Longyearbyen (LYR) and Poker Flat (PKR) have been aligned to show
north-south (N-S) motion of auroral forms - from a single station - as function of local time. The N-S
scans -re "stacked" in Universal Time with magnetic midnight and noon displaced by 2 hrs because the two
stations are not 1800 apart either geographically or geomagnetically.

The most striking feature of the simultaneous observations is the simultanity and similarity of the
auroras. The slow curve of the maximum through noon is the passage of the station under the oval, but the
poleward expansion on the nightside coincides with equatorward expansion on the dayside. Other examples
show that the quiet period can occur + 3 hrs on either side of magnetic noon.

These observations indicate a more intimate connection between the night- and dayside aurora than
one would anticipate assuming the separate and direct access of magnetosheath particles to the atmosphere
provided by the magnetospheric cleft.

4. LATITUDINAL MOVEMENTS (F CUSP AURORA IN RELATION
TO DAY- AND NIGHT-SIDE MAGNETIC SUBSTORM ACTIVITY

In this section we will first go through one event in fairly great details, while the general find-
ings will be sumnarized in the next subsection. A more detailed description is found in an article by
Sandholt et al. (1980) and in a manuscript by Sandholt (1980).

4.1. The January 15, 1979 substorm event

In Fig. 7 we have drawn some of the koy curves for this event. The H- mponents frpm the midnight
sector (the upper two panels) show a substorm event with the main phase occurring between 11 and 1145 UT.
This event started with a less marked growth signature (characterized by a slow negative trend in the H-
component) while the recovery phase follows the general substorm pattern.
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The simultaneous dayside magnetic disturbances are presented in the middle of the figure.
This is a post-noon event (magnetic noun is at 09 UT). We notice that the signature of the dayside-
substorm is different from the nightside and no marked onset of an expansion phase is observed on the
dayside.

The lower panel ows the width and the movements of the dayside cusp aurora as seen from
our sites at Svalbard. The latitudes of the magnetic observatories on the dayside are marked by dot-
ted lines in the figure. During the growth phase the disturbance appears to the north of Ny Alesund
(AH < 0 and AZ < 0) but moves equatorward and passes over our station close to 11 UT. A westward
directed equivalent current characterize the main phase. Notice that the center of this current
system is on the poleward side of the dayside cusp aurora.

After 1130 UT a positive bay in the H-component starts at Tromso while the Z-component there
is close to zero. From this we infer the growth of an equivalent current directed toward east on the
equatorward side of the red auroral arc. When the arc returns to higher latitudes during the phase
of recovery it crosses the latitude of Bjgrnoya at about 1245 UT. At this time the direction of the
disturbance vector detected at Bjorngya changes from southward to northward (negative to positive
bay). (The corresponding change at Hornsund takes place shortly after.) We can thus follow the move-
ment and direction of the dayside current system fairly accurately.

At Ny Alesund an increase in the parameter AZ/AH is recognized. These signatures indicate
that the whole system of equivalent currents moves northward during the recovery phase. Following
this interpretation, the eastward equivalent current to the south of the dayside aurora moves into the
field of view of the magnetometer at Bjorngya from 1245 UT.

Notice that the negative and positive bays recorded at Bjornoya are of similar magnitude (-
100 nT). Furthermore, the magnetic bays at Ny Alesund and Tromso in the post-noon sector are also
close to 100 nT, while the simultaneous nightside disturbance is typical 500 nT.

As Fig. 7 shows the equatorward movements of the cusp started before the substorm onset as
seen in the midnight and post-midnight sector. Furthermore, it should be mentioned that discrete
auroral forms are frequently seen in the vicinity of the sector where the magnetic disturbance vector
reverses.

4.2. Dynamics of the cusp aurora in relation to magnetic activity

Th. magnetic nightside recordings used here are carried out at two latitudinal chains of sta-
tions - one i.- Alaska (operated by University of Alaska) and the other in Canada (operated by Uni-
versity of Alberta) - separated by roughly 30 degree in longitude. The coordinates for some main
stations together with the three dayside magnetic observatories are listed in Table I. Even if we
don't have a complete global magnetic coverage, the number of stations used is better than in earlier
studies if this type.

The magnetic disturbances observed are not only affected by the ionospheric electrojet, but
effects of Birkeland and induced currents are also superimposed. Thus, the conclusions regarding
ionospheric currents - based on ground observations only - are questionable. However, a combination
of several ground stations gives valuable information about direction and position of equivalent
currents systems. With these limitations in mind, the following general findings of cusp, auroral
dynamics in relation to magnetic activity should be stressed.

1. An ionospheric current system exists in the noon and post-noon sector of the dayside cusp.
This current system is closely connected to the nightside auroral dynamics and the move-
ments of the dayside cusp aurora.

2. The magnetic substorm signatures observed within the cusp are typically a factor of five to
ten less intense than the simultaneous activity in the night sector.

3. The intensity of the dayside magnetic disturbance is enhanced in association with magnetic
substorms in the night. The dayside current system moves in latitude with the optical auro-
ra - equatorward during the growth and main phase and back poleward during the recovery
phase. This motion is correlated in time with the dynamic of the nightside electrojet.
An approximately one degree southward shift per 100-150 nT negative bay at the position of
maximum electrojet current on the nightside is observed.

4. The horizontal perturbation vector reverses from negative (southward) to positive (north-
ward) when we move along a meridian chain from north to south across the cusp. This mag-
netic discontinuity seems to occur near the latitude of maximum auroral luminosity. The
current reversal is therefore associated with the latitudinal position of the cusp aurora.

5. The equatorward shift of the cusp aurora starts at the early phase of tie nightside sub-
storm; typically 0.5 - I hours before the main expansion.

6. During the recovery phase the cusp aurora contracts to higher latitudes. The westward
current on the poleward side of the oval decreases in intensity when it moves northward

again in the late recovery phase. The eastward c~rrent on the equatorward side of the red
auroral belt is moving poleward during this phase.

The, observed dayside magnetic discontinuity resembles the larang discontinuity occurring in
thc ,vening and midnight sector (cf. e.g. Heppner. 1972; Schoufield and Nielsen, 1980).
Ihw.,v.r, the occurrenc,, and the latitudinal profile of this discontinuity seems to be some-
whar dilfer,nt from night to (lay.
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5. DISCUSSION AND CONCLUSION

The dynamics of the cusp au.'ora together with the intimate connection between night- and dayside
aurora can neither be explained only as due to magnetosheat plasma extending through the magnetospheric
cleft into the F-region - nor as a result of longitudinal particle drift from the nightside. (This con-
clusion does not reflect the more Lnergetic particles causing auroral absorption along the auroral zone;

cf. e.g. Berkey et al., 1974. An exoansion from Alaska to Svalbard (roughly 5.000 km) would give time
delays of the order of one hour, while our observations suggest that the dayside emissions occur simul-
taneously (within a few minutes) with tize substorm features on the nightside.)

The latitudinal motion of dayside cusp aurora in relation to simultaneous nightside magnetic acti-
vity was also pointed out by Eather et al. (1979). However, their model did not include dayside magnetic
activity. Our data indicate that the observed dayside current system and its close relation to the night-
side substorm must be crusial in any realisti.c model. Also the connection between ionospheric currents
and auroral dynamics in the dayside cleft must be included.

There is some evidence for the existenc, of another source region - the plasma mantle - respon-
sible for structurized dayside aurora and the associated Harang-type discontinuity. Deehr et al. (1980b)
have suggested a current system - patterned after a model by Yasuhara et al. (1975) - which provides
equatorward motion on the dayside simultaneously with the poleward expansion on the nightside. However,
more detailed studies - both experimental and theoretical - are needed in order to explain the complex
dynamics of the dayside cusp and its intimate 2onnection with the nightside substorm activity. Because
a high-latitude two-cell convection pattern is known to exist (cf. e.g. Heppner, 1977), one would prob-
ably expect a Harang type discontinuity also in the morning sector.
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TABLE 1. Instrument Type, Deployment, and Purpose for the Svalbard Expedition 1978-1979.

Instrument Institution Locationt Purpose

All-sky camera 135 mm. black and whitte) GIi LYR Location and orientation oftauroral arcs and bands.
All-sky cantera (16 mm. color) UT NYA

Mtniduian-scanssrng photometer GS I [YR Mapping of local tome position of redl (6300D A) rasp and
Mend tan-scattarag photometer us LYR discrete bands antd associated characteristic energy of
Mcrtdtan-scantmng photometer NIKF NYA precpiraltng pantscles.
Meridian-scanning photometer (St PKR. FYU

Zenith LLLTV NIKF [YR Morphology of futst-moving hands

Fabry-Perot interferometer (6300 A) Uip [YR Doppler witnd and temperatare of neatral F regton.

I- spectropbo~ometmr (3&0O-8700 A) Ut [YR Spectroscopic studtes ofvarioasatmosphercemsions
J-m spectrophotometer GI [YR

Magnetometer UT NYA Determination ofsubstorn-related effcts
M~gteto tU UT Will

Magnetometer UT TOS
Magnetometer chain (.seven instrument,% to (it AK

Alaskan Chatn)

Location Coordinates

Geographic Geomagnetic

Symbol [atitades [ongtuades Latituades [ongttudes

Geophysical Institate GIt
Norwegtan Institate of Cosmtc Phystcs NIKF
Ulster Polytechntc UP
University Saskatchewan us
Untversity of Tromso UT
Ny Alesand NYA 18.9 15.8 759 114.7
Longyearbyen [YR 78.2 It9 73.1 1294
Bigrmilya 8.10 14.5 192 71 3 110.5
TrosOs TOS 69.7 19.0 660 105.2
Alaskan Chain AK 63-80 -I50 629-89 -260
Poker Flat PKR 64.9 1480 649 2603
Fort Yukon FYU 66.6 145 3 60 26047

All menian-scannjng photometers include 42
7

8-A N2+16300-A 0 1. 5577-A 0 1. and,4881-A HI bets
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Figure 1: Dayside photometer observations from Longyearbyen. The relative intensity vs. eleva-
tion is shown for three of the channels. Panels A, C, D, and E represent the red-
dominated cusp aurora. The corresponding magnetic activity is shown in curves F and
G for Ny Alesund and the nightside stations, respectively. While curves D and E refer
to quiet conditions with the cusp poleward of Longyearbyen, the red-belt is south of
the site in the first 3 panels when the magnetic activity is high. In scan B a
strong auroral burst is recorded superimposed on the cusp, and the intensity ratio is
more similar to night aurora. This is likely due to keV-electron precipitation in
connection with distinct auroral forms. Universal time (UT) is used together with
abbreviation tM=magnetic local midday and MMN=magnetic local midnight (for the Alaskain
chain of stations). The calibration factors are: 630 nm=O.93 R/count, 427,8 nm=0.3
R/count, 557.7 nm=0.9 R/count, and R (486.lnm)=1.4 R/count.

A A

Figure 2: Au-sky pictures of daysie cusp aurora from the N alesund station.

•.. :..-- .:' \Figure 3: Isophot plot of 630 nim (01) emissiont s ff cas function of time and latitud e thrd
Gfr"'Asudadte ighd sheight of the emission was assumed

~~~~~~~~~~~~~to quie cond. li oitions wt h upplwr ofLngeryn the rdbl ssuho

stoguor bs i cusp is shown b the havv blat k li

connectio (nf. also Deehr ao alf( wi8th).aoo

chain~~~~~~~~~~Z ofsain) Ih airto atr r:60n=.3Rcut 2, s=.
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Figure 4: Photometer and spectrometer observations of a strong noon-time aurora
(panel A) and an intense post-noon burst (panel C). The UV-spectrum,
(340-400 nm) is plotted in curve B and D. We recognize the vibratio-
nal enhancement of the N 2ING (2,1) ani (3,2) bands in Spectrum B comn-
pared to D. The spectrum of the post-noon structures (D) are more
like that of nighttime aurora. The N2second positive band is enhan-
ced and dominate the 2+ ING bands in the cusp rayed arcs and bands. In
both B and D the spectrometer was pointing towards zenith and the

integration time was approximately 8 min.
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Figure 5: Photometer observations of dayside cusp aurora where three different
emissions art, plotted vs. elevation angle. Peak intensities are also
listed. In the upper left part of this figure a sketch of the partly
sunlit aurora is plotted.
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Figure 6: A comparison of simultaneous meridian Figure 7: This figure illustrates the lati-

photometer scans from dayside (LYR) tudinal movements of the cusp

and nightside (PKR) stations. The vertical scale aurora in relation to night and daytime

is hours in UT. Each scan represents the slant magnetic activity. The two upper curves

intensity of 630 nm (01) emission in the N-S meri- show the H-component as observed from the

dian of the station. nightside covering an area of 40 degrees in

longitude. The middle panel shows the Z and

H-component from the dayside stations. The

latitude position of the dayside cusp auro-

ra vs. UT is shown in the bottom curve. The
transformation from elevation angle (HSP-
records) to geomagnetic latitude in this

plot is based on the assumption that the

height of maximum volume emission rate of
the red cusp aurora (630 nm) is 200 km.
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ABSTRACT

We report here on efforts utilizing Atmospheric Explorer (AE) satellite data to establish whether coherent
waves in the gravity wave range are present in both neutral and ionized media in the thermosphere. AE-C
data in particular are shown (altitude 250km, circular orbit inclined 68°). Data consists of in situ argon,
helium, nitrogen and oxygen densities, plasma density and ion and electron temperatures. Filtering
provides the fluctuation signals for each which are spectrum analyzed for power and cross spectra. The
observed frequencies are essentially proportional to the spatial wavenumbers along the satellite track.
Scale sizes range from thousands to tens of kilometers.

Modeling efforts to determine the temporal characteristics, direction of propagation and other wave
parameters from the spectra were made with little success. Unfortunately, efforts to find near simul-
taneous ground measurements to corroborate wave characteristics have been fruitless so far. On reviewing
the data it was found that turbulence-like structure over the full range of wavelengths is present with
different spectral indices for each measured density and temperature. These appear to be consistent in
all data studied to date. Wave packets are present superimposed on top of this turbulence structure in
all data channels, (densities and temperatures), many of which exhibit excellent correlation with each
tither.

1. INTRODUCTION

Since the hypothesis of Martyn (1950) 30 years ago, it has been generally accepted that many, if not all
traveling ionospheric disturbances (TID's) originate from gravity waves in the neutral atmosphere. Ions
are presumed to be dragged by the neutrals, and in this way exhibit the wave characteristics of the neutrals,
but with contraints due to the earth's magnetic field. In spite of many measurements of meteor trails,
rocket experiments and radar neutral scattering experiments, there has been almost no direct evidence to
confirm this postulate from ground measurements, because of the difficulty of remotely measuring the
neutral medium in the upper atmosphere. The wide acceptance resulted from indirect evidence, such as the
measured velocity, scale lengths, periods and the direction of phase propagation (Hines, 1960).

Direct evidence is more likely in space, since spacecraft provide a suitable platform for making observa-
tions of both neutrals and ionization. Yet the simultaneous observations of both media has only become
available in more recent years, so that published results are few. Two examples are Dyson et al (1970)
who use Explorer 32 data and Reber et al (1975) using Atmosphere Explorer C (AE-C) data. I; the first
reference the fluctuation in the total neutral density is compared with the fluctuation in the electron
density. In the second, two examples are given; one compares the fluctuations in the densities of argon,
nitrogen and helium, and the other compares the fluctuations in the densities of argon, nitrogen and the
ions and the fluctuation in the electron temperature. Both examples were for elliptic orbits for which
the altitude changes rapidly. These limited cases depend on visual examination of the records to convince
oneself that correlated motion exists.

Nevertheless, it Is apparent in the examples of the latter paper that the fluctuations of helium are quite
different from those of nitrogen or argon in that helium appears at times to be about 1800 out of phase
with the other two gases. Also, the amplitudes are different with the amplitude of argon about twice that
of N2 and that of helium about half that of N2. This behavior has been found to be consistent with the
theory of gravity waves involving more than one species for thermospheric conditions (Gross and Eun, 1976
and 1978a; Dudis and Reber, 1977; Del Gento et al, 1979).

A more recent example involving just neutrals (Hoegy et al, 1979) utilized AE-E data. The interpretation
and analysis was more sophisticated than a visual treatment. In that work a wave is identified and all
wave characteristics are derived. However, the theory of their modeling is not fully explained. Further
examples for neutrals were given by the authors of this paper at various meetings of the American
Geophysical Union and URSI (Cross and Reber, 1979; Gross et al, 1979; Huang et al, 190) based on AE-C
data. Some of these results will be presented in this paper along with newer material.

We have been studying data from many orbits of the AE-C satellites, those that are near circular and at an
altitude of about 250 km. Circular orbits were chosen to eliminate the effects of altitude variations on
the observed fluctuations. There is evidence of correlation in the fluctuations of all neutral species
and ionization in every case examined. Since the satellite moves very rapidly (- 7.8 km/sec) through the
medium, the measurements essentially provide the spatial distribution of the measured quantities. The
variations exhibit scale lengths typical of gravity waves and are presumed to be such waves, Both large
scale (thousands of kilometers) and smaller scale (hundreds of kilometers) waves are observed. The scales
of the waves are determined by spectral analysis using power spectra and cross spectra derived by the
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maximum entropy method (Ulryck and Bishop, 1975). Generally, the stronger spectra are for the larger
scale waves.

The AE satellites provide in situ measurements of the density and drift velocity of argon, helium, nitrogen
and oxygen as measured by the Neutral Atmospheric Composition Experiment (NACE); neutral temperature for
these species from the Neutral Atmospheric Temperature Experiment (NATE); plasma density and ion temper-
ature by means of the Retarding Potential Analyzer (RPA) experiment; plasma density and electron temper-
ature by means of the Cylindrical Electron Probe, as well as other experiments (Dalgarno et al, 1973).
Many of these measurements are essentially simultaneous, making direct comparison of the measured
properties and their fluctuations meaningful. Data utilized are available in two different sample
intervals: 15 second averaged data from the so-called "UA" files and approximately 1.5 second samples
from the so-called "GU" files.

Our goal was to determine whether observed wave structures are auroral in origin, so we emphasized AE-C
circular orbit data because that satellite is in a high inclination (- 680) orbit. Though AE-E has yield-
ed much data, its low inclination orbit is more suitable for non-auroral-connected events, which are of
interest as well.

2. EXAMPLES OF DATA AND SPECTRA

Examples shown in this paper are illustrative. They are taken from data measured during two orbits of
AE-C, orbit 5133 on January 20, 1975, and orbit 5359 on February 3, 1975. In both cases the altitude was
approximately 250 km. Data for complete orbits are shown based upon 15 second averaged data samples, as
well as the higher data rate 1.5 second samples for the study of regions in each of the hemispheres.

Complete orbit data are shown in Figure 1. This figure is a composite made up of the time variation in
orbit of a number of data channels for orbit 5133, consisting of nitrogen particle density, electron
density and ion and electron temperatures. Universal time in seconds is along the abscissa and ranges
from 28000 to 34000. The ordinates for all the channels are logarithmic. Fluctuations are evident in all
cases, but correlations between these fluctuations is not clear from this record. (Vertical lines in the
N2 and Ne (CEP) graphs are due to spurious computer effects.)

One obtains the fluctuations by extracting the low frequency or background content from the data shown in
Figure 1. This is done by passing the data through a lowpass filter and subtracting its output from the
original data. Such filtering is readily done digitally. We utilize the relative fluctuation rather than
the fluctuation. The relative fluctuation is obtained by dividing the fluctuation by the background, the
output of the lowpass filter as a function of the time in orbit. Figure 2 shows the relative density
fluctuations for the complete orbit 5359 for nitrogen, argon, helium and the ionization. The figure also
provides the fluctuation in the electron and ion temperatures. In contrast with the variation in total
quantities in Figure 1, the fluctuations in Figure 2 exhibit, on visual examination, some degree of
correlation.

Stronger evidence of correlation may be observed in the power spectra for these same data channels, not
shown here. These are plots against the Doppler frequency in Hz along the abscissa. Since the satellite
moves so much faster than the phase velocity of a wave, this Doppler spectrum is essentially kvcosO,
where k is the wave number, v is the satellite velocity and e is the angle between the wave normal and the
satellite path. Therefore, for fixed v it represents the component of the spatial distribution as given
by kcose. Such spectra are calculated at evenly spaced frequencies by the computer and shown as lines.
There are many common lines in the spectra of the various data channels, particularly for the stronger
lines. Strong lines are found for the Doppler range from about 0.003 Hz to about 0.008 Hz. For a
satellite velocity of 7.8 km/sec this frequency range corresponds to a horizontal wavelength range of
about 2600 km to 975 km., assuming the satellite track and wavenormal are coincident. Since 8 may not be
zero, the actual wavelength range may be smaller. Apparently such long wavelength waves are present on a
worldwide (full orbit) scale. There are also common spectra in the hundreds of kilometer range, though of
much smaller intensity.

The shorter wavelengths (hundreds of km) are much more apparent in the spectra of 1.5 second data samples.
An example of power spectra for orbit 5133 for the northern latitude range 55* to 00 is shown in
Figure 3. The Nyquist frequency is 1/3 Hz, and the strongest lines are evident from about .025Hz to about
.040 Hz, corresponding to horizontal wavelengths of about 300 km down to about 200 km. Smaller scale
structure are also evident.

Further evidence for correlation of the various data channels for orbit 5133 in the same latitude region
(55* to 00) is shown in Figure 4. Here the co- and quadrature spectra are shown for each data channel

relative to nitrogen. (The power spectrum of a data channel x(t) of total sample time T is
Cxx(f) = l/TIX(f) 

2
, where X(f) is the Fourier transform and f is the frequency. The cross speitrum

between two data channels x(t) and y(t) for total data samples of time T Is given by Cxy(f)- X (f)Y(f)/T,
where X(f) and Y(f) are the Fourier transforms of x and y and the asterisk means complex conjugate. The
real part of C is the co-spectra, and the imaginary part is the quadrature spectra (Jenkins and Watts,
1961).Y'tt is evident from the strong lines of these spectra that the various channels are not in phase,
phaseshift being given by the arctangent of the ratio of the quadrature spectrum to the co-spectrum for
the same Doppler frequency.

The amplitude and phase spectra are derivable from the co- and quadrature spectra, the first by taking, the
square root of the sum of the squares of the two spectra and the second as explained above to obtain the
phaseshift. These spectra are of use In modeling the wave perturbations and their characteristics. By
dividing the amplitude spectrum by the power spectrum of nitrogen at each of the major cross-spectral
frequencies, the amplitude of the relative response of the particular geophysical parameter analyzed
(density of neutrals or plasma,or temperature) to that of nitrogen is obtained; that is,1Y(f)/X(f)I,if x
is the nitrogen fluctuation and y is the particular parameter of interest. Of course, this division ohly
makes sense if we are dealing with a coherent wave. The phase spectrum of a channel provides the phase
response relative to that of nitrogen. For the most significant frequencies, one may deduce the missing
characteristics of the wave by appropriate modeling using the relative phase and amplitude responses of
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the various channels. The Doppler frequency only provides the spatial wavelength along the orbital track.

It is not necessarily the horizontal wavelength of the wave. Thus, by modeling one, in principle, is able

to deduce the wave's temporal frequency, horizontal wavelength, direction of travel relative to the

orbital path, the velocity of propagation and the vertical wavelength. A knowledge of these parameters

together with the wave amplitudes is of great importance, since it would permit some deductions of the

energy and momentum transported by the waves.

Bands of strong frequencies are common. Modeling of such adjacent lines should provide redundant informa-

tion as though all are from a common source. However, it is a characteristic of the maximum entropy

method (Ulryck and Bishop, 1975) to cause spreading of these bands and to introduce uncertainty as to

their structure. As a consequence one should not take each line as exact. Instead, the average over

several lines may be preferable. Mote work in spectral data analysis in this regard is needed.

Data were analyzed using the modeling techniques as described below. The techniques were only applied to

neutrals, because the theory of modeling the ionization requires further study incorporating the
magnetic field.

3. FIXED LAYER MODELING ANALYSIS

A full scheme of modeling wave solutions should include localized sources, multiple constituents and at

least an altitude varying background atmosphere. In addition, winds and horizontal non-uniformity may

play important roles. A problem of this complexity has not as yet been solved. However, parts of it
have been treated. In the literature solutions have been given for two constituent atmospheres with
vertical non-uniformity in density (Del Genio et al, 1979), and for vertical non-uniform density and

temperature and mean mass and height dependent collision frequencies (Gross and Eun, 1976, 1979a and b).
Solutions have also been given for two constituents with all these non-unifornities and localized sources

(Gross, 1980). None of these solutions exhibit the degree of variation present in the measured data.

Gross (1980) has shown that the spectra derived in the theoretical problem for two species is quite

smooth and sl,,wly varying with wavelength and temporal frequency. It is not clear then whether the degree

of variation exhibited in spectra as in Figure 4 is due to the stochastic nature of the source or to

propagation effects caused by variations in the medium.

Modeling was attempted using a locally homogeneous medium about the satellite's altitude to avoid these

difficulties. We call this method the fixed layer analysis. In this analysis one assumes a gravity
wave moving through an atmosphere with given background characteristics at an altitude of 250 km:

temperature, teoperature vertical gradient, mean mass, density for each constituent and collision fre-

quencies between species. These values are obtained either from the measured data or else from models of

the atmosphere for the particular time of year, location, solar cycle year, etc. The MSIS models (Hedin

et al, 1977a and b) were used for this purpose. Densities were obtained by averaging over the measured
data for the portion of ,rbit being modeled. Mean mass was also obtained from the average densities or
else from the MSIS models. An atmosphere if more than two species is treated with two fluid theory by
taking one (atomic oxygen), or a combination (atomic oxygen and molecular nitrogen), as a major species
and each of the others (helium, argon), in turn, as minor. The gravity wave's characteristics are deter-

mined by the major constituent, and the response of helium or argon is relatable to that of the main
species from the two fluid thoory (Gross and Eun, 1976; Dudis and Reber, 1977; or Gross, 1980, for example).
When the main constituent is a mixture of atomic oxygen and nitrogen, the same two fluid theory provides

the eigenvalues appropriate to the gravity wave-like solutions for this mixture as well.

Thus, for orbit 5359 at southern mid-latitudes one obtains the complex relative responses of argon to

nitrogen and of helium to nitrogen, as explained in the discussion on the cross spectra, for each Doppler

frequency. These relative responses consist of amplitude and phase information as shown in Figures 5
and 6, respectively. Here the Doppler frequency is plotted as a harmonic number rather than frequency,

since the latter is discrete. The fundamental is 1.3021 mHz. The lines in these figures are for the most

significant responses, all others being weaker, noisy or uncertain due to possible noise.

With these relative responses for each Doppler Frequency, one has sufficient information for a model,

neglecting wind effects and assuming horizontal uniformity, to find the corresponding wave period,

horizontal wavelength, direction relative to the orbital path and the vertical wavelength. The method of

defining the wave consists of scanning an appropriate range of wave periods and horizontal wavelengths to

find that wave which cames closest to matching the argon and helium relative responses. A minimum mean

square error based on the in phase and quadrature components of the responses was used as the criteria;

that is, the differences between the calculated and the measured in phase and quadrature components were
squared and summed for both argon and helium, and the sum was minimized. There are two solutions for each

frequency, one for an upgoing wave, the second for a downgoing wave. Table I exhibits the wave solutions
for the data of Figures 5 and 6 for phase-wise downgoing waves. Wave solutions for 15 Doppler frequencies,
shown as harmonic numbers, are given. These frequencies are adjacent to each other, and one would expect

waves of similar characteristics. Instead, the table shows a complete scatter in the periods and
horizontal wavelengths, (shown as Ix). Furthermore, one cannot determine the wave direction relative to

the satellite path, 0, for most cases, since the best solutions give cos a > 1. The measured and calcu-
lated amplitudes for the argon/nitrogen and helium/nitrogen responses, shown as A/N, and He/N 2 in the

table, are considerably different. The fit is poor; the errors are comparable to the measured v:ilce5.
Similar results are obtained for phase-wise upgoing waves, for the other parts of the same orbit and for

other orbits. If one averages adjacent lines to compensate for the peculiarities of the maximum entropy

method and models the resulting values, similar results are obtained averaging three at a time, four at a

time, etc. Varying the temperature or the collision frequencies by + 10% yields no improvement.

Thus, the modeling attempts were unsuccessful. The medium may he far too complex for the assumptions.

Data for thousands of kilometers must be used to analyze waves of several hundred kilometcrs wavelength.

Undoubtedly, winds, wind shears and horizontal non-uniformity are not inconsequential , er such distances.
Further, the greater the distance from the source, the more Is the change in wave cho.acteristics

(Chimonas and Hines, 1970). To model all these effects requires Information not readily available, and,
even if available, dIfficult to incorporate. We cannot rule out noise in the data, as well.



When we started this program we were optimistic that we could determine the characteristics of the waves
from the satellite measurements because of the number of simultaneously measured quantities. These negative
results, however, lead us to believe that it is essential to correlate spacecraft and ground measurements
to find all the characteristics of the waves, temporal and spatial. Unfortunately, to date we have not
been able to find suitable ground experiments functioning during a satellite pass over the station when
events occurred.

-.tother approach has been to review the data in a different fashion. This has led to the discovery of
new, possibly important, characteristics that had not originally been appreciated, nor possibly known at
all before, as far as these authors can determine. Though these new results are preliminary, they may
hopefully lead to a much better understanding of the mechanisms at work and their relationships to
important geophysical aspects, such as magnetic storms, solar cycle variations, season, etc. These find-
ings will now be explained.

4. LARGE SCALE WAVE DISTRIBUTIONS AND TURBULENCE

By a very simple process, that is, by replotting the spectral data shown in Figures 3 or 4 on a log-log
graph, an unappreciated feature became evident. In this paper we show this only for the power spectra.
All are for the northern latitude range 55' to 0' of orbit 5133. We see similar featur,,s in other parts
of the same orbit and for other orbits.

The power spectra of N2 , 0 and electron density ne are plotted versus the harmonic frequency number in
Figure 7 through 9. They are shown as dots on the graphs. Those below about harmonic number 20 are in
the lowpass filter range and should be ignored; the fluctuations of interest are those from harmonic
number 20 and up. Harmonic number 20 corresponds to a wavelength of 300 km along the orbital path. Also-a
shown on each graph is a best logarithmic straight line fit. Such a fit is expressible as An , where A
is an amplitude constant, n is the harmonic number and a is the spectral index characterizing the wave
number decay rate. The fits for Figures 7 - 9 are based on the spectrum from n = 25 to n = 100. The
deviation of the spectra in these figures is, except for some discrete values of n, relatively small.
The values of a for these three fits are -5.3719 for nitrogen, -3.14128 for atomic oxygen and -2.1401 for
the electron density. Curiously, the ratio of the value of a for nitrogen to that for oxygen is very close
to the ratio of their molecular weights. Not enough data have been analyzed to establish whether this is
real or a coincidence.

Do the fits in Figures 7 - 9 imply a turbulence-like spectrum for these large scale waves? The graphs
are really wave number plots, and as such they are reminiscent of eddy distributions (Monin and Yaglom,
1971), but for much larger scale lengths. It is also possible that such spectra are representative of a
stochastic source and therefore not turbulence. It may originate from non-linear interactions in the
region in and about the source. In any event, it is believed that strong non-linear interactions must be
involved, whether turbulence or source derived.

Plots similar to those of Figures 7 through 9 were made for helium and the electron temperature. These are
not shown here. The fit for helium for the spectrum between n = 25 and n = 100, as in Figures 7 - 9, has
the exponent a = -0.1645. This line yields a power spectral density almost independent of wavenumber,
like white noise, and corroborates a noise-like distribution evident in data, particularly beyond n = 50.
If a fit is made between n = 25 and n = 50, one obtains a second line with an exponent a = -1.45. A close
examination of the data shows that there is a decreasing spectrum in this range of n. Apparently at
shorter wavelengths noise dominates over the decreasing spectrum suggested by the second fit. This latter
fit is probably not very accurate due to the influence of noise. Though not shown here as well, the
fluctuation vs. time data for helium in this portion of the orbit, unlike that in Figure 2 for helium,
appears quite noisy, implying that the NACE instrument was limited by the noise level in this measurement
of helium. Nitrogen and oxygen are more abundant, so that noise does not appear to be a problem. The
electron density measurements are from another instrument, the cylindrical electron probe.

The spectrum for the electron temperature is even noisier than that of helium. Two fits are also suggested.
One is for n = 25 to n = 50 for which the exponent is positive and small (a = 0.342), as is expected for
white noise. The other fit is for n = 25 to n = 40. This fit was computed because there seems to be a
decreasing spectrum in the range. Its exponent is a = -2.31. What is interesting is that the elimination
of just 10 frequencies from n = 41 to n = 50 produces this change. In contrast, the computation cf fits
for ranges other than n = 25 to 100 for nitrogen, oxygen and the electron density causes minor modification
of their exponents. As for helium, the correct fit for the electron temperature spectrum is uncertain.
At best, one can only conclude there is some hint of a decreasing spectrum that becomes overwhelmed by
noise as the scale size decreases. As far as these authors know, such an electron temperature spectrum is
the first of its kind ever deduced in natural plasma. Unfortunately, room does not permit its inclusion.

Over the range n = 25 to n = 50 there appear to be significant departures in the various spectra from their
straight iine fit at or near particular values of n. These departures or deviations may imply a wave
system sitting on a turbulence-like spectrum. The features are made evident by plotting the difference,
or residuals, vs. n on linear plots. Figure 10 shows these differences for nitrogen, oxygen and the
electron density. The match of the peaks in these differences, between those of nitrogen and oxygen, is
excellent, and that for the electron density is quite good. We find this match even though the maximum
entropy method tends to broaden any peaks. The first large peak in all three of the residuals is at a
wavelength along the orbit of about 272 km. The second peak (missing in the electron density spectrum)
is at about 240 km. The third, fourth and fifth peaks are at about 190km, 150km, and 133 km, respectively.
Though speculative, this group could be indicative of a wave packet moving through the medium.

The deviations for helium and the electron temperature are shown in Figure 11, based upon the n - 25 to 50
fit for helium and the n = 25 to 40 fit for the electron temperature. Though there is some degree of
overlap with the spectra in Figure 10, the wide excursions are not surprising in view of the noisiness of
the data for these two channels. These spectra are not considered too reliable.



5. CONCLUSIONS

The negative results that were obtained in attempting to model the fl-tuatlons in the neutrals as gravity
waves is not surprising in view of the complexity of the wave struct,:, seen in Figures 7 to ]].

Apparently, non-linear processes, probably associated with strong stochastic sources in the au:oral region,
and possibly from meteorological sources, are at work producing a turbulence-like spectrum in the gravity
wave range stretching from wavelengths of many hundreds of kilometers down to the smallest scales
observable before noise dominates, on the order of tens of kilometers. Work with complete orbit data also
suggests that the turbulence-like structure extends to waves of thousand of kilometers in wavelength. The
exponents of the spectra for each of the neutral constituents, the plasma and electron temperature are of
different values in the limited examples given here and the few others that have been investigated. 'hy

this is the case is not clear, but might arise from non-linear cascading processes and loss mechanisms
associated with diffusion. There is much theory to be investigated here. It is not clear how or it these
waves are propagating. Are the waves stationary, are they propagating in all directions or from the
sources outwards? The deviations of Figures 10 and 11 suggest that wave packets are propagating on top
of turbuience. It is conceivable that such wave packets would be observed as a traveling ionospheric
disturbance on the ground.

A most interesting future investigation will consist of the statistical study of these characteristics and
how they may relate to geophysical aspects, such as the year in the solar cycle, seasonal effects,
magnetic storms, solar sector boundary crossings, etc. There is also a need to study similar character-
istics in the equatorial region, as is possible with AE-E data, for relationships to the equatorial
electrojet and meteorological events.



REFERENCES

CHIMONAS, G. and C.O. Hines (1970), Atmospheric Gravity Waves Launched by Auroral Currents, Planet.

Sp.Sci.i8, 565-582.

DALGARNO, A., W.B. Hanson, N.W. Spencer, E.R. Schmerling (1973), The Atmospheric Explorer Mission,

Radio Science 8, 263-266.

DEL GENIO, A.D., G.Schubert, J.M.Strauss (1979), Characteristics of Acoustic-Gravity Waves in a

Diffusively Separated Atmosphere. J.Geophys. Res. 84, 1865-1879.

DUDIS, J.J. and C.A.Reber (1977), Composition Effects in Thermospheric Gravity Waves, Geophys.

Res. Lett. 3, 727-730.

DYSON, P.L., G.P. Newton and L.H.Brace (1970), In Situ Measurements of Neutral and Electron Density Wave

Structure from the Explorer 32 Satellite. J.Geophys. Res. 75, 3200-3210.

GROSS, S.H. (1980), Model Analysis of Large Scale Wave Structure as Observed by AE Satellites, paper

SAI00, Spring Meeting of the American Geophysic,l Union, May 22-27, Toronto, Canada, EOS 61, 322-323.

GROSS,S.H. and H.Eun (1976), Traveling Neutral Disturbances. GRL 3, 257-260.

(1978a), Traveling Neutral Disbuibances and Minor Constituent Particle Mass.

J.Atm.Terr.Phys.40, 183-193.
(1978b), Relative Phase and Amplitude Response to Gravity Waves of Minor Species

in the Thermosphere. Geophys., Astrophys. Fl.Dyn. 11, 131-140.

GROSS, S.H. and C.A.Reber (1979), Wave Structure in the Neutral Species Observed by Atmospheric Explorer

Satellites, paper SA-29, Spring Meeting of the American Geophysical Union, Washington, D.C., May 28 -

June 1, EOS 60, 331-332.

GROSS, S.H., C.A. Reber and F.Huang (1979), Large Scale Waves in the Ionosphere Observed by the AE

Satellites, Session H-l, paper 5, National Radio Science Meeting, 5-8 November, Boulder, Colorado.

HEDIN, A.E., J.E.Salah, J.V.Evans, C.A.Reber, G.P.Newton, N.W.Spencer, D.C.Kayser, D.Alcayd6, P.Bauer,

L.Cogger and J.P.McClure (1977a), A Global Thermospheric Model Based on Mass Spectrometer and Incoherent

Scatter Data. MSIS 1. N2 Density and Temperature. J.Geophys. Res. 82, 2139-2147.

HEDIN, A.E., C.A.Reber, G.P.Newton, N.W.Spencer, H.C.Brinton and H.G.Mayr (1977b), A Global Thermospheric
Model Based on Mass Spectrometer and Incoherent Scatter Data, MSIS 2. Composition. J.Geophys. Res.82,

2138-2156.

HINES, C.O. (1960), Internal Atmospheric Gravity Waves at Ionospheric Heights, Can. J.Phys. 38, 1441-1481.

HOEGY, W.R., P.Dyson, L.E.Wharton and N.Spencer (1979), Neutral Atmospheric Waves, GRL 6, 187-190.

HUANG, F., C.A.Reber and S.H.Gross (1980), Large Scale Waves in the Atmosphere and Ionosphere Observed

by the AE Satellites. Paper SAlO1, Spring Meeting of the American Geophysical Union, May 22-27, Toronto,

Canada, EOS 61, 323.

JENKINS, G.M. and D.G.Watts (1968), Spectral Analysis and Its Applications. Holden-Day, San Francisco,

California, pp.210, 216-222, 341-348.

MARTYN, D.F. (1950), Cellular Atmospheric Waves in the Ionosphere and Troposphere. Proc. Roy. Soc. A201,
216-234.

MONIN, A.S. and A.M.Yaglom (1971), Statistical Fluid Mechanics: Mechanics of Turbulence. Vol. 2.

The MIT Press, Cambridge, Mass., p.
2
01.

REBER, C.A., A.E.Hedin, D.T.Pelz, N.E.Potter and L.H.Brace (1975), Phase and Amplitude Relationships of

Wave Structure Observed in the Lower Thermosphere. J.Geophys. Res. 80, 4576-4580.

ULRYCK, T.J. and T.N.Bishop (1975), Maximum Entropy Spectr~l Analysis and Autoregressive Decomposition.

Rev. Geophys. Sp.Phys. 13, 183-200.



TABLE I

A d Ca/N,, l It-t

HAL rI'1101 i L' Pt- i ,d Ax +

Nu, r iu,, ki A N 1 He/, / iA N, "'

16 106 26)6 x I . '.9 (.7

!7 (2, 1200 x 1.6 2.) 3.8 1.,0

18 2896 5400 3.8 9.0 10.9 10.4

FIXED ILAYER ANALYSIS

19 10 120 670 1.1 18.2 8.7 ?5.7
250 km Southern ,Mid-Latit udes

AF-C Orbit 53511 20 628 13000 x 2.1 5.8 5.9 7.2

buw iuing ' P lsewise W4ay. 21 84 1100 x 1.2 12.4 4.8 0.8

2 2 18 170 50* 9.1 24.3 18.8 8.6

23 11 88 700 6.7 13.5 14.2 7.8

24 11 60 76' 5.0 4.5 2.1 3.3

25 200 1460 , 8.6 12.9 7.1 10.5

26 10 315 x 3.5 16.9 2.1 24.5

27 57 1190 x 2.6 18.8 7.9 25.3

28 70 1570 x 2.8 15.1 7.1 21.7

29 188 5400 x 3.0 8.6 6.4 12.7

30 1 10 38 72 1 1.] 12.3 1.3 5.2

DATA MEASURED FOR ORBIT

5359, AE-C, 75020

DATA MEASURED 2
FOR ORBIT IN

5133, 75020 RELATIVF DENSITY 2

FL, oL, UATION 0

10 
9  --- - - -

V N2  -2
NITROGEN I0

DENSITY (cm-3) ELECTRON f
TEMPERATURE

08 1-~~ I FLUCTUATION

'0Fne 0

ELECTRON 106 (R3PA) 4

05 RELATIVE DENSITYD I ( FLUCTUATION

107 - 4L-] -
ne 50-

ELECTRON 1- (CEP)

DENSITY (cm
-

) "A ION TEMPERATURE 5

05 lFLUCTUATION
- 5

10'4 "5,0 2

T, 2

ION (RPA) RDe

TEMPERATURE (N) RELATIVE DENSITY

T0 
I--- FLUCTUATION .

28000 I 30400 32800, 28500 3 70900 333 00I

29200 31600 3J4000 29700 32100 34500TIME (SECONDS) R TTIME (SECONDS)

IP T ( 11. FLUCTUT ,i 0
,1,i it don , i, , -i It ' ,i



030

POWER X -

- 015 N2

- 030

002 5133 MEM/GU 29800

POWER Y 0 -

001 -0

- 002
08

04-

POWER Y 0

- 04n

- 08
008

004

POWER Y 0
004- He

008

02

0i

POWER Y 0

0 1333 1.2667 I
0667 2000 3333
FREQUENCY

Figure 3 Power spectra for a part of orbit

5133, 550 to 00 latitude.

00 30r 0030

0015- N 2 -O 0015 N 2 -0

0 - 0

-0015 - 0015 -

0030 - 0030

08 02

04 N 2 -ne 01 N2-ne

0 O0

-04 - O

CO-SPECTRA 
QUADRATURE - 02

0050- SPECTRA oo6 N

0025 2 003 - N2 He

0-0

-0025 003

-0050- - ___ -. ____00i

02

01 N 2 - Te N- NT

0 --

- 01 - ,

333 2667 1 0 1 1 3 2667
0667 2000 3333 0667 2000 3333
FREQUFNCY FREQUENCY

F VIgjr v 4 Co- jd , oil, r 1 1 lit . pIr I I i r I o

da t.I ' I I, I I I I Ic I t Iv



7 AAO9b 119 ADVISORY GROUP FOR AEROSPACE RESEARCH AND DEVELOPMENT--ETC F/ A4/1
THE PHYSICAL BASIS OF THE IONOSPHERE IN THE SOLAR-TERRESTRIAL S--ETC(U3
FE8 R1

UNCLASSFFIED AGARD-CP-295 N4 EhEE ~m

I Monossonhh
EEEEE~mEEE

EEEEEEEEEE~hEEE



11111 1.28 __ 2.5

1111IL25 _.4

L IIIIi

MICROCOPY RESOLUTION TEST CHART

NATIONAL SUREAU OF STANDARDS ]9f,3 A

L. 13 .. ' m
I. 40 flh,,



29-9

200

U)
[ORBIT 5359, -55* TO 001 W

26-

24 Cn LJ 16 2 30
a0 0 1 +

aW 22 - A/N 2  1 14 I18 2022 28 32

20 - -- He/N 2  It_ -loo-
1. 18 ,.

IL I 'A/N 2
164I -200
14-

12 I I I I 200
z oI Iiii

z 8I jW 100i
2 6-~l~ll I

In Mw n 100W 4-1.11.4
z1 2224 30 32

0 j-100
0 4 a 12 16 20 24 28 32 36 401

HARMONIC NUMBER, n 00 He/N 2

HARMONIC NUMBER, n

Figure 5 Amplitude ratios of argon to nitrogen Figure 6 Phase spectra associated
and helium to nitrogen for significant with the amplitude
lines of the cross spectra, orbit 5359, spectra of Figure 5.
southern mid-latitudes.

I0-- I0 - 0- i

9.4986XI0
4 n-5"

3 7 19

.02 10-2- 10-2-
2.5594n

- 3.14128 :

z 10-3," :_ 10-3 - 1-3-," . • .; **.

,-[ . . ". , .E

4 10-4 10-4

Wa.

. 5,8154n-2.1
4 0 1

n- " " .< ~ BQ I0
" , "". 10-5- 10

-
5-

i0-6 10-6 ".. 0_ s ,

NITROGEN POWER ATOMIC OXYGEN POWER ELECTRON DENSITY
SPECTRUMP SPECTRUM

i0_7O SPECTRUM . . . .. O.
0 10 100 1000 0 10 100 1000 0 10 100 1000

HARMONIC NUMBER, n HARMONIC NUMBER, n HARMONIC NUMBER, ni

Figure 7 Power spectrum of nitro- Figure 8 The same as Figure 9 The same as
gen vs. the harmonic Figure 7 but Figure 7 but
number n for data of for atomic for the
Figure 3. Beat fit line oxygen, electron
based on the spectra density.
from n - 25 to 100 is
shown.



29-10

RESIDUALS RESIDUALS

NITROGEN HELIUM

2-2

RESIDUAL
(MULTIPLY) ,

BY 10-2M RESIDUAL I

0- [MULTIPLY)
201 30 40 5 \BY 10 3  

-
- I -. 201 30 50 60

20 6

20 ATOMIC OXYGEN I

16 -2

12

RESIDUAL ORBIT

(MULTIPLY) 8- 5133, 29800
By io-4

4-

2.0 ELECTRON TEMPERATURE

20 50 40 50 60

-41 1.5-
-4

ELECTRON DENSITY 1.0

,6 RESIDUAL

(MULTIPLY) .5-

RESIDUAL 4B

(MULTIPLY)
By 10-2)2.2 3 4 60 G

0- -.5-

20 '30 40 50 60

-2 -1.0
HARMONIC NUMBER, n HARMONIC NUMBER, n

Figure 10 Plots of residuals of spectra Figure 11 The same as Figure 10 but for helium
in Figure 7 - 9 in the range and the electron temperature.
n = 20 to n - 50.



30-I

THE GENERATION AND PROPAGATION OF ATMOSPHERIC GRAVITY WAVES WITH SPECIAL

REFERENCE TO RADIO PROPAGATION

T.B. Jones
Department of Physics
University of Leicester

Leicester, U.K.

SUMMARY

Atmospheric gravity waves are known to propagate at ionospheric heights where they produce localized
distortions in the electron density distribution known as travelling ionospheric disturbances (TIDs).
These electron density perturbations can modify the characteristics of ionospherically propagaed radio waves
and hence the performance of any radio system which utilizes this type of propagation.

It is generally assumed that the auroral-zone is the major source location of atmospheric gravity waves
since, at these latitudes, particle precipitation events can inject appreciable amounts of energy into the
atmosphere. Furthermore, perturbation of the atmosphere can take place due to Joule heating and Lorentz
forces which are characteristic features within the auroral oval. Recent experimental evidence suggests
however that important source locations other than those in the auroral zone can exist.

The propagation of atmospheric gravity waves has been studied for many years and the propagation character-
istics are well established. Ray tracing methods have been evolved which enable the passage of the gravity
wave to be traced through any given atmospheric model. The wave characteristics are however critically
dependent on atmospheric parameters such as the neutral wind, temperature etc. The usefulness of these
analytical techniques is thus constrained by the validity of the atmospheric model adopted. At present, the
lack of "real time" models is a major constraint in predicting the influence of a gravity wave as it
propagates away from its source. Because of these difficulties, recent attempts to correct for the influence
of these irregularities on radio direction finding systems have involved real time monitoring of the
ionosphere in order to detect the extent of the TID activity.

The object of this paper is to review our knowledge of the source processes and their locations and to out-
line the well established theory of gravity wave propagation. Attention is also given to recent work aimed
at minimizing the influence of these disturbances on radio systems.

1. INTRODUCTION

The ionosphere is frequently perturbed by wave-like fluctuations which travel for appreciable distances
and are generally referred to as travelling ionospheric disturbances(TIDs). These irregularities are a
consequence of the propagation of internal gravity waves in the upper atmosphere which induce electron and
ion motion through neutral-ion collisions.

Experimental evidence (e.g. Georges, 1967) indicates that two types of TIDs exist which are referre to as
medium and large scale respectively. The large scale events travel at high speeds (300 to 1000 ms ) and
usually consist of a periodic wave train containing 1 to 3 cycles. Their occurrence is generally associated
with magnetic storm activity and they tend to be observed most frequently for a few hours after sunset at
temperate latitudes. Their sources lie in the auroral zone and they propagate equatorwards, being dissipated
before reaching the opposite hemisphere.

Medium scale TIDe are frequently observed and very few days occur when no medium scale TIDs are present.
They travel at horizontal speeds of 100 to 300 ma

-1 
and are not strongly correlated with magnetic activity.

This type of TID sometimes exists as a non-periodic disturbance and sometimes as a wave train consisting
of several cycles. The wave train features are frequently associated with tropospheric disturbances such
as those due to strong weather fronts. The source of medium scale TIDs is not well known and tropospheric,
mesospheric and electrojet sources have been suggested. The waves are dispersive and can change appreciauiy
as they propagate over distances of a few hundred kilometers. The periods of the gravity waves range from
about 20 min to 1 or 2 hours.

In addition to the gravity waves a number of short period (T < 3 min) waves are also present (Davies & Jones,
1972). These are acoustic waves but are not considered further in this review although many of their
properties are related to those of the gravity waves.

The object of this paper is to discuss the propagation of gravity waves in the upper atmosphere and their
influence on the ionosphere. Attention will also be given to possible wave sources and their likely
locations. Finally, the influence of the resulting ionospheric disturbances on a number of radio wave
systems will be considered.

2. PROPAGATION OF GRAVITY WAVES IN THE ATMOSPHERE

The equations that govern the dynamics of the atmosphere can be derived from the conservation laws and
written as:

+- + V. ( 0e M1) conservation of mass .... 1)

-- t Vp +01 conservation of momentum ....
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The variables in the equations are the mass density p = Po + PSI temperature t = t+ t1, pressure
p = p + p1 and fluid velocity .1. The ambient values have zero subscripts and the primes denote the
flucttations. a is the acceleration due to gravity and I is the ratio of specific heats.

Hines (1960) has considered the fluctuation of the isothermal atmosphere to have space and time variations
of the form (p1/p), (P /PC), v/tl, proportional to exp(i(Mt - k z - 4ti) + - ) where x, y and z define a
rectangular coordinate system. Using this representation solutign of 1quatiAs I to 3 leads to the
dispersion equation

k %-1) k 0 a .... 4)

up c1

where c is the speed of sound and can be expressed as

c3  = .. 5)

0 is the Brunt frequency

2 = Y J)g ... 6
b 

6)

C

and tM the acoustic cut-off

W a = ca 7)
a 4c 41?

These equations together yield a description of a plans acoustic-gravity wave propagating in an isothermal
atmosphere.

The spatial dependence of the wave involves oscillations as functions of x and z coupled with an exponential
dependence on height, erp( z-). Thus there is an exponential growth of the wave as it moves upwards through
the atmosphere to regionsof small p and P. This can be physically interpreted-as a consequence of the
conservation of energy since the available energy is distributed between fewer molecules as the wave propa-
gates upwards.

A wave packet composed of these waves travels with group velocity V which can be determined sinceg

V = a = (, aw 8V9x ;k v Is k
z x

so that the angle between the group velocity and the horizontal 0 can be written as

tan0 = Vgz = - tz .... 9)

ThS dispersion relationship is illustrated in Fig. 1 in which the normalized horizontal phase velocity
K/ckx) is plotted against the normalized period b for each ascent angle 0. For real k and m theS x
value of k is either purely real or purely imaginary. Imaginary k Z corresponds to an evanescent wave
whose amplftude either grows or decays exponentially with z and for which the energy flow is horizontal.

For real values of k there are two regions of the spectrum in which real waves exist. When W/ >> 1
the waves are compresalional isotropic sound waves, (acoustic waves), which satisfy the relationsh p

s k = 2(k + ka') .... 10)

If a < Wa no acoustic waves can propagate and 5 is the acoustic "cut-off" frequency. For 5 > W > W
no internal waves exist but for s < W internal gravity waves can propagate. If w - w b botd buoyancy
and compreasional forces determine thebcharacteristics of the waves, however, if W «<Sb the buoyancy
forces dominate.

In the limit S << b and /ckx << 1 the dispersion relationship simplifies to giveII
kt = k W b .... 11)
z x

Vg z
and -= tan0 = .... 12)

Vg1  S

Moreover V1  k .... 13)

V k.x= a

so that . = 0 .... 14)

For this limiting came the gravity wave consists of a wave packet propagating obliquely upwards containing
within it transverse velocity oscillations which grow exponentially as the wave propagates. The phase
fronts propagte downwards, perpendicular to the motion of the wave packet as a whole. This situation is
illustrated in Fig. 2 after Hines (1960).
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3. PROPAGATION IN A REAL ATMOSPHERE

The real atmosphere is not isotropic since temperature and mean molec~lar weight vary with height.
Furthermore the dissipative effects of viscosity, thermal conductivity and ion drag will also modify the
propagation characteristics of propagating acoustic-gravity waves. The temperature-height variation will
produce a corresponding variation in the sound speed, the scale height and in w The change in molecular
weight will affect the acoustic cut-off a.

Propagation in this type of atmosphere is usually considered by dividing the atmosphere into a number of
slabs in each of which the temperature is assumed constant (e.g. Pierce, 1966). The reflection and trans-
mission coefficients of the wave at each slab boundary are determinedand a summation for all the slabs is
undertaken to derive the total effect. The existence of multiple layers normally requires the application
of iterative techniques such as those described by Hines and Reddy (1967). The reflection conditions for
the case of an atmosphere composed of two isothermal regions is illustrated in Fig. 3- Waves in the shaded

area propagate in the lower region (region 1) but are evanescent in the upper region (region 2). This
implies total reflection at the boundary between the two regions for waves in the shaded area of the
figure. Waves above the shaded area will be refracted at the boundary according to Snell's law.

As already stated, the reflected wave will be considerably influenced by dissipative processes. The wave
equation can be generalized to include the effects of viscosity and thermal conductivity to give

3t_-+ V.(p !) -- 0 .... 15)

P0  " = -eW +P gi +  bv i + - V.v' .... 16)=1 37 ox"'" l i
p T' = .( T') - V'

P 'RTO PRT
P - - + * .... 17)

where 0 is the coefficient of viscosity and X is that of thermal conductivity, assumed to be slowly varying
with height.

The dissipative effects of both viscosity and thermal conductivity generally increase with height. At low
altitudes the effects of these loss processes can generally be neglected, but as the wave moves upwards
through the atmosphere their influence increases rapidly. The wave loses its energy at a rate depending
on the atmospheric model, wave period and frequency. This effect has been considered by Francis (1973,
1975) and his results are illustrated in Fig. 4 in which the horizontal velocity perturbation due to the
wave is shown with and without dissipation. The solid curve shows the instantaneous phase structure, while
the broken curve represents the envelope within which the phase structure propagates as a function of x
and t. The dash-dot curve indicates how the envelope would appear in the absence of dissipation. The two
curves in Fig. 4 begin to deviate from each other at about 150 km illustrating the importance of including
dissipative effects in calculations of gravity wave propagation in the ionosphere.

4. THE INFLUENCE OF GRAVITY WAVES IN THE IONOSPHERE

Movements of the neutral atmosphere will induce changes in the electron and ion densities of the ionosphere
since the neutral and charged particles are coupled by collision processes with time constants l I sec.
This time is much shorter than the gravity wave period (- 20 sin) thus the ions and electrons would have
the same fluid velocity as the neutrals if other parameters such al the earth's magnetic field did not
influence their behaviour. qince the ion gyro frequency (> 100 s- ) is much larger than the ion-neutral
collision frequency (r 10 s- ) in the F-region the electrons and ions are constrained to move along the B
field with a velocity

v'= .... i8)
e E

The compressions and rarefactions of the electron gas in the magnetic field direction can be represented by
the continuity equation

n' . v') 0 .... 19)

where n = n + n 0 is the electron density.e co e

The disturbance produced by the gravity wave of Fig. 4 in a Chapman layer where Z = 300 km and
H_ = 50 km has been calculated by Francis (1973). The resulting changes in the-Rectron density
dfflribution are shown in Fig. 5 which indicates considerable structure in the height variation. This
occurs because the electron density fluctuation at a given height is approximately proportional to the
vertical gradient of the ambient electron density at that height. The discussion outlined above holds
near the F-layer peak (200-400 km) but breaks down at lower heights due to the effect of electron lce
processes.
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5. SOURCES OF GRAVITY WAVES

5.1 Medium Scale TIDs

These disturbances can be produced by a variety of sources. Among the naturally occurring sources are
changes in the auroral electrojet, tropospheric weather systems and earthquakes (e.g. Brekke (1979),
Baker and Davies (1969), Davies and Baker (1965)). Man-made sources such as nuclear explosions, have
also been identified (e.g. Baker and Davies , 1968).

Consider the generation of gravity waves by the electrojet. Sudden movements of the electrojet current
!L produce a Lorentz force J x B which couples to the neutral atmosphere by collisions to produce gravitywaves. Joule heating by the electrojet can also provide source processes for gravity waves.

The gravity wave generation from an impulsive source has been discussed by Chimonas and Hines (1970),

Francis (1973) and others. Fig. 6 illustrates the medium scale period response in th atmosphere to an
upper atmosphere source. In this example due to Francis (1973) a current surge of 1 0 amp in the auroral
electrojet has been assumed. Two families of waves are emitted from the source corresponding to those
which (a) propagate directly upwards into the F-region and (b) those which initially travel downward, are
reflected at the earth's surface and then travel upwards into the F-region.

At a given height and time the disturbance due to the earth reflected waves appears as a wave packet whose
wavelengths are relatively constant. The average horizontal wavelength (XX) increases almost linearly with
distance from the source. The disturbance always appears as a wave train, the number of cycles being
approximately constant. The gravity waves which propagate directly into the F-layer without being
reflected at the earth's surface produce a quite different type of disturbance. In this case they appear
an isolated fluctuations rather than as conventional wave packets. Both direct and earth reflected waves
are dispersive, but for the earth reflected waves the propagation path into the F-layer is considerably
greater than that of the direct waves. The earth reflected waves appear in the F-layer as a relatively
monochromatic wave packet. The direct waves have less time to disperse and to separate the various
spectral components into different regions of space. As a result, the response approximates more to a
single pulse than to an elongated wave packet. Both types of response are observed experimentally in the
ionosphere.

5.2 Large Scale TIDe

In addition to the medium scale disturbances described above, a localized atmospheric source will also
give rise to a discrete spectrum composed of several families of guided modes, one of which produces the
so-called large scale TIDs. The features of these modes and their ducting mechanisms have been discussed
by several authors, e.g. Pitteway and Hines (1965), Friedman (1966). Ducting will occur at heights in the
atmosphere where there is a marked gradient in the sound speed e.g. when there is a steep temperature
gradient. For a simple atmospheric model consisting of two isothermal regions but different in temper-
ature, the long period waves are non-dispersive and the kinetic energy will maximize at the temperature
discontinuity and decrease exponentially above and below this level. The well-known Iamb mode will be
excited at the atmosphere-ground boundary. However, the kinetic energy of this mode decreases exponen-
tially with height and at F-region levels it is greatly attenuated and its influence can be neglected.

The long period gravity waves propagate into the upper atmosphere and disturb the E and F layers of the
ionosphere. These modes travel along the steep temperature gradient at the base of the thermosphere and
can leak energy to regions above and below this level. The energy flow is nearly horizontal and the waves
are dissipated by viscosity and thermal conductivity effects. The magnitude of these loss processes
decreases with increasing wave period and the energy flow becomes more horizontal. The propagation of
the modes is critically dependent on the thermal structure of the atmosphere and major changes can occur,
for example, between day and night conditions.

The period of large qcale TIDs ranges from 30 sin to 3 hours and they travel at speeds ranging from
300 ms to 1000 m" . Their phase surfaces tilt forward in the direction of propagation with an upward
component of the energy flux. These large scale events are well correlated with magnetic disturbances
which suggests auroral zone sources. These properties of large scale TIDs are consistent with the
postulation that they are generated by long period ducted gravity waves as discussed above. These ducted
modes are dissipated over distances of less than one quarter of the earth's circumference. The longer
the period of the mode and the higher its speed at a given period, the further it can propagate. Thus,
large scale TIDs tend to be long period, high speed waves which travel great distances.A typical example of
the distortions of the isoionic contours produced by ducted gravity waves is reproduced in Fig. 7 from
the work of Francis (1973).

It should be noted that the propagation of both long and medium scale TIDs are influenced by neutral
atmospheric winds. There is evidence (e.g. Morton and Essex, 1978) that the neutral wind can act as a
gravity wave filter. As a consequence medium scale TIDe tend to be observed only when propagating in
directions which are opposed to that of the neutral thermospheric wind.

6. EFFECTS OF TIDs ON RADIO WAVE PROPAGATION

Gravity waves travelling in the upper atmosphere produce time varying distortions in the isoionic contours.
Theme in turn can affect the characteristics of radio waves propagating through the ionosphere and
consequently, the performance of radio system utilizing this type of propagation can be modified. It
is not possible to discuss every type of radio system but a number of examples are now considered to
illustrate these effects of TED activity.

(a) Changes in layer reflection heights. The redistribution of the electron density produced
by the TIDe can be observed on vertical incidence ionogra s. A time sequence of ionograss illustrating
the change of reflection height caused by a TID is reproduced in Fig. 8. By reducing the ionograe to
true height profiles the time variation of the levels of constant electron density can be investigated.
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A plot of the isoionic contours derived in this way is reproduced in Fig. 9, which clearly shows the
4 oscillatory nature of the TID and the increasing amplitude of the disturbance with height in the iono-

sphere. These changes can affect the propagation characteristics for an oblique incidence signal,
particularly if the frequency is close to the path MUF.

(b) Fading and focussing. The TID disturbance gives rise to concave and convex distortions of
the isionic contours as illustrated in Fig. 9. These features will generally produce focussing and
defocussing respectively in a reflected signal. Fading of the signal is observed, the period and depth
of which depends on the path geometry relative to the TID. Short paths are particularly affected, though
marked TID effects on long transequatorial paths have been reported by Rottger (1972).

(c) Doppler frequency shifts. During a travelling disturbance the reflection point of a radio
wave is displaced and consequently the optical path between transmitter and receiver changes during the
event. This change of ray path produces a frequency shift Af in the reflected signal of magnitude

X dt

where X is the free space wavelength and 1 is the time rate of change of phase path. The travelling
disturbances produce characteristic quasi-linusoidal signatures in frequency-time recordings as indicated
in Figs 10(a) and (b) for medium and large scale TIDs respectively. The frequency variations in the
signals received from four transmitters separated by approximately 100 km are reproduced in the figure.
Note the time delays between the various features from which (and a knowledge of the transmitter-receiver
geometry) the TID vector velocity can be determined by triangulation. The magnitudes of the frequency
shifts produced are quite small but can be significant for some applications, particularly where phase
stability is important.

d) HF direction finding. It is now possible to construct an HF radio direction finding system
with an instrumental accuracy of about 0.1 degree. When a distant transmitter is observed by means of
the ionospherically reflected signal, accuracies of only about 1 20 are obtained. This degradation in
bearing accuracy results from the presence of TIDs and static tilts in the ionosphere. During these
events strong gradients exist in the isoionic contours and reflection takes place in an off great circle
path direction. Thus an incorrect, i.e. non great circle, bearing is recorded by the direction finder
(Jones and Reynolds, 1975). The errors produced by TIDs are particularly troublesome since they are of
appreciable magnitude and their occurrence is difficult to predict. A typical recording of the effects
of TIDs on HF bearings over a 850 km path is reproduced in Fig. 11. It is difficult to correct for
these errors although sevei 1 techniques are currently being developed (Jones and Spracklen, 1978).

(e) Trans-ionospheric propagation. Radio transmissions received on the ground from satellites
are influenced by the electron distribution in the ionosphere through which they must propagate. Changes
in electron content along the propagation path will modify the characteristics of the signals even though
the frequency greatly exceeds the critical frequency of the F-layer. The major effects on a 100 MHz signal
are:

(1) a reduction in propagation speed to less than that of the free space velocity which results

in time delays;

(2) polarization rotation (Faraday effect) of linearly polarized waves;

(3) angular refraction of the ray path;

(4) phase advance of the carrier phase with respect to its free space value.

A TID will produce a time varying modulation of the total electron content along the ray path and
consequently the parameters referred to above will also vary with time. This has important consequences
for satellite navigation syr ems and in some communication applications. As typical examples of TID
indu-ed disturbances the Faraday rotation of the plane of polarization of the 137 MHz signal received
from the ATS satellite during a TID is reproduced in Fig. 12 (Yeh, 1972). The sinusoidal nature of the
TID is evident as are the time delays between the observation of similar features at the spaced rece~ving
sites, indicating the travelling nature of the distur ce. 2Tie TIDs produce a rotation of about 90 which
at 137 Kqz corresponds to a change of approximately 10 el/n in total electron content. A change of
this magnitude will induce a time delay of about 80 nano sec into the signal which corresponds to a range
error of 25 meters.

The Faraday rotation measurements tend to be more sensitive to TIO effects at or above the F-layer
maximum, whereas wave refraction appears to be most sensitive to changes near the bottom of the ionosphere.
The variations in phase, amplitude, angle of arrival and time of flight induced by TIDs are generally
small but are nevertheless important in most types of precision satellite radio systems.

(f) U1F radars.

A signal propagating upwards from a ground based radar will be subject to disturbances induced by TID
activity in a similar manner to those signals received on the ground from a satellite. The TID pertur-
ations generally oscillate through a few cycles so that the integrated effect of the TID train on the
radar signal will be diminished. One can envisage that the effects produced by each half of a TID cycle
will cancel each other so that the net time integrated influence of the TID is small. The cumulative
effects of the TID could be large if the phase of the wave is nearly constant along the radar ray path
e.g. for TIDe with wavelengths so large that X/2 approximate to the thickness of the ionosphere. A
similar effect is produced if the ray path of the radar lies nearly parallel to the create and troughs
of the TID. The order of magnitude of the disturbance has been calculated by Badura (1973) for a 400
MHz radar using a ray tracing analysis and a model TID. The range and elevation angle errors determined
as a function of apparent elevation are reproduced in Fig. 13. The broken curves indicate the error
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produced by the background ionosphere and the full lines those due to the TID. The errors are greatest0
at low elevation angles and fall off with increasing elevation angle becoming negligible above about 50
elevation. As in the case of transmission from a satellite to the ground the effects produced by the TIDs
are relatively small in magnitude. They can however be important when high precision and stability are
prime requirements in the radar system.

7.* SUMMARY

The characteristics of the propagation of internal gravity waves in the upper atmosphere can be derived
from a consideration of the hydrostatic equations. These are shown to be consistent with the wave-like
disturbances in the ionosphere known as travelling ionospheric disturbances (TIDs). The two main classes
of TIDa observed experimentally can be identified with two independent solutions of the gravity wave
equations. Possible sources of the gravity waves have been considered and the disturbances resulting from
a point impulsive source in the atmosphere are consistent with the measured parameters of TIDs.1

The changes in electron density distributions in the ionosphere during TID activity have been described
in detail and their influence on radio systems ranging from HF to UHF considered. It is evident that
travelling disturbances can exert an important influence on many types of radio systems, generally
producing a reduction in system performance. In general it is not possible to correct for the errors
induced by TIDe since it is not yet possible to predict their magnitude or their time of occurrence.
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SESSION DISCUSSION

SESSION V - IRREGULARITIES AND WAVES

Chairman and Editor Dr G.M.Brown
Dept. of Physics
University College of Wales
Aberystwyth, Dyfed, UK

MID LATITUDE SPORADIC-E LAYERS
by L.G.Smith and K.L.Miller

K.Rawer, Ge
The question of whether Es-layers are cloudy or homogeneous was, in fact, discussed twenty five years ago by
analysing the transparency range between 'blanketing' and 'top' frequencies appearing on ionograms. A statistical
study, published in the book "Sporadic E" by E.K.Smith and S.Matsushita, led to the result that, at midlatitudes,
the majority of all observed layers (say 80%, and almost all cases of exceptionally high top frequency) could not be
explained with the transparency of a homogeneous thin layer. The point I wish to make is that there is an important
latitude dependence of the structure of E5, equatorial layers being almost always of the cloudy type. It would
therefore be interesting to have incoherent scatter observations such as those from Arecibo from midlatitude stations
e.g. St. Santin.

Author's Reply
I did not attempt to review the long history of radio studies of sporadic-E layers. Indeed, many of the properties of
these layers have been anticipated by radio experiments. The rocket observations have the advantage of good height
resolution but are very limited in number, even for a particular launch site. Similarly, the incoherent-scatter radar
data are available from very few locations though the temporal variation of a layer can be observed with resolution
of one minute. For global morphology we still rely mainly on ionosondes, though these are not ideal experiments
for observing sporadic-E layers.

M.Crochet, Fr
I wish to ask a general question about the origin of sporadic-E at mid-latitudes. We know, as indicated in your
papor, that an important source of sporadic-E at mid-latitudes is wind shear acting on metallic ions, but we know
also from theory that another possible source operating at such latitudes is the gradient-drift instability. Do you
know of any experimental proof from radar or rockets that this mechanism might be operating at mid-latitudes?

Author's Reply
I am not aware of any observations which show the gradient-drift instability in mid-latitude sporadic-E layers. It
would be expected that this mechanism would produce small-scale irregularities and would not explain the major
complex structure described in the paper. Our rocket instrumentation has the ability to detect features down to I r,
such as are found in equatorial sporadic-E, but has not recorded them in mid-latitude sporadic-E layers.

G.M.Brown, UK
A number of the rocket measurements of winds have indicated that sporadic-E sometimes forms at places where
there is a wind shear of the wrong sign, i.e. where one would expect ion divergence rather than convergenoe. Has
there been any explanation of this?

Author's Reply
The conventional explanation is that there is an electric field of external origin (not the polarization electric field).
As indicated by equation (2) in the paper, the electric field has the effect of a systematic change in the local wind
and can easily be incorporated in the analysis. Although fields of reasonable magnitude are postulated to explain the
discrepancies referred to, there have not been simultaneous direct measurements of electric field to confirm this
explanation.
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W.I.Axford, Ge
(a) Is it usual, as shown in your rigure, that the Si * ions tend to be absent in the lower layers but quite prominent

in the higher layers?

(b) It seems to me that it is possible that complex layer structure could be a result of time-dependent layer
formation as well as complex wind profiles. But in any case it is interesting to consider the possibility of such
wind profiles and I would like to ask if there have been observations with sufficient resolution to detect these.

Author's Reply
(a) There is a problem with identification of the Si* in ion mass spectrometer data since it is indistinguishable

from N (both 28 a.m.u.). It is unlikely that there is a substantial concentration of Si* at altitudes above
120 km.

(b) The analysis of the complex layer shapes was based on a steady-state solution of the continuity equation. This
assumption clearly needs to be tested. We initially considered the possibility that the double-peaked layers
represented the partial merging of single-peaked layers but could not obtain a satisfactory explanation on that
basis. Further, in the case of two sequential rocket observations mentioned in Smith and Miller (1980), there is
support for the evolution of a single-peaked layer into a double- peaked layer.

There have been many observations of neutral wind by the vapour-trail technique. These show that shears of
the required magnitude exist. The height resolution of these observations, however, has not been adequate to
see the detailed structure on the height scale (< I kin) that is inferred from the electron density profiles. It
is possible that a specially designed experiment might be able to show the existence of the fine structure.

Conment by R.A.Goldber-, US
In response to W.I.Axford's question (a) regarding the high abundance of Si* ions above 100 km shown in the
paper, Si* appears as a strong metallic ionic constituent in layers above 100 km. Below this level Si* chemistry
with 02 causes it to deplete rapidly so that it is no longer observed. Within the layers above 100 km there is no
confusion with N2 since the gaseous molecular species are depleted by recombination with the highly abundant
electrons. Other than in the sporadic-E layers the 28' mass is likely to be N.

THE SEASONAL AND GEOGRAPHICAL VARIATION OF EQUATORIAL SPREAD-F
IRREGULARITIES INFLUENCED BY ATMOSPHERIC GRAVITY WAVES AND ELECTRIC

FIELDS DUE TO THUNDERSTORMS
by J.R6ttger

H.Volland. Ge
The model used by Hays and Roble has a moderate spatial resolution and considers only average thunderstorm
activity. For an estimate of local thunderstorm fields at ionospheric heights, the model of Park seems to be more
appropriate.

Author's Reply
This would yield an improvement if it were possible to carry out case studies for a localized area, but this does not
seem to be practicable from the experimental viewpoint. In my opinion, however, the global effect of internal
gravity waves appears to be more important that the electric field control, and I would question whether future
efforts to carry out case studies of the influence of thunderstorm-generated electric fields on ionospheric irregulari-
ties are worthwhile.

J.Aurons, US

(a) It should be emphasized that only range spread-F data should be used in analyses of this type.

(b) The summer/winter differentiation is not valid for field-aligned equatorial observations.

(c) Hard evidence is needed to support the very valid suggestion of trophospheric initiation of F-layer irregularities.

Author's Reply
(a) This has effectively been done in all the investigations of the author, e.g. by restricting to large scale wavelike

structures of equatorial spread-F (see appropriate references listed in my paper).

(b) It is assumed that the question refers to observations that irregularity occurrence follows a fieldline, viz. corre-
lation of occurrence at both "terminals" of the fieldline. This has to be considered and may account for some
of the discrepancies occurring in seasonal variations. The summertwinter picture, however, is more complicated
than that implied in the question. As pointed out, it is not so much "summer/winter" differences but the
position of the region of interest with respect to the intertropical convergence zone which has to be taken into
account in the author's model, and this zone differs considerably from the geographic equator which defines
summer/winter seasons. Furthermore, field-alignment depends on magnetic coordinates, making the definition
of summer/winter in the conventional sense even less meaningful.
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(c) There is a reasonable and accepted theory on the spatial resonance mechanism: steepening TIDs which seed
large-scale equatorial spread-F bubbles (see references in my paper). There is also reasonable evidence that
internal gravity waves, being responsible for TIDs, are connected with dynamical processes in the troposphere.
No other theory or interpretation of experimental results is known which can explain wavelike structures in the
equatorial spread-F appearance and their general occurrence maxima over large continents.

It should be stressed that it never was claimud that tropospheric influences can explain equatorial spread-F
Iother than some of its numerous features.

J.Forbes, US
Don't you think that use of annual average rainfall to deduce geographical distributions of convective activity can be
misleading? For instance, in India the intense convective activity that occurs during the monsoon season is washed
out in an annual average, as shown by your figure.

Author's Reply
The model takes into account the mean position of the intertropical convergence zone during northern winter when
the scintillation data were obtained. During this time only secondary convergence areas are south of India, so that
the average rainfall rate with slight maxima over the Indian subcontinent does not show up in the model assumiption.
On the other hand, it is accepted that thunderstorms during the monsoon season are of a different nature from the
high-reaching cumulonimbus convection over large tropical land masses which evidently cause penetrative convection
resulting in gravity wave generation.

INSTABILITES DE PLASMA DANS LES ELECTROJETS
PLASMA INSTABILITIES IN THE ELECTROJETS

par M.Crochet

J.Forbes, US
You mentioned that your fit to the data assuming linear theory for a 7 km scale size was improved by taking into
account neutral wind effects. How were the winds obtained to make this correction, and would this correction be
relatively more or less important in consideration of the auroral electrojet?

Author's Reply
The neutral wind profile was determined using the 29 MHz radar measurements at different ranges (ref: HANUISE
and CROCHET, 6th Int. Symposium on Equatorial Aeronomy, Porto Rico, 1980). The neutral wind effect will not
be so important in the auroral zone if marginal stable waves ("type I ") are absent.

Comment by J.Rottger, Ge
I wish to comment that this work is another example of experiments carried out using transmissions with
considerable bandwidth on frequencies allocated (exclusively) to the amateur radio service. It should be noted that
this could be misleading to potential (military) users of the scientific results who may erroneously assume that any
kind of operation is authorised in these bands.

DYNAMICS OF THE DAYSIDE CUSP AURORA
by A.Egeland, P.E.Sandholt, K.Henriksen, C.S.Deehr and G.G.Sivjee

G.P.Gregori, It
Can you state whether the activity in the noon sector starts slightly earlier or later than the activity in the midnight
sector? In any case, what is your present time resolution?

Author's Reply
Our data are based on standard instrumentation and thus the time resolution is better than t 2 min. It is not
possible to conclude where the activity starts first along the oval, but probably the auroral disturbances start in the
night sector slightly before they do so in the day side cusp.

J.S.Niabet, US
Have you been relating your observations in the dayside cusp region to the interplanetary magnetic field?

Author's Reply
We have not yet received interplanetary magnetic field data (IMF) for the actual recording periods, and have thus
not compared our dayside cusp results with IMF-data. I would like to add that because of the intimate connection
between the night-side substorm activity and the dayside cusp aurora, we are very uncertain about the relatior to
IMF during disturbed conditions.
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LARGE-SCALE WAVES IN THE IONOSPHERE OBSERVED BY THE AE SATELLITES
by S.H.Gross, C.A.Reber and F.Huang

J.R6ttger, Ge
Assuming that the phase shift between N2 and ne is significant, what is a possible physical reason for it?

Author's Reply
Phase shift arises in the relative responses as a result of the different masses of the various gases and the ionization,
as well as different temperatures. In the thermosphere one gas slips relative to another due to diffusion. Thus,
helium is usually phase shifted through a large angle relative to nitrogen.

THE GENERATION AND PROPAGATION OF ATMOSPHERIC GRAVITY WAVES WITH
SPECIAL REFERENCE TO RADIO PROPAGATION

by T.B.Jones

J.Aarons, US

Earlier data on TIDs originating in the auroral oval seem to me sparse and selective. What are your views relative to
the auroral oval origin of TIDs?

Author's Reply
Small and medium scale TIDs do not necessarily originate in the auroral zone and other sources e.g. tropospheric
storms, have been identified. Large scale TIDs are normally thought to have auroral zone sources. However, even
for these events non-auroral sources have been identified. I would stress that the neutral wind can act as a TID
filter and the TID direction observed is the combination of the source location and azimuthal filter imposed by the
neutral wind.

K.Rawer, Ge
The upwards attenuation of gravity waves seems still to be rather uncertain. At the time when Hines proposed
gravity waves to explain travelling ionospheric disturbances theoretical estimates indicated such strong attenuation
that the waves should not be able to reach the F2-peak. The results of Francis you have shown give about 800 km
as the limiting level. I remember, however, a French investigation of topside ionograms from Aiouette I where
TIDs were seen up to 1000 kin, the height of the satellite. Thus it seems that the attenuation of gravity waves is
still not well understood. Perhaps neutral winds could also have some influence in this context.

Author's Reply
The attenuation of the gravity wave will depend on factors such as viscosity, thermal conductivity and ion drag.
Whether the wave will propagate to a particular height will also depend on the atmospheric parameters such as the
neutral wind vector and on the atmospheric parameters such as the temperature profile which determines whether
ducting, etc., can occur.

It should be noted that a TID is the consequence in the ionosphere of the passage of a gravity wave. Since the
electron mobility is much larger along the geomagnetic field lines than in any other direction, the electron density
profile change is not necessarily identical to that of the gravity wave which produces the TID.

W.I.Axford, Ge
(a) In reply to Prof. Rawer's comment I would like to emphasize that TIDs are in themselves not gravity waves

but are only associated with gravity waves. Thus the presence of a TID at very high altitudes does not imply
that there is a gravity wave at those altitudes probably the wave is at low (F-region) altitudes and its effects
on the plasma are communicated via the geomagnetic field to high altitudes.

(b) What is the role of surface waves (i.e. waves which propagate around the surface of the Earth analogous to
Lamb waves in seismology) in the atmosphere? Presumably disturbances at larger distances from the source
must contain such a component.

Author's Reply
(a) I agree. The gravity wave is essentially a perturbation of the neutral atmosphere and the electon density change

is a result of this. The electron displacement will not necessarily be the same as that of the neutrals since, for
example, the electron mobility is larger along the geomagnetic field lines than across them.

(b) The Lamb wave will propagate along the surface of the Earth with little attenuation. Indeed it is possible for
waves of this kind to travel two or three times around the Earth's circumference, as reported in the case of the
Krakatoa eruption. However, waves of this kind are attenuated strongly as they move away from the surface
and their influence at thermospheric heights is quite small.
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PREDICTION TECHNIQUES FOR FORTHCOMING

SOLAR I4AXIMA

G. M. Brown
Department of Physics, University College of Wales, Aberystwyth, U. K.

ABSTRACT
This paper reviews the various techniques which have bon used to predict the magnitude of a forthcoming
sunspot maximum. Details of individual methods are not considered, but full bibliographical references
are given. Most of the techniques are discussed in relation to their applications to the current solar
cycle number 21. During the last decade there has been substantial improvement in prediction abilities
arising from the realization that a solar cycle is being built up for several years prior to its conventional
beginning at sunspot minim m. This means that information about the nature and size of an up-coming cycle
must be contained in both solar and terrestrial data obtained during the declining phase of an 'old' cycle

-and around the minimum. Various prediction applications of this principle are discussed which show
considerable promise. These methods break new ground in having a degree of physical backing rather than
being purely empirical or dependent op the existence of periodicities in the sunspot number time series.
Significant improvement in the future may confidently be expected.

1. INTRODUCTION

There are many scientific, commercial, and economic reasons why it is desirable to be able to predict the
magnitude of a forthcoming maximum of solar activity in the eleven-year cycle. This poses quite a problem
since measurements over the last two centuries show that the size of the maximum has varied from cycle to
cycle in an apparently random mauter. Nevertheless over recent cycles many attempts have been made to
predict at least the likely size of the next maximum, using a variety of techniques. Unfortunately most of
the earlier attempts were largely empirical and lacked physical understanding of the underlying mechanisms,
with the result that success rates have been unspectacular.

In recent years there has been considerable progress in understanding how a solar cycle is built up, and in
parallel with this a new concept has come into prediction applications which shows promise. In this paper
we briefly review the various solar forecasting techniques so far employed, with particular emphasis on
the more recent developments. It should be noted that we shall be entirely concerned with the problem of
predicting the magitude of a subsequent solar maximum and not with the time of its occurrence. There are
several empirical(inverse) relationships between the risetime of a cycle-from its commencement at solar
minimum and the peak value of sunspot number achieved in that cycle, so to a limited extent one of these
parameters can always be derived from the other. We shall discuss solar activity in terms of the conventional
Zurich sunspot number R, but, in passing, it must be pointed out that the cycle-to-cycle variability in
the size of peak R is not necessarily mirrored in other indices of activity, for example solar faculae.

2. SUMMARY OF PREDICTION TECHNIQUES

The wide range of techniques employed and results obtained in attempting tb forecast the magnitude of a
forthcoming sunspot maximum are well illustrated by considering the prognostications for the current cycle
number 21. This cycle conventionally began at the minimum in sunspot number which occurred in June 1976,
and after a relatively slow start activity increased rapidly. The maximum has probably now passed and the
peak 13-month (tm-max) running mean value of R will be high, probably equivalent to, or greater than, that
of cycle 18 (R -max - 152). The plethora of predictions for cycle 21 is illustrated in Figure 1: no
reasonable value for the magnitude of sunspot maximum has not been proposed. It should be noted that in
compiling this histogram no distinction has been made between values of peak annual mean (R -max) and peak
smoothed monthly mean (R.-uax): some authors quote one, some the other; some do not state ;Rich. In practice,
-max is always greater than Ra-max, with an average difference over the last thirteen cycles of 42, although

for cycle 12 the difference was as large as 17%. Where authors quote a prediction range, the middle value has
been plotted in Figure 1. Brief consideration of these predictions for cycle 21 will usefully serve to
illustrate most of the techniques employed. It will also appear that there is, in fact, some structure to
this histogram.

2.1. Statistical Treatment of Past Solar Cycles

Of all the methods used, those which depend on statistical analyses of the past time series of sunspot
numbers are by far the most numerous. They depend on the existence of periodicities in the data and many
different techniques have been employed. In recent years spectral analysis has been a favoured approach.

Projections a short time ahead (up to one year) can be fairly accurate (e.g. the regression analysis
technique used in the McNish-Lincoln (1949) method), but uncertainties accumulate rapidly for longer time
scales where the predictions are based on extrapolations of already predicted data. The methods usually
give an estimate of the forthcoming trend and are not designed specifically to forecast the magnitude of
the peak of a cycle. Some techniques, however, are geared to the prediction of this parameter, such as
those based on the statistics of the distribution of the sizes of the peaks and on the existence of long
period cycles in the magnitude of the maxima. On Figure I the following references make use of statistical
analyses in one form or another: Bonov 1970, Cohen and Lintz 1974, Cole 1973, Fougere 1979, Gleissberg 1971,
Henkel 1971, Hill 1977. Hunter 1979, Peking Observatory 1979, Reddy et &1 1979, Sakurai 1977, Schove 1955,
Suds 1979, Vasilyev and Kandaurova 1971 and 1979, Vasilyev et al 1975, Vitinski 1962, Zhen-Tao et al 1979.
Other relevant references include: Chadwick 1959, 8errinck 1959, Kalinkov 1968, Minnie 1960 and 1961.

2.2. Initial Progress of a Cycle

Another comonly adopted prediction technique seeks to establish quantitative relationships between the
rate of rise of sunspot number over the first li to 2 years following sunspot minimso and the magnitude of
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the peak subsequently attained. In general, these parameters are directly related to each other, but
no universally valid equation has been deduced. The accuracy obviously improves as the lead-time to the
maximum decreases and the actual cycle progression becomes more clearly established. Methods listed on
Figure 1 which are based on this approach include Cole 1973, Jose 1965, King-Hele 1966, Reddy et al 1979,
Waldmeier 1964, Xanthakis 1967, Xanthakis and Poulakos 1978 and 1979, Zhen-Tao et al 1979.

A related technique has recently been developed by Brown and Evans (1980). This depends on a study of the
development of sunspots with respect to photospheric faculae during the early stages of a cycle, rather
than the temporal variation of sunspots alone over this time. An apparently close and direct relationship
between the rate of this development for a given cycle and the magnitude of the peak sunspot number reached
has been found. This is physically reasonable in that the greater is the intensity of a cycle (measured
by R -max) the greater is the area of sunspots on the disc relative to the area of the facula within which
the spots form, at any time including the early stages of a cycle. The reference Brown 1979 (SVF:spotsversus faculae) in Figure 1 refers to this technique.

2.3. Planetary Positions

The concept that tidal action of the planets, related to their alignment, plays a role in the development of
a solar cycle has been proposed many times but has never been either convincingly established or convincingly
refuted. Accordingly, predictions based on the supposed relationships (Jose 1965, Smith 1976 in Figure 1;
also Anderson 1954, Bagby 1975, Bigg 1967, Okal and Anderson 1975, Wood 1965 and 1972) must be treated with
reserve.

2.4. Phenomena during the Preceding Cycle and near Sunspot Minimum

Within the last decade a new approach has appeared which as well as showing promise has the added strength
that it has some definite, though as yet rather ill-defined, physical basis. In fact, the realization of
the principle employed has modified our whole concept of the length of a real solar cycle. This will be
discussed in the next section, followed by a summary of the various applications to prediction so far
reported.

3. WHEN DOES A SOLAR CYCLE BEGIN?

Traditionally, the first appearance of the new-cycle sunspots in middle solar latitudes, overlapping the
old-cycle spots around the solar equator near the end of its cycle, has been taken as the signature of the
commencement of a new cycle. On this picture a solar cycle begins at sunspot minimum. However, this is an
over-simplification. Sunspots are visual manifestations of the build-up of sub-surface solar magnetic fields
of a critical intensity and the build-up process will have been proceeding for several years prior to the
'break-out' of the first spots.

One of the earliest indications of the beginning of a solar cycle currently known to solar astronomers is
a reversal of the polar magnetic field of the Sun which takes place separately in each hemisphere (and at
different times) within a year or two of the preceding sunspot maximum, i.e. anytime from 2 to 5 years
before minimum (Howard 1977). According to the dynamo theory (Babcock 1961, Leighton 1969) it is out of these
polar fields that the toroidal magnetic flux is wound by the Sun's differential rotation, eventually being
amplified to an intensity sufficient to generate the next cycle of sunspots. Thus, the next cycle is probably
being built during most of the declining phase of the preceding cycle. During this phase also there are
several other interesting solar happenings: e.g. the equatorial rotation accelerates and there appears to be
a reorganization of the large-scale solar structures with the development of large unipolar features
underlying long-lived coronal holes. These coronal holes are the source of solar wind streams which are
faster and wider during the declining phase than in any other part of the solar cycle.

Figure 2 illustrates a terrestrial ramification of the importance of the declining cycle in terms of
geomagnetic disturbance for the average of solar cycles 12 to 19 (1879-1965) synchronizing the minima in R.
The centre panel shows that the minimum of the magnetic activity index 'as' coincides with sunspot minimum,
but that there are two peaks of activity, one before sunspot maximum and one on the declining cycle. The
first peak is commonly attributed to the influence of flare-associate, sudden-coumnencement type magnetic
storms, and the second peak to coronal hole (M-region)-associated recurrent storms. The lower panel in
Figure 2 shows the corresponding variation of the auto-correlation of 'aa' with a 27-day lag, and confirms
that 27d recurrent magnetic activity is most evident on the declining phase of the cycle, towards sunspot
minimum.

Thus, physically, there is sound evidence to believe that by the time of sunspot minimum, when a cycle
conventionally begins, the type and size of cycle ahead will be already largely determined. It is therefore
logical that there should be precursors to solar activity in a new cycle several years before sunspot minimum.
This is the basis of the growing number of solar predictions which employ both solar and terrestrial data
obtained during the declining phase and at the minimum of an 'old' cycle. The eleven predictions indicated
with stippling on Figure 1 are all based, in one form or another, on this concept. It is interesting to
note that all these methods have predicted a fairly large maximum for cycle 21. In the next section we
summarize the techniques so far employed.

4. PRECURSORS TO SOLAR ACTIVITY

4.1. Methods based on Magnetic Activity

It is evident from the results in Figure 2 that magnetic activity, and in particular recurrent-type magnetic
activity, during the declining phase of a solar cycle may be a terrestrial teller of the build-up of the
next cycle. Pioneer work in this area was published by Ohl (1971) in which he showed that the difference
between a magnetic activity index based on Kp and sunspot number over the whole declining cycle was highly
correlated with the peak sunspot number of the following cycle. Improved results were subsequently obtained

,& . _ . _ , . . . . . ,
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(Ohl 1976) by restricting the data to the three years preceding sunspot minimum; Ohl (1979) obtained
similar results using a "recurrent aurora" index over the same period.

Ohl's work was extended by Sargent (1977,1978) using the magnetic index aa and developed it into a useful
prediction technique. Valtchuk and Feldstein (1978) correlated as (over one year and over three years
before sunspot minimum) with peak succeeding sunspot number by plotting the parameters logarithmically.
Simon (1979) noted an equivalence between maximum magnetic activity (aa) on the declining phase and the
first maxim- of magnetic activity near sunspot maximum (cf. Figure 2) of the following cycle, which itself
is well correlated with the maximum sunspot number of that cycle.

The original work by Ohl (1966) concerned a relation between the minimum average annual value of a magnetic
index (based on Kp) and the magnitude of R-max following. A more sophisticated version (using as) along
the same lines was developed by Kane (1978).

4.2. Use of "Abnormal Quiet Days"

The principle behind this method was described by Brown and Williams (1969) and Brown (1974); its use as a
prediction technique is outlined by Brown (1979). The basic result employed is that the number of inter-
national quiet days (magnetic) when the solar diurnal variation of the horizontal magnetic field at a middle
latitude station has an abnormal phase at sunspot minimum correlates closely with the magnitude of R-max
of the following cycle. This rather curious relationship has been studied further by Brown and Butcher
(1981) in the light of their improved understanding of the nature and cause of AQDs (Butcher and Brown
1980 and 1981X and evidence is presented which suggests that the main factor which determines the connection
may be quantitatively related to the magnitude of southward swing of the component Bz of the interplanetary
magnetic field normal to the ecliptic plane.

4.3. Methods based on Sunspot Number

It was shown by Brown (1976) that the correlation coefficient between secularly-smoothed (over five cycles)
values of R-max and preceding R-min is significantly higher than that between R-max and any other R-min, in
particular the following R-min. This result, however, is not directly amenable to prediction applications
as it stands because of a varying sensitivity of the two parameters over the 80-year cycle and also because
the secular smoothing ensures that data are always two and a half cycles in arrears. Nevertheless, the
same phenomenon was used by Wood (1979) for prediction purposes, employing annual mean sunspot numbers.

Ramaswamy (1977) developed a relationship between the relative skewness of a sunspot number cycle and the
ratio of the values of R-max in the next and the current cycles and discussed prediction applications.

4.4. Methods based on Solar Phenomena

The earliest mention of a precursor to solar activity of the type under discussion was given by Waldmeier
(1939), although it could not be used for prediction purposes. A smoothed analysis for seven solar cycles
showed that the average smoothed heliographic latitude at which sunspots of a new cycle develop is
correlated with the subsequent maximum activity reached. In fact such a relation is inherent in the
Babcock-Leighton theory of sunspot formation. On the basis of the same theory, Schatten et al (1978) argue
that the magnitude of the solar polar field near sunspot minimum should anticipate the size of the next
cycle which is generated from it, and by considering four separate methods of estimating this field they
propose a linear relationship to the succeeding value of R-max in each case. They use the method to predict
the size of cycle 21.

In addition to the recent suggestion by Brown and Butcher (1981) mentioned in section 4.2 that the inter-
planetary magnetic field (IMF) may be a useful parameter for prediction purposes, Brown (1979) reported a
likely relation between the occurrence of long-lived away-sectors of the IMF near sunspot minimum and the
magnitude of R-max following.

5. CONCLUSION

Few solar activity prediction techniques claim intrinsic accuracies of better than 20 per cent. It is
therefore impracticable to pick a "best method" in the light of subsequent performance (cf. the narrow
differences between varying methods applied to cycle 21 in Figure 1). It is probably significant, though,
that the high predictions for cycle 21 are almost the exclusive prerogative of applications of the principle
that the magnitude of a cycle is predetermined at or before the preceding solar minimum, and the signs are
that cycle 21 will vindicate the general principle. As discussed, there is also substantial physical
backing for the concept and it seems certain that refinements ar.d improvements to these techniques over the
next few years will lead to significant advances in our prediction abilities.
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IONOSPHERIC PREDICTIONS FOR HF RADIO SYSTEMS : THE FUTURE

P. A. Bradley and M. Lockwood

S.R.C., Rutherford and Appleton Laboratories, Ditton Park, Slough SL3 9JX, U.K.

SUMMARY

Current prediction procedures are reviewed briefly and the uses for which they are needed are
considered. Examples are presented of requirements for long-term, short-term and storm propagation pre-
dictions. Desirable and likely future improvements in knowledge of ionospheric morphology leading to more
accurate predictions are discussed.

Specific suggestions are made for extended prediction procedures to aid optimisation of communi-
cation systems. These involve estimates of additional parameters and improved representations of other
factors. In particular, predictions of background interference, signal dispersion and error rates are
proposed.

1. INTRODUCTION

Since the earliest days of radio, the objective of developing accurate predictions of received
HF sky-wave signal characteristics has been pursued vigorously in many countries. Prediction procedures
were devised to give estimates of median values of the maximum usable frequency (MUF), received signal
strength, background noise and lowest usable frequency (LUF), and to indicate their diurnal, seasonal and

solar-cycle variations. The techniques adopted have usually involved the following stages : (i) deter-
mination of a representative model of the electron concentration over the propagation path, taken as being
along the great circle between transmitter and receiver, (ii) some kind of ray assessment leading to an
estimate of the modes present, (iii) calculation of the received signal intensity in terms of the various

separate transmission-loss factors judged to be significant, (iv) estimation of the intensities of at-
mospheric noise and background man-made noise arising from unintended emissions, and (v) choice of some
reference required signal/noise ratio to yield an acceptable grade of service.

Despite the significant amount of calculation involved, in many cases prediction accuracy has
been poor. This has led to the pursuit of refinements and recourse to computer evaluation techniques.
So there has been a shift in the last 20 years to the development of a prediction capability at only a few
centres. Prediction services have been established in a number of countries (STPP, 1979). These meet
most requirements more effectively than if users were to undertake their own calculations. At the same
time, efforts have been in progress under the auspices of the International Radio Consultative Committee

(CCIR) of the International Telecommunication Union (ITU) to develop agreed procedures for international
use (CCIR, 1970; 1978a,b). An example of the computer printout from the first CCIR interim prediction
procedure is given in Fig. 1.

In recent years there has been a growing awareness that predictions are still often considerably
in error, that methods of prediction are too complicated for the accuracy they achieve, that requirements

exist for simplified predictions where some loss of accuracy can be tolerated in the interests of speed of
evaluation, that there is a need also for short-term predictions for periods of from hours to a day or
more ahead and that estimates of additional parameters would be of value. This paper addresses itself to
some of these topics, paying particular attention to operational factors and to areas where improvements
in prediction capability are possible in the foreseeable future. Section 2 reviews current prediction re-
quirements and in Section 3 developments related to a better understanding of ionospheric morphology are
considered. Examples of possible extended predictions and predictions which have been improved in other
respects are examined in Section 4.

2. CURRENT PREDICTION REQUIREMENTS

It is generally assumed by radio propagation experts that the need exists for long-term pre-
dictions in support of system design, based on a median or statistical representation of the ionosphere,
and for short-term predictions taking into account likely ionospheric changes over periods of up to about a

day for use in the frequency management aspects of system operation. Besides these two types of predic-
tions for reliability considerations, there is also a need for compatability predictions to assess possible
interference between individual circuits affecting channel sharing, and for the development of service-
planning procedures based on optimum channel usage. These cases are considered separately below, with con-
trasting factors highlighted in Table I.

2.1 System Design

There is no major restriction on the permissible amount of calculation or the speed with which

the results are needed. Accuracy is the prime consideration and most radio users are willing either to

apply accepted procedures or to have these carried out for them by some agency. Computing costs are low
compared with installation costs. In principle, calculations for a range of conditions representative of

the different hours, seasons and solar epochs that operation is planned serve to identify required trans-

mitter size, number of frequencies for which assignments are wanted and antenna design details. It is

difficult to obtain statistics on how much use is made in practice of predictions for system design and how

much reliance is placed on past experience. It seems probable though, where comparable services are
already in operation under conditions similar to those planned, that their performance data may be extra-
polated with adequate results. Under other conditions and where a contractor needs to convince his cus-
tomer or sponsor that proposals being made are valid, recourse to predictions is essential.

Some circuit-design parameterst such as maximum permitted transmitter power, channel centre fre-

quencies, types of modulation and bandwidth are fixed under the ITU Radio Regulations (ITU, 1976) and by
Conventions of other international agencies. For example, HF radiotelephone links of the aeronautical
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mobile service are governed by Annex 10 to the Convention of the International Civil Aviation Organisation
(ICAO, 1972). Other parameters, notably the choice of antennas and the approximate frequencies for which
Assignments are wanted, must be determined by the operator. Cases where predictions are potentially of
particular value are those where the transmitter location can be varied for optimisation and where net-
works of transmitters are required to provide area coverage, say for broadcasting or distress protection.
Long-term predictions similarly serve an important role in the siting and planning of surveillance systems
such as HF over-the-horizon radars and passive monitoring stations.

2.2 Frequency Management

Frequency management may be defined as the selection of the frequency to use on a particular
occasion from those assigned and available. The circuit operator's ideal is to have a large number of
frequencies assigned and to be able to choose the best; alternatively to employ frequency diversity. How-
ever, in the interests of efficient spectrum utilisation the objectives must be to keep the number of fre-
quency assignments and simultaneous transmissions to a minimum, although it is to be noted that multiple-
frequency transmissions are used in some applications. Given a realistic set of assigned frequencies,
frequency management in principle could be aided by some form of short-term prediction procedure. Poss-
ible approaches to the development of such procedures are discussed in Section 3. It is evident that any
short-term method adopted needs to be capable of rapid evaluation and requires on-line data links to a
main-frame computer, or local use of a minicomputer or pocket calculator. Such an approach must be seen
in perspective in comparison with alternative techniques and in the light of existing operating practices
which differ appreciably for the separate radio services.

It is instructive to consider specific examples. Major use is made of HF for sound broadcasting
and there are nine general frequency bands within which this is permitted together with two additional
bends for use in the Tropical Zone (see Table IT). At present broadcasting schedules, consisting of fre-
quency assignments to each operating agency, are determined four times a year. Broadcasters need to pub-
lish their frequencies well in advance and listeners prefer them to be fixed. When preparing a schedule,
frequencies are bartered among agencies, but there are operational and administrative advantages in retain-
ing as far as possible the same frequencies for successive schedules, even if these are then used at
different times of day or for different coverage areas. Transmissions are planned to optimise site re-
sources, so that a choice of frequency for one coverage area can influence what frequencies are used for
another. Simultaneous three-frequency band working is not uncommon, particularly where the same programme
is being radiated to different coverage areas. In principle, day-to-day changes in propagation conditions
can be overcome by the listener himself selecting the best frequency received. The position may change
following the ITU World Administrative Radio Conference (WARC) on HF Broadcasting with a first session in
1983, which has as an objective the establishment of a frequency-assignment plan, but this seems unlikely.
Short-term predictions appear to have little application, though storm warnings could be useful in advising
listeners how to retune.

For point-to-point communications in the fixed service, duplex working is comnonplace. Commer-
cial applications require running costs to be minimised and so frequency diversity is avoided as far as
possible. Where 24-hour operation is required, three different frequencies are normally used t one for
daytime, one for night and one for the dawn/dusk transitional periods. A convenient and effective
frequency-management procedure is illustrated in Fig. 2. With frequencies already assigned, the times
when these ought to be most effective are determined on the basis of long-term predictions of the MJF and
UF. Then a schedule is prepared involving dual-frequency transmissions over periods of 1-2 hours centred
on the times when the predictions indicate that a frequency change is needed, thereby providing means of
allowing for the day-to-day fluctuations in propagation conditions. The signals at the new frequency are
monitored at the receiver, and when their quality is judged to be better, that channel is used and a short
coded message sent to cease transmissions of the original frequency. The approach is a form of real-time
channel sounding aided by long-term predictions and again it seems to preclude the need for short-term
predictions on a regular basis. However, storm predictions could be of particular value when conditions
differ appreciably from those normally experienced.

The maritime mobile service at HF provides long-range radiotelegraph, radiotelex, radiotelephone
and radio facsimile links between ships and shore stations. Slightly different frequencies are used for
each of these within the bands indicated in Table I, but in every case the shore stations operate in a
broadcast role, transmitting the call signs simultaneously on defined groups of frequencies in the 4, 6,
8, 12, 17 and 22 MHz bands of all ships for which there is traffic. The ships then answer on a pre-
specified paired frequency to that for which reception is found to be best and the messages are passed.
Since the requirement is to serve ships over a wide area, the use of so many frequencies by the shore sta-
tion is justifiable. The system works well and there is no need for prediction aids. A somewhat similar
situation applies for the aeronautical mobile (route) service mainly using HF for long-distance radio
telephone links between commercial aircraft and air-traffic control centres. Ground stations transmit
using groups of frequencies and aircraft respond in a time-sharing mode on the one of these same fre-
quencies found to be best. The channel noise background can be monitored in the aircraft and the operator
has the advantage in his frequency selection of also being able to assess how well communication is
achieved between ground and other aircraft in his vicinity. Again then the arrangement provides its own
real-time channel sounding.

From the foregoing it may be concluded that there is no case for routine short-term predictions
in support of civilian comnications systems, but storm predictions would be of particular value to the
sound broadcasting and point-to-point services. There are, however, other examples of where routine short-
term predictions would be useful, such as in the frequency management of over-the-horison radars. A
further situation is that of an off-route aircraft with a mall crew making short flights where the objec-
tive is for limited but reliable coamunications to one of a number of ground stations which are not nec-
essarily transmitting signals. Other military applications for short-term predictions can be envisaged,
although the possibility of ionospheric modification affecting their accuracy cannot be overlooked
entirely.

- ----------
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2.3 Channel Sharing

The large numbers of separate circuits in each of the HF service bands mean that channel sharing

is essential. Sharing agreements are concluded at the time of frequency assignment# in principle having
regard for the notified hours of operation of the circuits, but in practice relying almost entirely on
geographical separation for interference avoidance. Without actually setting up the circuitsp the likeli-
hood of interference must be determined using a long-term prediction procedure. All frequency assignments
are recorded in a Master Register (ITU, 1979) collated and maintained by the secretariat of the Inter-

national Frequency Registration Board (IFRB) of the ITU. Each proposed new assignment is given a fa-
vourable or unfavourable notification depending on whether or not it is judged to lead to unacceptable
interference to existing co-channel and adjacent-channel circuits. The IFRB secretariat sometimes
receives several thousand HF proposals within a week and so their requirements are for a modest prediction
procedure that can be evaluated rapidly on a main-frame computer; some loss of accuracy compared with the
requirements for system design has to be tolerated in the interests of expediency.

If an unfavcurable notification is received the Administration responsible for the new circuit
has the option of making a revised submission or trying to secure the agreement of its counterpart respon-
sible for the circuit potentially interfered with that sharing is acceptable. This agreement may be
secured following a period of test transmissions or as part of package proposals. When a new service plan
is being introduced, as during a WARC, there is also a need for an agreed simple prediction procedure of
limited accuracy that can be implemented using a pocket calculator. This provides an aid to negotiations
aimed at formulating proposals that can be given a more rigorous evaluation by the IFRB Secretariat.

2.4 Service Planning

To date, relatively little effort has been applied on a worldwide basis to the optimisation of
the different radio services. Most of these have grown in a haphazard fashion and their spectrum utili-
sation is far from efficient. The ideal arrangements of optimum modulation techniques, channel bandwidths
and spacings are understood, but the inertia to change is overwhelming. Arrangements which assume contin-
uous use of a frequency, when this is employed for only a fraction of the time, are a luxury that ulti-
mately cannot be accepted, yet the administrative machinery to supervise any alternative procedure seems
insurmountable. As social and economic patterns change, requirements for different types of radio systems
vary. At the present, with the greater availability of satellite and cable links, there is a reduction in

the number of HF point-to-point circuits, particularly for long-haul routes, but a growing demand for new
broadcasting stations. The 1980 WARC has re-allocated certain frequency bands to the sound broadcasting
service to meet this trend, but not without opposition from some quarters. It is almost certain that no
investigations have been carried out on the real spectrum requirements of the different services. Further-
more, frequency sharing between the services is a useful means of optimising spectrum utilisation but any
changes to current practice need very careful review before being introduced. There is plenty of scope
for further studies based on long-term predictions to determine the ideal service-planning strategies.

3. IHPROVEMENTS IN IONOSPHERIC KNOWLEDGE

3.1 Introduction

The accuracy of existing HF propagation predictions is governed primarily by the ability to
model the ionosphere. Current models have various major deficiencies that could be overcome with improved
ionospheric knowledge; the nature of these deficiencies depends on latitude and their importance is a func-
tion of the application of the prediction. There are other limitations which can be directly attributed
to the modelling approach, which for most parameters is in terms of a small number of factors.

A key variable in any model must be some form of activity index. The most commonly used index
is smoothed sunspot number, but other indices exist and more could be developed to quantify ionospheric
morphological features : all are measures of some observable effect which either shares a common cause
with the ionospheric feature or is a link in the solar-terrestrial interaction on which it depends. The
usefulness of any given index to propagation predictions is a function of

(i) the degree of correlation with the ionospheric feature;

(ii) the sensitivity of the propagation to the ionospheric feature;

(iii) the ease of observation of the indexp and

(iv) the accuracy of prediction of the index.

The relevance of the index is determined by (i) and (ii), but practical constraints are set by (iii) and
(iv), depending on how far into the future the prediction is needed.

Curent prediction procedures are of greatest accuracy at middle and low latitudes where the con-
figuration of the geomagnetic field leads to partial shielding from magnetospheric effects. Magnetospheric
interactions produce variable and complex ionospheric features at higher latitudes outside the plasmasphere,
where therefore median long-term predictions using an activity index based only on sunspot number are of
limited accuracy. Correlations between certain high-latitude ionospheric features and other indices are
becoming established, but it is not yet possible to determine which indices will prove most useful, and
over what time periods. As a consequence, high-latitude features are discussed here in general terms with-
out separation into long and short-term time scales as in the lower-latitude treatment. The difference be-
tween a long-term propagation prediction end a short-term propagation prediction depends essentially on the
form of ionospheric modelling adopted.

3.2 Modelling the Ionosphere at High Latitudes

Consider first the case at latitudes within the plasmasphere (less than about 550 geomagnetic
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latitude) where there is thermal plasma exchange between the ionospheric F-region and the magnetosphere.
Both co-rotate with the Earth, and so this exchange exhibits a systematic diurnal cycle, as discussed for
example by Murphy et al. (1976). The interaction is subject to modification by stor-time depletion of the
protonosphere, especially at middle latitudes, where complete recovery may be achieved only rarely. Other
factors influencing the ionosphere at low and middle latitudes likewise have a regular diurnal variation
except when storm perturbed i these include production rate (because of the dominance of phoro-ionisation),
loss rate (because thermospheric winds and ionospheric composition are controlled mainly by solar EUV
heating) and electric fields (because of the shielding from magnetospheric fields). Hence the concept of
characterising a median quiet ionosphere for a given location in terms of solar-aenith angle and sunspot
number, regarded as an index quantifying the incident solar-energy flux, has a good physical basis.

By contrast, poleward of the plasmapause the F-region no longer co-rotates with the Earth, but
moves under the influence of the so-called magnetospheric-convection electric field as given by a model of
Heppner (1977), reproduced in Fig. 3. Evidence is growing that this motion is a very important factor in
the formation of ionospheric features like the main trough (Spiro at al.$ 1978) and the high-latitude hole
(Brinton et al., 1978). The thermospheric winds and their effects are also more complex at high latitudes
because of the plasma convection and energy deposition during auroral activity.

Although maps of high-latitude ionospheric features are best expressed in a local time-invariant
latitude coordinate system, it should be appreciated from the above remrks that local time does not have
the same significance as at lower latitudes. Geographical smoothing between measured F-region parameters
is most accurate when performed along the lines of flow. The convection pattern varies with the direction
of the interplanetary magnetic field (IHF) and with the Kp index, both of which can be predicted accurately
only in the short tam. But this does not necessarily mean that long-term median predictions of propa-
gation conditions at high latitudes would not benefit from inclusion of an allowance for the influence of
these factors. For example, accepting that the convection pattern depends critically on whether there is
a southward or northward component of the IF, it may prove valuable to attempt to produce ionospheric
models for each case separately. These give more information on extreme propagation conditions than is
obtained using a combined model as at present. Satellite observations of the liF are used as input data
to an existing short-term ionospheric prediction procedure developed by Zavakina and Lavrova (1979).

At the cleft, particles with energies less than 1 keV have access to the ionosphere without prior
magnetospheric acceleration. These produce enhanced ionisation in both the topside and bottomaide F-region,
depending on the convection pattern (e.g. Foster et al., 1980). Plasma which passes under the cleft is
moved rapidly anti-sunward, and hence the regions for which it can act as an ionization source are deter-
mined by the flow pattern. In addition, there have been suggestions of a throat restricting flow into the
polar cap (Spiro et al., 1978). This would cause the flow under the cleft to be faster, and hence reduce
the magnitude of the enhancement whilst increasing its spatial extent. It follows therefore that the rela-
tionship between the cleft and the dayside convection pattern is of great importance to predictions. The
cleft is known to move equatorward during southward turnings of the IMF, and this motion relative to the
convection pattern may explain why the plasma concentration poleward of the cleft is subsequently sometimes
decreased (Foster et al., 1980). Other suggested possible mechanisms which may be Important, like enhance-
ments of loss rates due to the electric field (Schunk et al., 1975), need to be better understood before
they are likely to be used effectively to introduce improvements in existing models of the polar-cap
F-region.

The extreme temporal and spatial variability of Lhe high-latitude ionosphere leads to observa-
tional data requirements that are not currently met by existing sounders. This situation should improve a
little with the introduction of new sounding stations at Spitsbergen, Cape Parry and Sondrestr4mfjord.
However, there are other problems in the interpretation of conventional ionograms due to off-vertical
reflections in the presence of layer tilts, such as those which arise at the edges of the trough, auroral
oval, hole and cleft. Examples by Nygren (1977) of ray-tracing simulations for a tilted ionosphere are
shown in Fig. 4. To interpret ionograms unambiguously under these conditions requires either successive
observations with the ionosonde mounted on a moving platform such as an aircraft, or that a direction-
finding capability be introduced. Other useful experimental data likely to lead to an improved understand-
ing of the high-latitude ionosphere are becoming available from specialised facilities such as the advanced
vertical sounder and the incoherent-scatter radar.

Ionospheric models have been developed recently incorporating high-latitude characteristic fea-
tures (e.g. Vondrak et al., 1977); Besprozvannays et al., 1979). The question arises whether inclusion of
a specific feature leads to better propagation predictions than with heavily-averaged maps in which the
feature becomes obscured. Consider for example Fig. 5 derived by Lockwood (1980) from experimental observa-
tions on an HF link along the length of a mid-latitude trough. This gives estimates of the difference AG
in received field strength from that to be expected in the absence of ionospheric curvature. Defocusing is
seen to arise (AG < 0 dB), particularly for the higher levels of magnetic activity. Comparisons have been
made with ray-tracing results based on ionospheric models including a trough at different positions rela-
tive to the path. These confirm that the trough is responsible for the defocusing. The observed larger
scatter at the lower Kp can only be explained in terms of the fluctuations in trough parameters. Mendillo
et al. (1978) have considered the modelling of the trough in terms of Kp and shown that there is consid-
erable scatter about the best-fit regression lines. This serves to illustrate that sometimes incorporation
of correct, yet Incompletely specified relationships, in this case into a short-term propagation prediction
procedure, can do more harm than good.

The growth in knowledge of the morphology of particle precipitation in different energy ranges
should help the development of improved models of the high-latitude D, E end Es regions. D-region data are
needed particularly for the modelling of auroral absorption. Two auroral absorption models derived mainly
from riometer data have been proposed by Foppiano. One of these (Foppisno, 1975) averages over all Kp
values and is for use in long-term predictions; the other method (Foppiano, 1977), together with an exten-
sion of the first method by Vondrak et al., (1977) and a method produced in the USSR are dependent upon Kp,
and so are intended for short-term prediction use. All these procedures are based on a statistical concept
of an oval within which suroral activity occurs. At any one time the precipitation is over a narrower band
of latitudes which will not always lie within the statistical oval (Kamide and Winningham, 1977). It seams



32-5

possible that overestimation of the absorption on trens-auroral paths may arise from the use of the
statistical auroral oval concept; ideally short-term predictions should take account of the position of
the instantaneous aurora. Similarly, the morphology of the auroral 3-region enhancement closely resembles
that of the particle precipitation and is likely to be modelled with too wide a latitudinal extent.

At present, auroral substorms are largely unpredictable, other than in a general warning of the
probability of substorm occurrence during the incidence of e geomagnetic storm. Models of substorm dynam-
ics in terms of the poleward motion after onset offer promise of improved warnings for the higher
latitudes.

3.3 Modelling the Ionosphere at Lower Latitudes

At plasmaspheric latitudes it is meaningful to develop predictions for use on a range of diff-
erent timescales. Although the mechanisms responsible for day-to-day ionospheric variations at these lati-
tudes are largely understood, accurate representations cannot yet be formulated. The extremes in the varia-
tion may be attributed usually to geomagnetic storms. No complete model encompassing the diversity of iono-

spheric storm responses has been produced; such models as exist can be misleading if implemented
injudiciously.

3.3.1 Long-term Predictions

The most widely used models of F-layer characteristics are those presented by the CCIR (1978c).

They include maps of foF2 based on data collected during only three separate years and are now over a dec-

ade old. As such, they may well not be representative of all epochs, particularly since no account is
taken of any changes in different solar cycles, or of the effects of the secular variation of the Earth's

magnetic field. The models are derived from vertical soundings. Satellite-probe measurements and results
from thermospheric wind theory have not been considered in the geographical smoothing adopted, despite

inconsistencies which these sources of information reveal. Nevertheless the enormity of the task of pro-

ducing new maps from an extended data base should not be underestimated; ultimately the justification for

an updated model must arise from a requirement for propagation predictions of increased accuracy. In the
meantime, existing map limitations should always be borne in mind when contemplating other changes in
propagation prediction techniques, which may not then be found worthwhile.

Additional parameters are mapped in some more recent models. For example, Anufneva et al., (1979)
give the maximum gradient of the vertical plasma concentration together with the concentration at the height

where it occurs. These parameters are use in calculations of ducted propagation modes. There are other

models such as the International Reference Ionosphere and that of Tacione et al., (1979) giving the complete

height distribution of electron concentration. It remains to be established if these are sufficiently

representative to be of significant value to general propagation predictions, or whether they include too

detailed a fine structure to be preferable to the simpler idealised models consisting of parabolic and
linear segments.

3.3.2 Short-term Routine Predictions

There are various approaches presently being considered. Rush et al., (1974) and King and Slater
(1973) have concluded that mid-latitude F-mode propagation variability is caused mainly by changes in foF2
rather than in hmF2. Therefore, greatest improvements from a long-term prediction could be achieved by
means of updated foF2 estimates. One proposal is to use measured data, such as yesterday's value or the
avers of the last several days. A case can be made for taking figures gathered earlier the same day from

a location to the east where the sun has risen earlier. However, the density of required sounding stations

(Rush, 1976) tends to preclude this scheme in most areas of the world.

Other ideas being pursued, which hold promise, involve establishing correlations between foF2 and
activity indices which can be determined in the short term. These indices may be solar, magnetic, iono-
spheric or a combination of the three.

3.3.3 Short-term Storm Predictions

The deposition of energy at auroral latitudes arising from particle precipitation and Joule heat-
ing by dissipative electric currents, leads to the production of thermospheric wind followed by composition
changes which perturb the mid-latitude ionosphere (Volland, 1979). The energy deposited from the magneto-

sphere depends not only on the size of the perturbation of the solar wind, but also on the reservoir content
of the plasma sheet. Electric fields introduce a local-time variation into the ionospheric response to
storms. The enhanced convection electric field forces plasma down into the nightside ionosphere, but on the
dayside plasms is extruded from the plasmasphere. Hence on the nightside there are initial downward fluxes
followed by upward replenishment fluxes; on the dayside a.' fluxes are upward. The severity and development
of mid-latitude storms depends on the time of storm onset.

A fuller understanding of all these mechanisms is required before an effective short-term predic-
tion capability can be developed. Any adopted procedure is likely to require continuous monitoring of the
interplanetary, magnetoapheric and ionospheric media.

4. REQUIREMENTS FOR IMPROVED AND EXTENDED PREDICTIONS

The techniques of signal and noise estimation have been mentioned in the introduction and likely
improvements of relevant ionospheric knowledge in the foreseeable future have been considered in Section 3.
Here the application of these improvements and of other data to existing procedures is examined and the
prediction of further system-performance parameters is discussed.

Present methods of raypath assessment give only a limited treatment of mixed modes involving
successive reflections from different ionospheric layers, and the effects of layer tilts cannot be included
meaningfully with the scale size of current mapping representations (Bradley, 1979). It seems possible,
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however, that the regular layer tilts associated with both high- and low-latitude F-region features could
be mapped separately and introduced into the predictions. At the same time it would then be possible to
allow for off-great-circle propagation in the presence of Lonisation gradients. An empirical procedure
based on experimental data to predict signal amplitudes for off-great-circle paths involving ground side-
scatter has been developed by Kanaya and Wakai (1976), but this has not received the attention it deserves
it should be applied and fully tested.

Another important factor affecting raypaths is the presence of spread-F irregularities. These
can occur at a wide range of heights and so undoubtedly both cause scattering losses and provide a reflec-
tion mechanism. Important advances have been made in recent years in the modelling of sporadic-E reflec-
tion and obscuration losses (Sinno et &l., 1976; CCIR, 1978d); it seems possible that a similar approach
could be applied to modelling spread-F effects. This is particularly needed before there can be any acc-
urate transequatorial propagation prediction procedure.

In recent years there has been a growing awareness that it is not meaningful to assume in a long-
term prediction that propagation ceases abruptly at a limiting frequency given as the maximum frequency
that can be reflected from the monthly median model ionosphere. So the term availability (F.DAYS) has
been defined as the probability of mode support, allowing for day-to-day ionospheric variability. This
can be estimated for all frequencies of interest in terms of the monthly median MUF and its decile range
(Bradley and Bedford, 1976). At frequencies above the monthly median IUF an extra loss term is incorp-
orated into the calculations; this becomes larger the greater the frequency (Wheeler, 1966). The rationale
is claimed to be that with a spatially inhomogenous ionosphere there is no unique MUF, but a reducing
number of patches of ionisation capable of supporting reflection as the frequency is increased.

More work is needed in developing techniques for estimating the combined effect when different
propagation modes are present. If a 1F2 mode has a median field strength of 42 dB ) 1 IV/m and an avail-
ability of 73., and the 2F2 mode has a median field strength of 46 dB > I V/m and an availability of 27%,
what is their resultant? - The answer requires more information than is currently available on ionospheric
spatial variability, but it is by no means certain on the basis of existing knowledge that present tech-
niques cover this case as well as they might. Useful information on the accuracy of signal prediction
procedures comes from comparisons with measured data. The CCIR has assembled a Data Bank of measurements
for this purpose (CCIR, 1978e), but it remains to establish how to compare a prediction with a measurement
when the availabilities in the two cases differ.

Background noise intensities are currently estimated using CCIR models for atmospherics arising
from lightning discharges (CCZR, 1963) and for wideband unintended man-made emissions from sources of in-
dustrial and domestic activity (CCIR, 1978f). Yet it is known that in many cases the background to satis-
factory reception arises from co-channel signals. Although there have been several spectrum-monitoring
campaigns aimed at quantifying the interference environment, these have been limited by lack of a coherent
analysis strategy for processing the vast amounts of non-stationary data collected. Here it is suggested
that a statistical approach may be possible based on the probability of finding clear channels, and that
it would be more meaningful to introduce the results of this into estimates of the likely background,
rather than giving best-case figures when a clear channel can be found.

The proposal is to record data in a large number of narrowband channels, say of bandwidth 1 kHz,
at different times of day and for different locations. Some convenient reference threshold intensity would
be selected and by combining results within each frequency band of each service at a given hour on the
different days of a season, the fraction of the number of channels sampled with an interfering signal in
excess of the threshold would be determined and used as a measure of spectrum occupancy. Grouping of
results in accordance with service allocation is important, because for example there is experimental ev-
idence that occupancy is considerably greater in the sound-broadcasting bands than those of other services;
this is to be expected in view of the larger transmitter powers involved. Figure 6 is an idealisation of
the type of results to be expected. This shows greatest occupancy in the 5-15 MHz range. The frequency of
maximim occupancy will vary with time-of-day and season. Reductions in occupancy at lower frequencies can
be attributed to the effects of increased ionospheric absorption, and those at the higher frequencies both
to an absence of transmitters and to the closer of those that are operative lying within the skip range.
It may prove possible to map occupancy at say 10 MHz as a function of geographical position for different
times-of-day and seasons, and then to have families of curves showing the frequer.cy variations in a similar
fashion to that employed in the modelling of atmospheric noise (CCIR, 1963). Other mean relationships for
the dependence of occupancy on threshold and channel bandwidth would also need to be derived.

Assuming the median signal/noise ratio is given and estimates of the day-to-day variabilities of
signal and noise intensities are known, it is possible to calculate the probability (F.S/N) of achieving
some desired threshold signal/noise ratio when a propagation path exists. With circuit reliability (REL)
defined as the probability of achieving the desired threshold signal/noise ratio, it has been usual to
evaluate this as

REL = (F.DAYS).(F.S/N)

on the assumption that the two probabilities are uncorrelated. However, recent work by Thrane and Bradley
(1981) based on analyses of measured coimmniction-circuit performance data have confirmed that this
approach underestimates the reliability at the higher frequencies. An alternativc technique is therefore
required to be developed.

With a trend in recent years towards increased introduction of digital communication systems, the
requirement now exists for predictions to be extended to include estimates of error rates. Figure 7 shows
that these depend not only on signal/noise ratio, but also on channel dispersion. As well as attenuation,
both time and frequency dispersion arise during ionospheric propagation. These differ for the separate
modes. Time dispersion results from variations in group path and mean values can be estimated readily. On
the other hand frequency dispersion is due to ionospheric movements which are not currently modelled. An
objective should be to try to map Doppler shifts and Doppler spreads, perhaps in a similar way to the mapp-
ing of satellite scintillations. much work has been undertaken in assessing error rates for different data

Naa _ _ - - _ - _ .. I . _ _
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speeds, modulation systems and orders of diversity as a function of signal/noise ratio and channel disper-
sion (e.g. Akima et al., 1969). Results from separate sources need collation, international recognition
under the auspices of the CCIR and integration into circuit-performance prediction procedures. There are
additional requirements involving a knowledge of fading characteristics and phase coherence across a
channel bandwidth; a further objective should be to map also parameters descriptive of these factors.

5. CONCLUSIONS

Despite other possible approaches, such as real-time channel sounding and reliance on past meas-
ured data, a need exists for a range of propagation prediction procedures with different degrees of com-
plexity and accuracy. These include long-term, short-term and storm predictions, and are wanted to test
for compatability with other circuits and services as well as for reliability considerations. Both
accurate and simple procedures are required, adapted to main-frame computer, minicomputer and pocket-
calculator applications. The estimation of additional parameters would be of particular value, especially
to the growing numbers of radio circuits now employing digital techniques.

Prediction accuracy depends critically on the ability to model the ionosphere. A review of
causal features reveals that there are several areas where recent knowledge holds promise for improvements
in ionospheric modelling. Understanding of the influence of auroral precipitation and convective motions
on ionisetion morphology now permits the development of improved long-term models of the high-latitude
ionosphere, but care needs to be exercised to ensure that specific features are not misrepresented with
the form of averaging adopted. For all latitudes long-term models could be improved using the larger data
base of conventional ionospheric-sounding measurements currently available, and also by incorporating
results from the range of other techniques that exist.
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TABLE I Requirements for propagation-2rediction procedures

Reliability considerations Compatability considerations
Requirement

System design Frequency management Channel sharing Service planning

Ionospheric model long-term short- term long-term long-term

Permissible amount considerable considerable little considerable
of calculation

Speed of routine fast fast routine

calculation

Available means of large computer large computer large computer and large computer
calculation minicomputer or pocket calculator

pocket calculator

Data transfer to routine near real time routine routine
user

Alternative past experience and past experience none none
approach current convention real-time sounding

multiple transmission

TABLE II HF allocated bands for the sound broadcasting, maritime mobile and aeronautical
mobile services in Europe end Africa (ITU Region 1) - frequencies in kilohertz.

Sound broadcasting Maritime mobile Aeronautical mobile

3200 - 3400T 3155 - 3400 2850 - 3230

3950 - 4000 3500 - 3800 3400 - 3500

4750 - 4995T 4063 - 4650 3800 - 3950

5005 - 5060 6200 - 6525 4438 - 4850

5950 - 6200 8195 - 8815 5430 - 5730

9500 - 9775 12330 - 13200 6525 - 6765

11700 - 11975 16460 - 17360 8815 - 9040

15100 - 15450 22000 - 22720 10005 - 10100

17700 - 17900 25010 - 25600 11175 - 11400

21450 - 21750 26100 - 27500 13200 - 13360

25600 - 26100 15010 - 15100

17900 - 18030

21870 - 22000

23200 - 23350

T - frequency bands allocated for use in the Tropical
Zone only (ITU, 1976)
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32-1 3

-KSound broadcasting frequency bands

0-6 Aeronautical mobile frequency bands
0-8-

C

a 
I6

0-6

0.

0 Y4. Xx

3 5 10 15 20 25 30
Frequency, MHz

FIGURE 6 Idealised representation of spectrum occupancy above a

fixed -thresho-ld for the sound broadcasting and
aeronautical mobile frequency bandsJ

161Increasing dispersion

10

0 10 20 30 40 50
S ,dB

FIGURE 7 Error probability as a function of sigtnal/noise ratio
and dispersion



33-I

Ultimate Limits to Error Probabilities
for Ionospheric Modols Based on Solar Geophysical

Indices and How These Compare with the State of the Art

J. S. Nisbet and C. G. Stehle

Ionosphere Research Laboratory
The Pennsylvania State University

University Park, Pennsylvania 16802

ABSTRACT

An "ideal" model based on a given set of geophysical indices is defined as a model that will provide a
least squares fit to the data set as a function of the indices considered. Satellite measurements of
electron content for three stations at different magnetic latitudes have been used to provide such data
sets which were each fitted to the geophysical indices. The magnitude of the difference between the
measured vale and the derived equation fdr the data set has been used to estimate the probability of
making an elror greater than a given magnitude for such an ideal model. Typical values range from a 50%
probability of an error greater than 5 x 1016m

-2 
to a 202 probability of an error greater than 101

7
m
- 2

.
The calculations were repeated for the same data sets using the current version of the Penn State MkI
theoretical ionospheric model. The error probabilities were found to be comparable, particularly for
higher confidence estimates. Atmospheric Explorer C data is used to examine the causes of the fluctuations
and suggestions are made about how real improvements can be made in ionospheric forecasting ability. Joule
heating inputs in the auroral electrojets are related to the AL and AU magnetic indices. New magnetic
indices based on the time integral of the energy deposited in the electrojets are proposed for modeling
processes affected by auroral zone heating.

1. INTRODUCTION

In recent years a large amount of new information has become available on the parameters basic to ionos-
pheric models. A new generation of atmospheric models such as those of Hedin et al. (1979), Laux and Von
Zahn (1979), Barlier et al. (1978) and Stehle (1980) provide accurate information on the average behavior
of not only the total density but also of the relative densities of the constituents which control both
the ion production and loss processes. Accurate detailed EUV spectra have been obtained for an extensive
period around the last sunspot minimum and the increasing portion of the recent solar cycle that can be
used for direct aeronomical calculations, Hinteregger (1980). The Atmospheric Explorer series of satel-
lites has provided a detailed opportunity to compare the predictions of the atmospheric ion chemistry with
actual neutral ion and electron data in a series of papers such as those of Torr and Torr (1979). It thus
appears a suitable time to take a new look at ionospheric models and to see in what direction progress can
be made in developing better theoretical models for prediction purposes.

2. Comparison of an Existing Model with an Ideal Model Based on the Same Geophysical Indices

Nisbet et al. (1980) have examined the probability of errors in electron content estimates for three sta-

tions, Huancayo 12
0
S on the magnetic equator, Kharkov 50°N and Murmansk 68.50N. Figure I shows the frac-

tion of the time the magnitude of the differences between electron contents measured using the Transit
satellites and those estimated using the Penn State Mkl ionospheric model, Nisbet (1971) were greater than
a given value at closest approach of the satellite to the observing station. All local times were included
in these observations. For Huancavo, 10% of the time the errors were in excess of 1.45 x IOl7m-2; for
Kharkov this 10% limit was 6 x 10l1m

- 2 
and for Murmansk 7.2 x 1016m

- 2
.

To see to what extent these errors could be reduced by an improved model, it was decided to compare these
tests of the Penn State MkI model with an "ideal" model based on the same geophysical indices. An ideal
model in this context is assumed to be that model which would provide a least squares fit to each actual
data set. In this way, because actual measurements of electron content at that location have been fitted,
all assumptions arising out of the relations between the photochemistry and the modeled parameters and
about the effects of geographical variations have been taken care of.

The equation used for the least squares fitting is

N - a + k F +k F
t o 10.7 2 10.7

2 2wnD
+ k Kp(t - T) +,E a2 sin (-n. - en)

3 r.1l n ~365.5 nd

3 3 (2rnH
+nII bn sin -24 -4n

)

where FlO 7 and F10 .7 are the daily and monthly averaged 2800 MHz solar flux intensities
Kp(t - T) is the Kp index for T hours before the observation
D is the day number

and H is the local time in hours.

Figure 2 shows the probability of errors for these ideal models for Huancayo, Kharkov end Murmansk data for
comparison with Figure 1. The errors were in excess of 7.5 x 1

6
m-

2 
at Huancayo, 5 x 10

16
m
- 2 

at Kharkov
and 3.5 x 1016m

- 2
at Murmansk, for 10 of the observations. The reduction in errors obtained by using a
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least squares fit to the actual data thus represents approximately a factor of two improvement in accuracy
for electron content measurements. While a factor of two improvement is not negligible, it is probably
safe to say that it would not prove of overriding importance in most engineering applications. To obtain
such an improvement on a worldwide basis would require considerable effort and a much larger data base
than is presently available. This factor of two is probably an upper limit on the improvement that would
be obtained in practice using these magnetic and solar indices because of the long term fluctuations that
did not show up in these observations. It would thus appear that any order of magnitude improvement in
ionospheric forecasting accuracy must come from other approaches. In particular the substitution of
indices more directly related to the actual energy inputs than those used in equation I appears important
to the understanding of the mechanisms responsible for the day to day variation.

3. High Latitude Energy Inputs

The Atmospheric Explorer series of satellites provided a unique opportunity to measure the important para-
meters of the high latitude inputs. Griffis et al. (1980) have used electron and ion spectra from the Low
Energy Electron Experiment of Hoffman et al. (1973) as input to a computer program which calculates energy
deposition and electron production due to energetic electrons and protons as a function of altitude below
the satellite. This program is derived from the program TANGLE of Voiudrak et al. (1978). Electron pro-
duction and solar EUV measurements were used in a revised model based on the Penn State MkI model of
Nisbet (1971) to calculate electron and ion densities and Hall and Pedersen conductivity profiles along
the satellite orbit. Electric field measurements were derived from the ion drift measurements made by the
retarding potential analyzer system of Hanson et al. (1973). Figure 3 shows the power deposition inte-
grated over altitude for the particles and for Joule heating for orbit #4708 throvgh the cusp and electro-
jet regions. The region of the cusp is denoted by a C and the evening electroJct by an E. It is apparent
that in both the cusp and electrojet regions, the Joule heating exceeds that of the particle inputs by
more than an order of magnitude. Figure 4 shows the altitude profiles of the heating for this orbit. It
is apparent that the Joule heating maximizes in the region of 120 km. Figure 5 shows the density of 0 and
Ar reduced to 120 km and He at 300 km calculated from the satellite observations assuming diffusive equili-
brium. These measurements show very large perturbations. The increases for Ar and decreases for He and
0 of the densities in the region are sensitive indicators of vertical transport. The electrojet heating
is important because it drives the wind system that causes the density perturbations in the auroral zone
and affects the low latitude composition. These in turn influence F region densities. Transient changes
are important because they launch gravity waves. Figure 6 taken from Nisbet and Glenar (1977) shows the
correlation of the south component of the atomic oxygen flux at 700 magnetic latitude, height integrated
above 120 km from rocket measurements, and derived atomic oxygen densities at that latitude for O<Kp<1.2.
The equatorward fluxes in the early morning sector are most effective in reducing the atomic oxygen den-
sities in this sector. Because it is in this sector that the equatorward thermospheric winds maximize, it
is in this sector that the greatest effects of high latitude energy deposition on the low latitude thermo-
sphere are seen.

4. Quantizing the Energy Input

It has been customary to relate ionospheric and thermospheric models to the planetary ap of Kp indices.
These are based mainly on low latitude data and so are not directly related to the cause of the thermo-
spheric perturbations, the energy deposited in the auroral zone. To illustrate the difficulties of using
the ap index, figure 7 shows the variation in loglo n(O) at 120 km at 6 hours ILT just equatorward of the
electrojet region, compared with the 3 hour ap index for 16 March 1969, taken from Stehle (1980). It is
apparent that the transient time behavior of the two is very different.

It would appear that a magnetic index should have the following properties:

a. It should be directly related to the energy input using geophysically measurable parameters.

b. It should represent the integral of the energy input over a period comparable with the time constant
for the energy storage and transport processes.

c. It should have sufficient time resolution to model rapid changes in energy input.

The auroral electrojet indices AL and AU give the magnetic perturbation in the north-south direction in the
region of the auroral electrojet and are related to current in the morning and evening electrojets. They
are available at 2 minute intervals.

It can be shown that the power dissipated in the electrojets is given by

f op dz 2

(f oH dz) 2 ((T ,f ) WmI

where IoH dz and fop dz are the vertical integrals of the Hall and Pedersen conductivities.

A is the AL index in the morning sector or the AU index in the evening sector in nT.

y

where AH is the perturbation in the north-south magnetic field strength and K the electrojet current
intensity, both in amps/meter. y

Li (1979) has examined the available incoherent scatter and rocket data on densities in the region of the
electrojet and determined that in the range A>100,fopdz and fcVda are approximately related to A. Kamide
and Brekke (1975) have investigated the factor f using the Cha anika incoherent scatter radar and get aver-
age values of .2 and .34 for positive and negative bays respectively. The AL or AU indices may thus be
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presumed to be relatively linear measures of the power inputs to the morning and evening electrojets.

We have been investigating the correlations with indices ML and ME based on the integrated AL and AE
indices

t -t
0ot t+t-t dt

ML(t, t1) (to) - f AL(t) exp( ) -

where T is a time constant dependent on the time necessary to establish the wind system and t1 is a propa-
gation time delay. For the region just equatorward of the morning electrojet, it may be presumed that t
will be small. Figure 8 shows the same density data plotted on figure 7 with the ML (T - 24 bra, t1 - 0)
index. It is apparent that there is a much better correlation between the transient behavior of this
index and the atomic oxygen densities than there is with the ap index.

5. CONCLUSIONS

While considerably better models of the mean ionosphere can be developed using the new information on the
thermospheric densities, solar fluxes and ion chemistry, these changes are likely to make at beat a reduc-
tion by a factor of two in the errors between predictions and actual values on given days. To improve
estimates by an order of magnitude will require new methods of compensating for short term changes. A
major source of such variations appears to be winds and gravity waves associated with Joule heating in the
auroral electrojets. Understanding the energy balance of this region and magnetic indices better related
to fundamental energy inputs would appear to be critical to future progress in this area.
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THE DAY-BY-DAY VARIABILITY OF THE IONOSPHERIC PEAK DENSITY
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SUMMARY

In order to extend the present, monthly ionospheric prediction schedule to, finally,
daily predictions, different causes of day-by-day variability are discussed. The effect
of lunar tides is shown to be predictable. It is particularly important at certain
hours.

1. INTRODUCTION

When the first ionospheric predictions were made in USA, the main predicted parameter
was the monthly average critical frequency, foF2. In Germany, we first followed this
schedule but our users were not in a position to choose their working frequencies libe-
rally. Therefore, we soon introduced a "statistical prediction" by drawing lines of
9o, 5o and even 1o % probability for establishing the desired communication (see
RAWER, K., 1975). To this end curves corresponding to these probabilities were empiri-
cally determined in mass-plots with axes foF2 vs. hour, obtained for that month in the
past which was used as basic input. The user, when applying the prediction to a certain
day, had to bear the uncertainty which is inherent to statistics. Only in cases of
stronger magnetic disturbances a warning was given with the advice to use lower fre-
quencies whenever possible.

During the last ye%--, one of us (E.H.) has taken up the problem trying to find some
regular behaviour in the uncertainty range. He could show that an important part of this
range, at least at certain hours, is synchronous with the Moon (see Section 4 below).
At least, for this influence we feel that a step towards individual predictions for
a given day is now feasible.

2. SEASONAL VARIATION

It is important to note that tidal influences of solar origin cannot cause a day-by-day
variability, except for smaller changes which are caused by seasonal variations. Since
the diurnal variation is empirically determined, all Sun-synchronous effects including
tidal motions due to gravity as well as atmospheric heating by solar radiation and,
of course, photo-ionization are not distinguished but taken into account as far as they
are linked with the solar hour.

Seasonal variations are not quite negligible since, though systematic, they contribute
to the apparent dispersion of hourly measurements. In particular, the variation of the
sunrise and sunset hours provokes systematic shifts visible on the steeper parts of the
diurnal curve by a broadening of the mass plot along the time axis. Also, since the
timing of measurements is usually made in mean time, not in true solar hour, there is
a small but visible effect of the variable equation of time. These are regular effects
which could easily be taken into account when producing daily predictions. However,
their importance remains negligible, except during the Sun-rise hours for which the
monthly averaging process decreases the steepness of the morning rise. Individual days,
in fact, often show a more drastic change than does the monthly average curve.

3. SOLAR ACTIVITY

Sirce the solar activity measures, e.g. the ZUrich Sunspot number or the COVINGTON index
(solar 10.7 cm radio emission) are often largely variable from one day to another, there
was a strong feeling that variations of the solar radiation might explain most of the
ionospheric variability. Such an influence is certainly existing but, unfortunately, not
straightforward. Since long time the solar X-ray intensities are continuously measured
aboard the SOLRAD satellites of U.S. NRL. This wavelength range is, however, absorbed
in lower regions of the ionosphere, not in the F-region. Regular and continuously cali-
brated satellite measurements of the EUV-spectrum which is decisive for the aeronomy of
this latter region were first made since the end of 1972 aboard the German-US satellite
AEROS-A (SCHMIDTKE, G., et al., 1974). These authors claim to give absolute energy
fluxes. When the data so measured were used as input into a modern, theoretical aerono-
mic model computation, it was found that the fluctuation so computed was almost one
order smaller than that of observed electron densities (ROBLE, R.G., and SCHMIDTKE, G.,
1979). An invariable neutral atmosphere model was used in these computations. Meanwhile
G. SCHMIDTKE (see LAMERZAHL, P., et al., 1979) repeated the computations for the same
test days admitting different neutral atmosphere models according to the daily solar
and mngnetic activity indices as used in the MSIS-model (HEDIN, A.E., et al., 1977).
Despite the fact that his EUV intensities showed some 27 d recurrence tendency (an effect



34-2

of solar rotation) SCHMIDTKE could not detect a significantly larger variability of the
production term than with the average MSIS.-model.

We draw two conclusions from these findings. First, the production term in the ioniza-
tion balance equation cannot be the main source of the observed day-by-day variability
so that we remain with the loss and transport terms as possible causes of larger varia-
tions. Second, the description of the neutral atmosphere as given by the MSIS-model in
function of magnetic and solar activity indices is insufficient for detailed aronomic
applications. We suggest that the behaviour of minor neutral constituents and their
transport be further investigated and appropriate indices be established for depicting
the neutral atmosphere more appropriately in view of the aeronomy of individual days.
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Fig.1 Measured daily curves of U = foF2 (Fi&.la, left hand) and "oblique sliding
average" U1 for same data (Fig.lb, rig--htand). Kochel, 1941, May 7 (lo) to
18 (17); dates left hand side.

4. LUNAR TIDES

In his (1967) survey paper S MATSUSHITA reported on different investigations which had
been made with the classical method of tidal analysis, i.e. considering all data from a
few years and assuming that the lunar effect should be independent of the solar hour.
The tides so found are quite small, particularly at midlatitudes where the amplitude of
the semi-diurnal lunar tide was found to be inferior to 0.1 MHz. Somewhat higher values
are reported from the equatorial belt but 0.15 MHz is no-where exceeded. However, as
early as 195o J.BARTELS had shown that by restricting the time range of the analysis to
southern summer months and the hours 10 to 14 h, an extremely large amplitude of 1.IMHz
was obtained for Huancayo. One year later, 0. BURKARD (1951) found that the lunar effect
at the same station depends strongly on the solar hour, large effects appearing at
certain solar hours only. These results show that the lunar influence cannot be consi-
dered as an independent contribution of fixed phase through all hours and seasons; with
other words: linear perturbation theory is apparently not adequate.

Having this in mind, two of us (HARNISCHMACHER, E., and K. RAWER, 1978/9, 1979) recently
reconsidered the problem at temperate latitudes. We could show that slightly averaged
diurnal curves of the critical frequency foF2 are astonoshingly similar when selecting
days from years of comparable solar activity, same month and - most important - same
lunar phase. This was proven for summer months at temperate latitudes when the sunrise/
sunset effect is less important than in winter. We felt it might be interesting to ex-
tend the time range of these investigations further into the past and consider also the
effects of geomagnetic disturbances at temperate latitudes. Therefore, we want back to
the ionosonde measurements obtained during the three years 1941..43 at the former iono-
spheric station Kochel in Bavaria - besides one of the worlds oldest ionospheric sounding
stations (founded by J. ZENNECK and G. GOUBAU).

These years of low solar activity were compared with the measurements obtained at Frei-
burg (same latitude) during the (solar maximum) years 1954 and 1965. Thus the present
investigation is mainly based upon midsummer measurements obtained during three minima
of the solar activity cycle.
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4.1 Data Preprocessing

In order to eliminate irregular, short term perturbations (i.e. features lasting less
than an hour, see Section 5) we preprocessed the daily/hourly measured values of foF2
(here called U) in a weak, two step smoothing procedure after the following rules:

For day D and (solar) hour H the actually measured value U (D,H) was replaced by

U1 (D,H) = (U (D-I, H-I) + 2U (D,H) + U (D+1, H+1)) / 4 (1)

Since the moon has an apparent diurnal period of 24.82 h, our averaging process means
smoothing over + id (with weights 1:2:1) at almost fixed lunar hour. It can thus be
considered as a-weak filtering process with preference in favour of the lunar tides
while the solar ones are slightly decreased (for the half day tide in the ratio 0.7:1).
The main effect is, however, a strong reduction of irregular components which are to
a large part due to the so-called "travelling ionospheric disturbances" (see Section 5).
Their influence is largely filtered away as seen by comparing Figs. la (for U) and
lb (for U1 ).

Let us now consider the lunar phase p(D): this is the difference (in h) between solar
and lunar noon and was tabulated by J. BARTELS and G. FANSELAU (1937). We proceed to an
averaging over the lunar phase by replacing U1 (DH) obtained for a day D with p(D) =1u1
and an hour H by

U2 (D,H) = (U1 (D_1 2, H) + 2U 1 (D,H) + U1 (D+1 2 , H)) / 4 (2)

where day number D 1 is selected by the condition that its p-value is (pa - 12h), and
D similarly for (p + 12h). The procedure means averaging overequal phases of the
mi (12 h) soli-lunar tide which comes again to the original phase after about half
a month. In this step phenomena with periods around half a month are fully conserved
while phenomena of shorter and longer periods are decreased in importance.

Since for these two smoothing processes we need an uninterrupted set of hourly measure-
ments, missing data were interpolated by hand-drawing. When doing so, the over-all
similarity of diurnal curves was taken into account; this is easier in a man-controlled
procedure than by automatic interpolation methods e.g. splining. Anyway, except for
June 1941, the basic measurements were almost uninterrupted so that the uncertainty due
to these interpolations remains negligible.

4.2 Assessment of the Lunar Effect

Smoothed (U2 ) diurnal curves show a few typical features which depend clearly on the

lunar phase. As first noted by 0. BURKARD (1951) the lunar effect is more pronounced at
certain solar hours, in particular around the evening maximum which uses to take its
minimum value around half Moon. We find that even the sign of the effect is variable
with solar hour and lunar phase. (This explains why classical tidal analysis ended up
with extremely small amplitudes.)

Since one expects the largest difference between opposed lunar phases the lunar tidal

effect is better seen when the U2 curve of a given day with lunar phase p, is compared

with that of the day at 1'2 = P1 - 6h. Both curves were drawn in each of the diagrams

shown in Fig.2 obtained 1954 at Freiburg during midsummer (17 May ... 15 July).
The difference range between both curves is dotted where the effect was positive (i.e.
U2 at FI was greater than at PI - 6h) and open in the reverse condition. There appears

a clear lunar modulation with a 12h periodicity in i, the phase of which, however, de-
pends on the solar hour. In this midsummer period the largest (positive) lunar effect
appears around 20 h with maximum at 1 = 0 and 12 h respectively. A second maximum is
seen around 8 h, with slightly smaller amplitude and similar phase. Maxima with reversed
sign appear, however, at hours between these values. Thus the soli-lunar 12 h effect may
be described as difference against the average, at least roughly, by an expresssion of
the kind

M (p,H) = C1 + C2 cos ( 1(1 +c3 )) + Dcos (CJ(t+d2 )) + ElCos (_j2(t+e2 ))

cos (W2(t2 +O)) + Flcos ( 3 (t+f2 )) cos (+t)

= e3 + e4 cos ( 2 (+e 5 )) , '= f3 + f4 cos (L2 (t+f5)) (3)

where t is solar hour of day,&J, 1,CG2 , W 3 are the pulsations of the first three solar

tides of 24, 12 and 8 h, resp.:

WI= 0.26180/ h ; W 2 = 0.5236 / h ; CA 3 = 0.7854 / h

(We felt, it is sufficient to use the lunar phase u as day-by-day variable instead of
giving a continuous description with the lunar pulsation of 0.21277 / d, corresponding
to the lunar synodal period of 29.5306 d).
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Sshows that t-e ampilitude o!' the main, semi-diurnal effect, F1 in Fq*(3), is of the

order o!f . Ys. hi io not ;it all ne gligible for practical applications. The first
three terms o*i. 1 C ) re nepe e when numerical optimization is alplied for determining
t:'. I'~rmetr appe tring ti.erv; however, they are without interest for the purpose
of .reliiction sinoe' they degcribe features of the monthly pattern which do not occur
LystemcItICAl, s~.influences o magnretic disturbances.

These term,, are much irm Lller, andf the jun-jr effects appear clearer but somewhat smoothed
when data from more than juist two lunair months are combined. Therefore, we finally con-
sidered the whole 'idosummer period anA two years of measurements, namely 1941/42 and
1,)4:/45, for Kochel, and similarly witf. the two solar minimum years 1954 and 1965 for
, reihur ' . Results are shown in :is. t is seen from these figures that the lunar
tidal pattern is quite similar for thete three combinations and has rather similar ampli-
tudes, cieoendinic on the sol r hour.

42 liscuo-sion

* uch .iescri~ticn is-, of orse, Li tool fo~r Iredicting the lunar effect upon foF2. To this
eril one hdf to u,,e the last two terms ir ( with amplitudes H 1 and F. For most hours
toie -orrecti.-on rsrrM_.nS infer' or t, "Y 7 but at certain hours it can even be
-irger. or results, when exrr., -ed rumericay, coull therefore be used for a short term
,redi ti,_n, ab ut one week in 1Ivn, tcrtlng with measured diurnal curves of foF2.

:x tirn jt:;so where m jgnstlo ii.-turb ir:e Inevns(see Zection 6 below) this proce-
lure -toull De io~ hl: ful.

IncotrJer use. vonli , wth :rt. J.h , over longer ters, e.g. one year in advance, or
oven, over i suns-tt w, b-; s~'n lun, r modulation, day by day, around the

aOO~ll.':rs:cte: mot, l aionp term procedure, mostly quite success-
f, ,c n~. cA' , ,br c F.: :w r. , h.. n .n t ta'. ccnitllation in one of both periods

* ~ ~ r~i n~e I'(,~ so A ' rfet'. 'u-itpr (and sometimes Venus) are not
r.>~t~ (<7 '.K-, .,~.* ., '').. ort term prediction, however, dos
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216

ig4 Full curves: U1 for Kochel 1941 during disturbed periods in May (left) and July
(right). Left hand: date; right hand: daily sum off three-hourly indices Kp.
(Broken curves in Fig.4a: shifted fore- and after-day U-curves as used for esta-
blishing U1 ).

Quite different is Fig. 5 for a quiet period i
in June showing the forenoon and, in parti-
cularly, the afternoon maximum clearly pre-

tsent.

- - -- 773 These examples prove that strong magnetic

~neutral wind system which redistributes the

~plasma by transport along the magnetic field

lines (KOHL, H., and J.W. KING, 1965, 1967).
The overwhelming influence of heat deposit

~in the auroral oval makes these conditions

8 so particular that they should be described
- - ,-by a special set of diurnal curves as we

- - have done in the past for prediction purpo-
*ses (RAWER, K., 1947). Fortunately, such

. ' . cases are the exception, at least at tempe-
- rate latitudes.

25 7. CONCLUSIONS

* I Apart from the still obscure short-term ef-

- fects of variable solar activity (Sect. 3)
' and of dynamic phenomena in the atmosphere

-variations which might become helpful for

-, -future day-by-day predictions .With present
8 - /, time knowledge the great changes occurring

-. - during magnetic disturbances can not yet be
9 . ~kpredicted safely.

27 '

0 6 12 8 a ,0 6 1 2

,iQame as Figt.4a for a quiet period in
June 1941 (Kochel).
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EXPEIMENTAL VALIDATION OF THE ONSOD

OMEGA PREDICTION METHOD

T.B. Jones and K. Mowforth
Physics Department

University of Lelcester
Leicester, U.K.

SUMMARY

The diurnal and seasonal changes in the D-region electron density influence the phase and amplitude
of very low frequency (VLF) radio waves propagating in the waveguide formed by the earth as one wall and the
ionosphere as the other. In the Omega navigation system, position is determined by comparing the phase of
the signals received from two pairs of VLF transmitters, each pair providing a line of position (LOP). Thus
the changes in the D-region will influence the measured position and the extent of the resulting error will
depend on the deviation of the phase velocity from its nominal assumed value.

The Omega Navigation System Operations Detail (ONSOD) issue predictions of the expected LOP errors on
a world-wide basis for 15 day intervals. These corrections are based on both physical and empirical modelling
of the D-region. From these models, the phase velocity of the three Omega frequencies (10.2, 11.3, 13.6 kHz)
are computed and the expected LOP errors derived. The predictions are available in a simple tabular form
which allows the navigator to correct his measured position given his approximate distance from the trans-
mitters, and the time of day and season.

In the present investigations the position of three fixed receiving sites has been determined over a
two-year period using the following Omega transmitters: A - Aldra, Norway, B - Liberia and D - North Dakota,
U.S.A. From these observations and the known location of the receivers, the actual system errors have been
determined. These have been compared with predicted errors of the ONSOD program.

The day to day variability of the ionosphere is found to restrict the usefulness of any prediction
method based on mean models. It appears that the addition of some form of real time updating might lead to
an improved error correction technique.

1. INTRODUCTION

Omega is a radio navigation system employing Very Low Frequency (VLF) signals which provide positional
information to users on a world-wide basis. Position is determined by a phase technique and the stability of
VLF propagation to great distances via the ionosphere is therefore an essential requirement. When fully
implemented, eight transmitting stations will be deployed to provide uniform coverage over the globe. The
primary navigational signal is transmitted at a frequency of 10.2 kHz at a power of 10 kW and additional
frequencies of 13.6 kHz and 11.3 kHz are also provided.

The transmissions from each station are synchronized, (by means of Caesium standards), unmodula.ed,
continuous wave signals which are time-shared with 0.9 seconds on and 9.1 seconds off intervals. autside
the "near-field" zone, each transmitter radiates a stable signal pattern which is repeated in a radial
direction at approximately 30 km segments (for 10.2 kHz transmissions) from the station. These repeated
segments (or wavelengths) thus provide a measure of great-circle distance.

The system is customarily used in a 'hyperbolic mode'. In this mode signals from a pair of trans-
mitters are compared with an internal oscillator not synchronized to the transmitter and a phase difference
measured. The locus of geographic positions whichgives rise to the same phase difference with respect to
two transmitters is a closed curve on the earth's surface. Clearly two such curves, referred to as lines ol
position (LOPs) obtained from two transmitter pairs (i.e. three or four transmitters), will establish a
position fix. Since the calculation of these LOPs is somewhat involved, charts of their location have been
prepared for large areas of the world. These charts indicate the LOP lattices corresponding to several
transmitter pairs and are plotted in sufficient detail to allow accurate interpolation by the user.

2. THE ONSOD PREDICTION PROGRAM

The Omega navigation charts are constructed on the assumption that VLF radio waves travel with the
same phase velocity (Vp) in all directions, specifically:-

V p C )
0.997h

As a result of non-uniformities in the earth-ionosphere wavegulde, the phase velocity, Vp .s not constant.
Its value will depend on factors such as ionospheric and ground conductivities, and the direct.on of

propagation relative to the geomagnetio field. Thus V will vary with time of day, season and locat on.
A user's position, as determined by received phase infrmation and charts alone, will not necessarily coinc:lde

with his true position and the magnitude of the error is related to the difference between the actual Vp and
Its assumed constant value. A method for predicting the magnitude of these errors has been developed by the
Omega Navigation System Operations Detail (ONSOD).
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The ONSOD prediction program (Murrs & Milton, Vi*y4) calculates the phase of the VLF signal received
from an Omega transmitter, at a point anywhere on the earth's surface for any time of day or season. The
program models the effects of changes in various geophysical quantities on the phase velocity of the Omega
signal. This approach differs from previous analytical methods, such as the Waveguide Mode Theory, in that
it does not seek to relate analytically the observed radio wave characteristics (e.g., phase or amplitude),
to a given ionospheric electron density model. Instead the relevant values of attenuation, phase velocity
and mode excitation are assumed to be specified in terms of readily defined characteristics of the path such
as its orientation, latitude, ground conductivity, diurnal and seasonal period, etc. The terms of the
equation in the ONSMD program are parameterised by three space dependent quantities:

(1) ground conductivity
(2) geomagnetic latitude dip angle)
3) magnetic path bearing

2.1. Path Segmentation

The propagation path is divided into segments, each of 0.01 radians arc length. The segments are
then classified into three groups (see figure I ) according to their proximity to the transmitter and receiver
as follows:

(a) Excitation Zone and (b) De-Excitation Zone

The excitation and de-excitation zonesare regions similar to the Fresnel zones of antenna theory,
and it is assumed that propagation in these regions is only weakly affected by the presence of the ionosphere.
However, the characteristics of the signal are dependent upon the amount of energy transferred to and from
the dominant propagating mode at the transmitter (excitation) and receiver (de-excitation) antennas. In the
Waveguide Mode Theory this effect is described by the modal excitation factor.

(b) Mid-path Region

In this region propagation is strongly affected by the ionosphere. The signals are assumed to
consist essentially of a single TM mode propagating in the earth-ionosphere waveguide.

2.2. The Diurnal Functions

For a given segment of an Omega propagation path the VLF phase velocity is strongly controlled by the
solar zenith angle (X). To account for this variation, the ONSM D program employs a 'diurnal function' which
is derived (Swanson & Bradford, 1971 ) from empirical and theoretical considerations and relates the local
phase velocity to Cos X. As experimental observations have demonstrated, anomalous propagation features
are sometimes observed during the sunrise period. A further weighting function is introduced into the pre-
diction algrithm to account for this phenomenon.

2.3. Arrangement of Propagation Correction Tables

The results of the ONSOD prediction program are compiled into a set of correction tables which pro-
vide the navigator with a simple means of improving the accuracy of the measured position fix (figure 2).
The corrections are tabulated for a series of locations covering the whole globe, each location being four
to six degrees of latitude or longitude from its neighbours. The tables contain a set of 24 hourly corrections
each set being valid for a 15 day (half monthly) period. The corrections for individual transmitters are
expressed in ceticycles (cecs), or hundredths of a wavelength. When converted to LOP's the phase differences
are expressed in centilanes (cels), the geographic size of the eel is dependent on the navigator's position.

3. EXPERIMENTAL ARRANGENT

An experimental investigation of the performance of the mega navigation system in the United
Kingdom has been carried out by the Leicester Group in conjunction with the Admiralty Compass Observatory
(ACO). The accuracy of the predicted corrections was determined from observations of LOP's at three known
receiver locations. A detailed study of the propagation mechanisms for the propagation paths involved was
undertaken in order to determine the likely sources of the prediction errors.

Monitoring of a number of Omega transmitters has been carried out by ACO at two fixed locations in
the United Kingdom; RAE, Farnborough and the Butt of Lewis (figure 3). in addition, a fully automated
Omega recclving facility has been developed at Leicester University and this has recorded data continuously
over the past 2 years. At Farnborough and the Butt of Lewis hourly LOP values in digital form are obtained
from standard Omega navigation receivers. At Leicester, LOP data are collected by an Omega navigation
receiver at five minute intervals. In addition, facilities are available for recording the phase values of
individual Omega transmitters using phase tracking receivers.

The United K ngdom experiments have been mainly concerned with the following Omega transmitter pairs:

Norway (A) and Liberia (B) - LOP AB

Norway (A) and North Dakota (D) - LOP AD

Liberia (B) and North Dakota (D) - LOP BD

The data has been collected for both the primary navigation frequency of 10.2 kHz and the alternate
frequency of 13.6 kHz. Table 1 lists the Omega lane widths in kilometers for LOP's AB, AD and ED at the
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three monitor sites for 10.2 kHz and 13.6 kHz.

4. COMPARISON OF PREDICTED AND EXPERIMENTAL LOP DATA

The validity of the prediction program has been assessed by comparing the predicted LOP error with
the experimentally determined values. The position of the OP is measured from the received phase information

and its error determined from the difference between this and the known position of the receiving location.
The variation of the LOP error and its comparison with the predicted LOP are discussed below.

4.1. The Farnborough Monitor

4.1.1. 10.2 kHz Results

Figure 4(a) illustrates the typical LOP error data collected at Farnborough for transmitter pair

AB measured at 10.2 kHz. A regular diurnal variation is clearly evident and is of the order of 40 cels.

This demnstrates the regular solar control of the lower ionosphere and the resulting effect on the VLF
propagation. The pattern is fairly repeatable from day to day. The magnitude of the LOP error is at its

smallest around noon, demonstrating that at this time the VLF phase velocity deviates little from the con-

stant value of equation (1). VLF waves propagating along the low latitude path from Liberia, (transmitter
B),to Farnborough,are influenced strongly by the occurrence of solar flares. These cause a phase advance and
the resulting effect on the LOP AB can be seen in the data set, e.g., 10:00 UT, 23rd September.

LOP error data are also recorded for the transmitter pairs AD and ED as indicated in figures 4(b)
and 4(c). Diurnal patterns of a different shape to those of LOP AB are recorded and there is more variability

from day to day. The lower signal levels encountered on the high latitude path from North Dakota,(trans-
mitter D), tend to increase the phase noise on this path. A noteworthy feature of the data reproduced in

figures 4(a), 4(b) and 4(c) is the disturbance due to the large geomagnetic storm of 23rd September. Only

a minor perturbation is apparent on the AB LOP, but major effects are evident on both the AD and BD LOPs.

This suggests that large phase anomalies are present in the signal received from North Dakota at Farnborough
during this period since transmitter D is common to both LOP AD and BD. The other two propagation paths
are less severely affected.

The measured and predicted LOP errors are compared in figures 5(a), 5(b) and 5(c) for LOPs AB, AD

and BD respectively. The predicted values are represented by the broken line and the full lines indicate
the diurnal error changes for each individual day within the 15 day period for which the prediction applies.
Typical 15 day periods representing summer and winter conditions are reproduced in the figures.

The varying degree of agreement between predicted and measured values can be ascertained by inspection
of figure 5. This also illustrates the extent of the day to day and seasonal variability in the experimental

results. Note,for example, the marked reduction in the variability during the summer months. The important
features of this comparison can be summarized as follows:

(a) LOP AB

For this transmitter pair the predicted and measured values agree well during the day time but a
systematic error of approximately 20 to 30 cels is present at night. Transient changes due to solar flares

are evident in the experimental data during the period 1st-15th July, 1 978. The day to day variability is
greater in winter than in summer.

(b) LOP AD

There is good agreement between the measured and predicted errors from 00:00 to 12:00 UT during the

-winter. From 12 :00 to midnight the errors are underestimated by the prediction program, sometimes by as

much as 20 cels. The day to day variability is however very large at times and in particular during geo-

magnetic activity. In the summer months, the predicted errors are shifted by approximately 10 cels during

the whole day with respect to the measured values, however, the day to day variability is less than that
during winter.

(c) LOP SD

large differences between predicted and measured LOP errors in the early morning period, 01 :00 to

09:00 UT, when the prediction program overestimates the dawn diurnal phase change in magnitude and slope.

4.1.2. 13.6 kHz Results

The LOP error data measured at Farnborough for the 13.6 kHz frequency have been examined in a

similar manner to those of the 10.2 kHz transmissions already described. The measured LOP errors are re-

produced in figures6(a), 6(b) and 6(c) for transmitter pairs AB, AD and BD respectively.

The diurnal patterns for LOP AB (figure 6(a)) at 13.6 kHz are similar to those at 10.2 kHz. There is

however a systematic shift in the whole data set of approximately -40 cels with respect to the 10.2 kHz

results. Similar observations can be made t'or LOP AD and LOP ED. A systematic shift of about -60 cels

with respect to the 10.2 kHz results is present In the LOP AD data and the corresponding value for LOP BD

is approximately -20 cels.

The comparison of the predicted and measured errors is represented by the typical examples of wiater

and summer conditions reproduced in figure 7. The important features of this comparison can be sumarized

as follows:



(a) LOP AB

The predicted LOP error at 13.6 kHz for LOP AB (figure 7(a)) differs from that at 10.2 kHz,
principally in its position with respect to the measured LOP data. At 13.6 kHz large systematic errors
(10 to 20 eels) occur between predicted and measured values during the day, the converse of the situation
at 10.2 kHz. During the night period, differences are reduced to approximately 10 cels. The effects of
solar flare activity produce similar results at 13.6 kHz as at 10.2 kHz for this Lop.

(b) LOP AD

Differences between measured and predicted errors for LOP AD at 13.6 kHz are presented in figure
7(b). Similar comparisons can be made between the predicted curves and measured data as were made previously
for LOP AD at 10.2 kHz.

(c) LOPED

Large differences between predicted and measured values occur during the dawn period for this LOP at
13.6 kHz (figure 7(c)) as for the 10.2 kHz transmission. However, at 13.6 kHz differences remain large
(10 to 20 eels) during the period rrom dawn to 21:00 UT in the sumer months.

4.2. The Leicester Monitor

The Leicester monitor differs from those at Farnborough and the Butt of Lewis in that LOP information
is recorded at five minute intervals rather than hourly. The Leicester data is therefore particularly suit-
able for studies of short duration changes in LOP. The LOP errors recorded at Leicester exhibit a similar
behaviour to those for Farnborough. The differences between the predicted and measured LOP errors are also
very similar for the two stations. In order to illustrate the short period changes in LOP error, typical
examples of Leicester data are presented in figures 8, 9 and 10.

Further discussion of the Leicester data and its comparison with the predicted errors is not presented
as the conclusions drawn from the Farnborough results apply equally to the Leicester site.

4.3. The Butt of ewis Monitor

Reliable data from the Butt of Lewis monitor has been obtained for the summer months of 1979 only.The LCP errors for transmitter pairs AB, AD and BD are compared with the predicted values for this receiver

location in figures 11 and 12. Excellent agreement between the predicted and measured errors are obtained
for LOP AB (figure 11(a)), at 10.2 kHz, and there is little day to day variability in the measured values.
Very good agreement is also obtained for LOP AD (figure 11(b)) and LOP BD (figure 11(c)) at 10.2 kHz.
However, appreciable day to day variability is sometimes present in the data.

The comparisons at 13.6 kHz are illustrated in figures 12(a), 12(b) and 12(c). The agreement between
predicted and measured errors is not so close at this frequency as for the 10.2 kHz data. The conclusions
derived from the Farnborough 13.6 kHz data could equally well apply at the Butt of Lewis at this frequency.

An important feature of the Butt of Lewis results is the very close agreement, at 10.2 kHz, between
the errors predicted by the ONSCD program and those measured experimentally.

5. CCOPARISON OF ERRORS MEASURED AT THE VARIOU& RECEIVING STATIOPS

The comparisons of predicted and experimental LOP data presented in section 4 suggest that the
performance of the Omega system differs even within the confines of the United Kingdom. An attempt was
therefore made to compare the LOP errors measured at the various monitor sites. The object of this study
was to try to quantify the similarity (or difference) in the LOP errors measured at the various sites. This
proved to be rather more difficult than exper;ted since the LOP can move to either side of its true position.
The possible cases are illustrated in Table 2.

Six different possible situations can give rise to the same numerical value for the difference in
errors, although some can be distinguished from sign changes. Care must therefore be exercised in inter-
preting the LOP error differences for the same LOP measured at the two monitoring sites, (X-Y), where X and
Y are the errors measured at each of the two sites respectively.

The difference in errors for LOP AB measured at Farnborough and Leicester are shown in figure 13(a)
There is a small systematic bias of about 5 eels and there is also some evidence of a very small diurnal
variation. Otherwise the difference is random. The error differences for LOP AD is shown in figure 13(b).
Again there is a systematic difference of about 5 eels, but in the opposite sense to the LOP AB shift.
There is little evidence of a diurnal pattern and the changes appear to be quite random. The BD comparison
presented in figure 13(c) indicates no systematic shift and the differences in errors for the LOP at the two
monitoring stations are quite random.

These comparisons indicate that small constant differences are present in LOP AB and AD measured
at Farnborough and Leicester. The differenoes in LOP BD error are quite random. There is some evidence of
a small diurnal variation in the LOP errors measured at the two locations.

A comparison of the Farnborough and Butt of Lewis LOP errors has also been undertaken. The comparison
of the LOP AB errors at the two locations is reproduced in figure 14(a). The strong diurnal variation in the
error differences is immediately apparent. The night time values exhibit the greatest differences, (_ 25 eels)
with much smaller differences, (- 10 eels), present during the day time. The LOP AD error comparison,(se,
figure 14(b)),also exhibits a strong diurnal influence. The errors at the two locations are rather simila.
at night as indicated by the near zero error difference values. During day time, large error differences
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occur and the errors observed in this LOP at the two receiving locations are quite different.

Very large diurnal changes are evident in the comparison of LOP BD presented in figure 14(c). The
night time difference is approximately -20 cels and the day time value approximately +10 cels. This
represents a diurnal change in difference of about 30 cels and quantifies the very marked differences in
the LOP errors recorded at Farnborough and the Butt of Lewis.

The comparisons presented serve to illustrate the very real differences in Omega performance at
the observing sites considered, all of which are within the United Kingdom. They also serve to highlight
the difficulties in applying existing prediction techniques which are not capable of resolving these
differences in performance. If adequate predictions are to be made for systems such as Differential omega,
then these differenceswhich exist over small spatial distances, must be incorporated into the prediction
scheme.

6. CONCLUSION

A detailed analysis of the experimentally determined performance of the Omega syster, at three
locations within the United Kingdom has been presented. The predicted performance of the system has been
obtained using the ONSCI) program. The validity of these LOP corrections for the three locations has been
assessed and their diurnal and seasonal variations quantified. The corrections are more accurate for the
Butt of Lewis data than for the results obtained at the other two receiving sites.

The variation in performance of Omega at the three receiver sites has been studied by examining the
difference in the measured error of the same LOP at the three locations. The performance at Farnborough
and Leicester is very similar but there is a marked difference between the Butt of Lewis errors and those
which occur at the two southerly receivers. In particular, there is a diurnal variation in the error
difference. This feature has an important implication for the use of Differential Omega in the United
Kingdom.

This study has shown that VLF propagation conditions can be accurately predicted by the COSOD
method for a lcation such as the Butt of Lewis. At other locations its accuracy is reduced by an amount

that varies with time of day and season. This variation in accuracy over short distances of a few

hundred kilometres suggests that other factors, such as ground conductivity changes,may influence the system
performance. These anomalies will be the subject of further investigation as will be the variatior in
position fixes determined from the LOP information.
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Omega Lane Widths at the UK Monitoring Sites

Monitor Site LOP Lane Width (kin)

10.2kHz 13.6kHz

Leicester AB 14.7 11.0

AD 24.0 18.0

BD 17.6 13.2

Farnborough AB 14.7 11.0

AD 25.0 18.6

BD 17.6 132

Butt of Lewis AB 15.4 11.6

AD 19.2 14.4

BD 17.5 13.2

TABLE 11

The Possible Variations of LOP Errors and the Resulting Differences

LOP Error LOP Error Difference
Location X Location Y in errors

(X-Y)

lop

+5 +4

true + X +1 +y
Dosition

+5

-4

+ -1+
+4

+ -1

+34
+

-4
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Fig.I Schematic of the Omega signal path segmentation (Morris & Milton, 1974)

OMEGA PROPAGATION CORRECTIONS FOR 102 KHZ LOCATION 160N 100*
STATION A NORWAY

DATE GMT
00 01 02 03 04 05 06 07 08 09 10 II 12 13 14 15 16 17 18 19 20 21 22 23 24

1-15 JAN -71 -71 -71 -71 -71 -71 -71 -71 -71 -14 -5 -2 -I 0 I 0 -3 -12 -24 -40 -61 -71 -71 -71 -71
16-31 JAN -71 -71 -71 -71 -71 -71 -71 -71 -68 -II -6 -3 -1 0 1 0 -I -8 -20 -36 -57 -71 -71 -71 -71
1-14 FEB -71 -71 -71 -71 -71 -71 -71 -71 -59 -11 -8 -4 -2 0 0 0 -2 -5 -16 -31 -52 -71 -71 -71 -71

15-28 FEB -71 -71 -71 -71 -71 - 71 -71 -67 -44 -10 -6 -3 0 I 2 I 0 -3 -9 -24 -45 -71 -71 -71 -71
1-15 MAR -71 -71 -71 -71 -71 -71 -70 -59 -32 -8 -4 -1 1 3 3 3 1 -2 -5 -17 -39 -70 -71 -71 -71

16-31 MAR -71 -71 -71 -71 -71 -71 -64 -48 -18 -6 -3 I 3 5 5 4 2 0 -4 -9 -29 -67 -71 -71 -71
1-15 APR -71 -71 -71 -71 -71 -66 -55 -37 -10 -5 -I 2 5 6 6 6 4 1 -3 -7 -16 -60 --71 -71 -71

16-30 APR -71 -71-71 -71 -68 -59 -47 -28 -7 -3 I 4 6 7 8 7 5 2 -2 -6 -10 -41 -71 --71 -71
1-15 MAY -71 -71 -71 -69 -62 -53 -41 - 22 -6 -2 2 5 7 B 8 8 6 3 -I -5 -9 -16 -70 -71 -71

16-31 MAY -71 -71 -69 -65 -58 -49 -37 -1 -5 -I 3 6 8 9 9 B 6 4 0 -4 -8 -12 -62 -70 -71
1-15 JUN -69 -69 -66 -62 -56 -47 -34 -16 -4 -I 3 6 8 9 9 9 7 4 1 -3 -7 -11 -50 -67 -69

16-30 JUN -68 -68 -66 -61 -55 -47 -34 -16 -5 -I 3 6 8 9 9 9 7 4 I -3 -7 --10 -45 -65 -68
1-15 JUL -69 -69 -66 -61 -55 -45 -31 -12 2 4 6 8 9 10 10 10 9 7 5 3 0 -2 -43 -66 -69

16-31 JUL -71 -71 -69 -65 -58 -48 -35 -15 1 4 6 8 9 10 10 10 9 7 5 3 0 -2 -57 -70 -71
1-15 AUG -71 -71 -71 -69 -63 -53 -40 -20 1 3 5 7 9 9 10 9 8 6 4 2 0 -5 -70-71 -71

16-31 AUG -71 -71 -71 -71 -68 -59 -45 -25 0 2 5 7 8 9 9 9 7 6 4 1 -1 -34 -71 -1 -71
1--1 SEP -71 -l -71-71 -71 -65 -52 -32 -1 2 4 6 7 a a a 7 5 3 0 -13 -65 -71 - -71

16-30 SEP -71 -71 -71 -71 -71 -70 -59 -39 -3 I 3 5 7 7 7 7 6 4 I -6 -33 -71 -71 -71 -71
I-IS OCT -71 -71 -71 - 71 - 71 -71 -67 -48 --1 0 3 4 6 6 6 6 4 3 -2 - 19 -48 -71 -71 -71 -71

16-31 OCT -71 -71 -71 -71 -71 -71 -71 -59 -15 0 2 4 5 5 5 5 3 I --11 -30 -59 -71 -71 -71 -71
1- 15 NOV -71 -71 -71 -71 - 71 -71 -71 -69 - 33 -I I 3 4 4 4 4 2 -5 -19 -38 -65 -71 -71 -71 -71

16- 30 NOV - 71 - 71 - 71 - 71 - 71 - 71 - 71 - 71 - 57 - 2 0 2 3 4 4 3 0 - 10 - 24 -47 -67 - 71 - 71 - 71 - 71
1-15 DEC -71 -71 -71 -71 -71 -71 -71 -71 -69 -3 -I I 2 3 3 2 -2 -12 -25 -43 -67 -71 -71 -71 -71

16-31 DEC -71 -71 -71 -71 -71 -71 -71 -71 -71 -7 -2 -I I 2 2 I -3 -13 -26 -43 -65 -71 -71 -71 -71

Fig.2 A typical Omega propagation correction table
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Fig.3 The location of the three UK monitoring sites
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Fig.4(a) Farnborough LOP error data for LOP AB at 10.2 kliz, recorded during September 1978
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Fig.4(b) Farnborough LOP error data for LOP AD at 10.2 kHz, recorded during September 1978

-6 
1 19 10 

2 2 23 ; 5 2 13 12 9 SE51P.

0 a 4 O e

14 IV 599
so TL - V

16 1 19 20 21 22 23 24 25 26 27 29 29 30 SF P.

Fig.4(b) Farnborough LOP error data for LOP AD at 10.2 kHz, recorded during September 1978



35-10

_0 40

-1 JA.20 ~)115JL l 4S

Fi.()Cmaioso afmnhyLPerrsmaue tFrbruh(oi ie)wt

I-15 JAN. GM MS 1-15 JUL. GMlT 011M.

Fig.5(b) Comparisons of half monthly LOP errors measured at Farnborough (solid lines) with.
the ONSOD prediction (broken line). Data for LOP AD, 10.2 kHz, winter and summer 1978
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Fig.5(c) Comparisons of half monthly LOP errors measured at Farnborough (solid lines) with.
the ONSOD prediction (broken line). Data for LOP D, 10.2 kHz, winter 17 and summer 1978
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Fig.7(a) Comparisons of half monthly LOP errors measured at Farnboroughi (solid lines) with the
ONSOD prediction (broken line). Data for LOP AB, 13.6 kHz, winter and summer 1978

0 0i

-2-s gTO

Fig7() omarsos f hlfmothy OPeror mesuedatFanbrogh soidlies wthth
ONSO prdcto (boe-ie.4t0orLPA,1. lz wne n umr17

Fig.7(c) Comparisons of half monthly LOP errors measured at Farnborough (solid lines) with the
ONSOD prediction (broken line). Data for LOP BD, 13.6 kHz, winter 17 and summer 1978
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Fig.8(a) Comparison of half monthly LOP errors measured at Leicester with
the ONSOI) prediction. D~ata for LOP AB, 10.2 kliz. 16- 3) January 1971
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Fig.9(a) Comparison of half monthly LOP errors measured at Leicester with
the ONSOD prediction. Data for LOP AD, 10.2 kHz, 16-31 January 1979
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Fig.9(b) Comparison of half monthly LOP errors measured at Leicester with
the ONSOD prediction. Data for LOP AD, 10.2 kHz, 16-31 July 1979



o3 C 60

SO 4 .

55 M~T LO DAT

---- HOURLY LOP DATA

GMT (rIPS

Fig. I 0(a) Comparison of half monthly LOP errors measured at Leicester with
the ONSOD prediction. Data for LOP BD. 10.2 kfiz, 1 15 December 1979
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Fig. 10(b) Comparison of half monthly LOP errors measured at Leicester with
the ONSOI) prediction. Data for LOP BD. 10.2 kliz. 10 31 July 1979



35-65

-~ rt

00

N * '0

(GIM~ WtJ d

0 -

I '0

----b----.



40
U

C.E

S NM

(S'33 
-OM 

d-

SL E v

'00
I &o E

-G33 
-a.-dl

10-

(619J 6)Mtg C-



35-18

2J 16 2? 19 20 21 22 23 24 2 2 2? 2 29 750 31 KAY.

vKL- Av - -V AA
1 2 3 . .. ..... 1112 14 15 Ji.

Fig.13(a) Differences in LOP error between Leicester and Famborough. Data for LOP AB
at 10.2 kHz recorded from 16th May to 15th June 1979
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Fig. 13(b) Differences in LOP error between Leicester and Farnborough. Data for LOP AD
at 10.2 kHz recorded from 16th May to 15th June 1979
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Fig.I 3(c) Differences in LOP error between Leicester and Farnborough. Data for LOP BD
at 10.2 kHz recorded from 16th May to 15th June 1979
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Fig.14(a) Differences in LOP error between Farnborough and the Butt of Lewis.
Data for LOP AB at 10.2 kHz recorded from 16th May to 15th June 1979
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Fig. 14(b) Differences in LOP error between Farnborough and the Butt of Lewis.
Data for LOP AD at 10.2 kHz recorded from 16th May to 15th June 1979
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Fig.14(c) D)ifferences in LOP error between Farnborough and the Butt of Lewis.
Data for LOP BD at 10.2- kHz recorded from 16th May to 15th June 1979
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SOME CONSIDERATIONS UPON MODELS FOR IONOSPHERIC RADIO COMMUNICATIONS FORECASTING

P. DOMINICI and B. ZOLESI

Ionospheric Department

Istitutd Nazionale di Geofisica
Rome, Italy

SLWARY

The ionospheric radio communications exhibit, along with consistent advantages, the well known di-

sadvantage that the essential parameters show large variations, which must be forecast. By appropriate

models, some of these variations are reconductible to known behaviors of solar and geophysical quantities

and are therefore foreseeable with satisfactory statistical accuracy; on the contrary, other variations

are completely casual. There is a point of view, that of geophysicists, according to which the problem

of the ionospheric modelling for the forecasts is a normal problem of scientific knowledge, with the as-

sumption that the last aim, that is to know completely the ionospheric phenomena, is certainly reachable;

the actual trend is to elaborate mathematical models of the ionosphere, which are used for forecasting in

near real time, by inserting suitable recent data. Other points of view, belonging to people concretely

interested in ionospheric radio communications, are based upon the concept of a forecast suitable for the
management of the links; according to what is a "suitable" forecast, there is to distinguish the point of

view of people planning the links from the point of view of people operating the links. It is a common opi

nion among planners that the actual forecasts are sufficiently accurate in order to the allowance of the

radio frequencies. On the contrary, it is a common opinion among operators that the actual forecasts are

intrinsically unable to make a link sure with "critical" conditions of some parameters and above all in

presence of casual variations and/or perturbations. A comparison between measured and calculated data is

made, which seems to justify these contrasting opinions. A brief discussion of the above points of view

is made, and the conclusions are: i) as to the ionospheric physics, as well as to the planning of iono-

spheric radio communications, the studies upon ionospheric adaptive models physically based (for instan-

ce, the recent models based on 3 overlapped Chapman layers) are to be encouraged; (ii) as to the manage-

ment of the links, it seems to be convenient to prefer techniques of ionospheric monitoring in real time

instead of ionospheric forecasting in near real time.

1. PREFACE

As in all the geophysical sciences, ionospheric physics (including its applications) uses models to

support and visualize its theories.

It is well known that the development of ionospheric physics has its roots in the development of long

distance radio communications. The way in which an ionospheric physicist considers ionospheric models is

different from the way in which a person involved in ionospheric radio communications considers them.

From a radio engineer's point of view, ionospheric models are useful in schematizing the properties

of the transmission medium between the antennas of an ionospheric radio link. As to the ability to repre

sent temporal behaviors of such properties, it has to be noted the necessity one has of forecasting the

ionospheric characteristcs of reflectivity and absorptivity influencing the operative parameters of HF ra

dio links (optimum working frequency, power, types of antenna, etc.); these previsions are for future fo-

recasting, even at long time, for the radio links planning and for radiofrequencies allowance, whereas

they are for the immediate future (the closest possible to the present) for the management of the radio

links.

In the geophysical field, the aim of the models (which assume heuristic and symplifying functions)

is the understanding of ionospheric phenomena, which is assumed fully attainable and not conditioned by

questions relating to immediacy or not.

In the development of ionospheric models the applicative view has up to now had the greatest relevan

ce, with consequential accentuation of the statistical and empirical aspects above physical ones. This can

be seen in the current definition of the ionosphere which, referring normally to the propagation of radio

waves, makes the assumption of the "ionosphere" in a limited way, as an "electronosphere", and the assum-

ption of the electron density as its representative quantity. Moreover, because the synoptic observations

on a planetary scale of the electron density in the atmosphere are done exclusively through vertical inci-
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dence soundings with HF radio waves, the experimental base on which the ionospheric models are built is re

stricted to what is observable by such radio soundings.

From the examination of ionograms taken over a period of almost 50 years by a net of stations covering
the greatest part of the Earth's surface, a standard model was developed and used for studies of both iono

spheric physics and radio propagation. In table I we can see the principal features of this reference iono
sphere (standard ionosphere from ground radio sounding).

As it is well known, the model extends itself (Figure 1) to the absolute maximum of the electron den-

sity, that is, it includes only the so-called bottomside ionosphere. To this absolute maximum and to lower

relative maximums a corresponding number of ionospheric zones are normally associated: the region F (bet-

ween 200 and 400 km altitude) and the region E (approximately 100 km altitude) are directly observable on

the ionograms, while the region D (approx. 70 km altitude) is observable indirectly through its absorption
property; during daylight time in summerO months the F region frequently appears divided into two layers,

F1 and F2 (the highest). Besides these regular regions there is occasionally present at the E region le-

vels, a thin and strongly ionized layer, called "sporadic E layer". Let us also remember that the maximum

electron density of an ionospheric region is derived in a very Simple manner from the so-called critical

frequency of the region, which is the maximum frequency of the radio waves reflected under vertical inciden

ce from the region, relative to the ordinary ray between the two rays to the birefringence induced by the

terrestrial magnetic field.

The behavior of the components of such a model is individuated by the temporal and geographical beha-

viors of some numerical data taken from the ionograms according to detailed conventions and rules (standard

ionospheric characteristics). Schematically, for the regular regions E and F (this last one eventually split

in the F1 and F2 layers) and for the sporadic E layer, it is a matter of the critical frequencies of the or

dinary ray (symbols: foE, foF1, foF2, foEs), depending on respective maximum electron densities, and of

the virtual heights of reflection (h'E, h'F, h'F2, h'Es), deduced from the echo delay and referring to the
respective altitudes of maximum electron density; for the region D it is a matter of the minimum frequency

(fmin) of the radio waves reflected from either the E or F regions, that changes according to the varia-

tions of the maximum electron density of the region 0 itself.

Each of these characteristics is a function of the site, as to say, of the geographic latitudeqand
longitude A, and of the time t. In a given site, as a sounding station, only the dependence on time remains:
this lead us to distinguish between local models, or unidimensional (the only variable is t), and global mo

dels, or 3-dimensional (in the 3 variables 9), A, t).

2. LOCAL MODELS

These models were developed by analyzing historical series of data taken in every sounding station,

with reference to the natural intervals of the variable t, that is in connection to the hours of the day,

to the days of the year (grouped into the 12 Calendar months), and to the passing of the years. The disco-

very being quickly made of clear correlations, partly positive and partly negative, between the ionospheric

characteristics and the position of the Sun, brought to place side by side the statistical model derived

from the previously mentioned analysis, and an analytical model established from the theory of the atmoqphe

ric photoionization developed by S. Chapman (1931), explaining a large part of the observed statistical pe

culiarities.

According to such a theory, for instance, the analytical model for the ordinary critical frequency in

quasi-stationary conditions consists of the equation:

1 fo = a(R) cos"5 (2Ug0
0
),

where Xis the zenith angle of the Sun. This last one implies the diurnal and annual variations by a well
known astronomical formula in which appear, besides to the latitude of the site, the local hour angle (that

is the local time) and the declination (that is the epoch of the (year) of the Sun. The quantity a(R) dspen

ds on the electron production rate, that is on the intensity of the ionizing solar photonic radiation, and

therefore depends, as indicated, on the sunspot number R, assumed as an index of solar activity, which va-

ries with a pseudo-period of about 11 years.

As an example of a local statistical model, we shall refer to the one deduced from the ionograms taken

in Rome in the period 1948-1970. Limiting ourselves, for reasons of simplicity, to the critical frequencies,

for the normal E region and for the F1 layer, the following formulae were obtained ( 900):

2a log foE = 0.520 + 0.0006 R + 0.28 log cos X,

2b log foF1 - 0.645 + 0.0008 R + 0.20 log cos Z.
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As to the median values of the critical frequency of region F, night-time, and of the F2 layer, daytime,

the statistical model is expressed graphically from the istograms of Figure 2, image of the correlation

formula:

3 foF2 = A + B RH H

relative to the single local hours H, where AH, BH are tabulated coefficients and R is the monthly mean

value of the sunspot number R. The fluctuations of foF? are much larger than those of foE (Figure 3) and

foFl. As for the sporadic E layer, because in many cases a true critical frequency corresponding to a maxi

mum echo delay doesn't exist, it wouldn't be appropriate to look for a correlation between foEs and other

ionospheric or astrophysic quantities; so, the monthly median of the fraction of time that foEs exceeds so

me reference value (Figure 4) is enough significative.

A simple comparison between 2 , 3 and 1 shows that the E normal region and the F1 layer are, at

least in first (but quite good) approximation, "Chapman layers" (that is verifying the previously mentio-

ned theory of Chapman), which cannot be said for the whole region F.

3. GLOBAL MODELS

Local models are useful for theoretical studies and for radio purposes only in an area of a fe* hundred

km; for larger areas, it becomes necessary to use global models.

It could seem that, being the latitude included in the Sun zenith angle X(see I ), a kind of time

shift in a local model could be enough for the transport in longitude; really, it is not so: the exponent

of CosXin I varies with the longitude. A similar, but much more larger "longitude effect" can be found

through the numerical coefficients of type 3 formulae if one tries to transport in longitude local stati-

stical models for foF2. Therefore, the global models are preferably made linking opportunely together a suf

ficient number of statistical local models.

Until a few years ago, the global models were given by world maps of isolines of some ionospheric cha-

racteristics, in particular foF2 and MUF(3O0O)F2, the last one being the maximum usable frequency for a 1-

-hop link between two terminals at 3000 km, with ionospheric reflection on the F2 layer. These maps manual-

ly traced by some ingenious methods of interpolation and extrapolation between and from local i,dels; let

us remind the method by K. Rawer (1960), among the good qualities of which is the introduction of "magneto-

graphic" coordinates in place of the geographic ones, in order to consider the longitude effect, due to the

anisotropy of the terrestrial magnetic field kRAWER, 1963).

Presently, world maps of the most important ionospheric characteristics are traced by electronic comou

ters. The method (numerical mapping) consists in the assumption that an ionospheric characteristic can be

expressed through terms of a Fourier series in time domain, whose coefficients are expressed through terms

of a serie expansion of the product of a function depending on the coordinates but not on the time, and the

refore tabulated permanently, by a function of the coordinates and time, tabulated for actual ionospheric

conditions (JONES and GALLET, 1962; JOiES and others, 1966). As it is known, this procedure has been adopted

for some years now, by various institutions interested in ionospheric radio conmnunications, among which are

the COIR and the Istitute for Telecommunications Sciences (ITS) of the Environmental Science Services Adimi

nistration (ESSA), Dept. of Commerce, USA.

As it was pointed out earlier, the numerical values that play in the models are generally monthly me-

dian values, that is probable at 50%. The passage to more significative values, for example to lower deci-

les, that is with a 9091 probability, it is done by multiplying the medians by numerical coefficients, varia

ble by site, hour, season and solar activity taken from the statistical distribution of the characteristics

themselves; for example, from the appropriated tables (BARGHAUSEN and others, 1969; pg. 34), it results

that for foF2 the lower decile is on average 85% of the median, varying between 70% and 90% of that median.

To indicate the ionospheric model situation at the beginning of the 1970's, we can observe the princi-

pal characteristics in table II of the ionospheric model adopted in the ITS-78 program of the ESSA for the

operative parameters of HF ionospheric radio links still largely diffused today, both in its original form

and in derived forms (BARGHAUSEN and others, 1969). It is an empirical model whose principal assumption -

- which is typical of the simplicistic mentality that dominates models used exclusively for radio-technical

purposes - is a two parabolic regions scheme, as indicated in Figure 5 A: region E, with constant maximum

altitude and semi-thickness, and region F, with maximum altitude deduced from M(30OO)F2 and semithickness

derived from the minimum virtual height h'F of the region, corrected by the delay due to the E region. The

foF2 and M(3000)F2 characteristics are derived from "numerical maps" issued 3 months in advance; the other

characteristics are derived "permanent" world maps of isolines. Region D is considered as an absorbing la-

yer of which the produced attenuation LD is given.
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4. RELIABILITY AND USEFULNESS OF THE MODELS

In Figure 6 monthly median values of the critical frequency foF2 at 0 and 12 local hours observed in
recent years at Rome are compared with corresponding values, calculated by the local statistical model of

Figure 2: there is an excellent accord. We are referring to the foF2 characteristic which is, as we earlir,

the most indicative one: in terms of geophysical interest bec, use it concerns the absolute maximum electron

density of the whole ionosphere, in terms of radio propagation because it determines the upper frequency

limit of radio waves reflected vertically by the ionosphere, and finally from a comparative point of view

because it shows very large statistical fluctuations.

As to the global models, many comparison studies between observed and calculated values have been ma-

de, that generally also demonstrate an excellent accord. In Figure 7 we can see a Comparison of this kind

relative to the aforementioned ITS-78 Program.

The situation is very much different if from monthly median values one passes to instantaneous values:

as to a local situation, we present some data in Figures 8 and 9, which are self-explanatory. Data derived

from global models show a similar situation.

The inadequacy of all the models, when from a median case one goes to an instantaneous one is not sur

prising, considering the way in which the models are constructed. It should be noted that the way to give

more or less importance to the differences between observed and calculated values, and therefore the way

of use, or not use some methods to avoid such differences are notably different in the geophysical and ra-

dio fields.

5. GEOPHYSICAL CONSIDERATIONS: IMPORTANCE OF ANALYTICAL MODELS

From a geophysical point of view, the fact that an ionospheric model, normally dependable regarding

median values, is unable to explain some variations, is not by itself a negative fact: the difference bet-

ween actual and theoretical values can itself be indicative of a phenomenor,. Consider for example, the fact

that all the studies on ionospheric perturbations (SWF, SID, PCA, eclipse effects, etc.) are based on the

divergence between instantaneous values and the so-called normal values, that is, in respect of median,

mean or even instantaneous values deduced from an oportune local statistical model. So, models of this

last type, i.e. with median values, that, as we will shortly discover, are not fully utilizable for radio-

-technical purposes, can find ample and advantageous uses in ionospheric physics. Neverthless, more impor-

tant are the analytical models.

It is known that the only theoretical model that can be at present practically used is the Chapman m

del, in which the density profile is satisfactorily approximable as a parabolic layer; one of the conse-

quences is the relation 1 between the critical frequency and the zenith angle of the Sun, that is adequa

tely satisfied for the critical frequency foE of the E region. Now, if one looks for the functional depen-
4

dence of monthly medians of hour values (foE) from corresponding values of cosX the 15th day of every monthS 4 4 p
for a number of years in a certain site, one discovers that the quantity C = a (0), that is (foE) /cos Z

calculated for R--O by the regression method, shows a surprising and evident winter maximum (Figure 10): it

is the so-called Appleton anomaly of the E region. This means that the equation of electron equilibrium in

the E region, that in the Chapman model is assumed in -he form 6N/ bt = q -aN 0 O in quasi-stationary con

ditions ( q rate of electron production,a effective coefficient of ionic ricombination), must be corrected

or considering an opportune variability of q and aor introducing (as it seems more acceptable) an opportu-

ne transport :erm.

A second example on the physical significance of the differences from an analytical model is, even

for the E region, the previously m~ntioned longitude effect consisting in the fact that the exponent of

cos X in the 1 varies around the 1heoretical value 0.25 in dependency on the geographic longitude ; it

is aknowledge that the localities in which the differences are the largest, correspond to what the geoma-

gnetists call the foci of the ionospheric Sq currents, that determine the diurnal variation of the magne-

tic elements in magnetically calm days.

Another important example is the so-called winter anomaly in the ionospheric absorption determined by

region D. If the absorption is considered as produced by a Chapman layer, it could be larger in summer mon

ths rather than, as usually happens, in winter months (that justifies the corrective winter factor W inser

ted in the absorption formula of the above cited ITS-78 Program: see table II).

The results obtained for both regions E and D from the comparison between observed data and data ta-

ken from Chapman-like models, and between these last data and data from purely statistical models, have for

some time brought to the attention the opportunity of introducing convenient analytical models even for re
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gion F and for sporadic E layer.

As to the F region, the last years show a situation of stall. There is infact no consistent reason

for which a model, like that of Chapman, in the first approximation, which is well accepted for the E re-

gion, cannot be equally accepted for a slightly higher region; and yet, the anomalies, and especially the

seasonal anomaly of foF2, of F region still resist to explanations based on Chapman's theory, even if one

modifies the theory by introducing consistent terms of transport. A further difficulty consists, for all

the "2 regions models", in the fact that the profile of electron density should present a clear "valley"

between the two regions, while instead, as it is welle known, either measurements with rockets or iono-

grams in true heights give profiles with barely perceptible relative maximums in a monotonically increasing

course, till the absolute maximum corresponding to the plasma frequency foF2.

An attempt to obviate this last disadvantage through a purely empiric way is given by a model (BRA-

DLEY and DUONEY, 1973) in which the above mentioned "valley" is filled in the way indicated in the Figure

5 B, that is linking linearly the maximum of the parabolic profile of the E region with the point of the

F region parabolic profile corrisponding to the frequency 1.7 foE. Even if such a model seems to have gi-

ven encouraging results, the evident empiricism of its construction brings to serious doubts about its heu

ristic capacities.

Really, the problem of developing a not completely empiric ionospheric model that therefore can bring

to discover and/or well understand the phenomena from which ions and electrons are created and variously

grouped in those formations we call ionospheric regions and layers is a problem of great difficulty. The

ionosphere is infact a system of complex and not completely known constitution, where complicated chemicl-

-physical (ionization, capture, etc.) and dynamic (gravitational tides, wave movements, winds, etc.) pro-

cesses take place, with which the ionosoeric particles (electrons, ions, neutral atomic groups) interact

among themselves and the entire ionospheric system reacts with the lower "meteorological" atmosphere and

with the upper magnetosphere; such a sistem is immersed, as on the other hand the whole atmpsphere, in

terrestrial force and radiative fields (gravitational, magnetic, electric, thermal), and cosmic (planeta-

ry gravitational field, solar radiation, solar wind, cosmic radiation). The phenomena of interaction with

the "outside", and that being, from one side with the "solid" Earth, and from the other principally with

the Sun, some have a largely deterministic character, for ex. all those related to the heliocentric move-

ments of the Earth, and therefore to the zenith angle of the Sun; others, on the contrary, have an undoub

tely casual character, which, for instance, are those linked to sudden variations in solar activity.

In a similar situation, an ionospheric model cannot be satisfactory if, at least for its formulation,

it is not an interactive model with remaining atmospheric systems. Even if we are not lacking in some at-

tempts of formulating general atmospheric models of interactive kind, the fact remains that it seems reaso

nable to go along this way by small steps.

The first step , of course, is to consider once more what experience gives us , that is the tra

ditional scheme based on the ionograms, with the innovation, however, of giving a particular attention to

external interactions. The simpler "interactive" assumption is that of Chapman: the normal E region and

F1 and F2 layers (as well as the D region, even tough observable only indirectly), are produced by solar

photons and the profile of the ionosphere results in a linear (or a more complicated) superimposition of

parabolic profiles relative to the E, F1, F2 formations (Figure 5 C).

The first of these models, gained attention in 1972 DEDKER, 1972), for the presence of a parabolic

layer, respective to the previous models with two parabolic layers; it regards, however, a model requiring

complex algorithms and being relatively rigid. Much more interesting appears to be a successive "Phenomeno

logical model" (CHING and CHIU, 1973; CHIU, 1975), which is simpler regarding the calculations, and has tha

advantage of easily adapting itself to successive improvements, deriving form experience. The physical mo-

del consists in assuming the electron density at a generic altitude as a sum of the electron density of

three Chapman-like layers, each of which density is given through a combination of functions of six varia-

bles: year time (order number of the day), day time (local hour), geomagnetic longitude, geographical lati

tude, altitude, sunspot number; these functions, that are derived substantially from Chapman's theory and

in which appear therefore also the effective coefficients of ionic recombination, the atmospheric scale

height, and the maximum height of ionization, are structured in such a way to include additive or multipli

rative "phenomenological" terms, so that they can give coherent results with statistically observed values.

A recent study (FLEURY and GOL'RVEZ, 1979) has compared monthly median values of foF2 calculated by this mo

del, and by two models of the type used in the ITS-70 Program, and it has put in relief that the dependabi

lity is about the same for the .hree models; the phenomenological model of Ching and Chiu would seem to re

present therefore a progress not so much in terms of precision, but rather in terms of physical formulation.

All these models concern monthly median values. Values of this type can be accepted in this phase,
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which is still the first systematization of ionospheric models on physical base; in successive phases,

when the analyses will be of second approximation, it will probably be convenient to refer to time in

tervals that are less conventional than from the calendar months; for instance, at periods more or less
of equal variation of the solar declination, possibly in a simple relation with the solar rotation period.

As to instantaneous values, and even better as to their differences from the "normal" values defined

by the median values of the model, much has been already made for the suitable construction of "perturba-

tive models": think for example, of the rich literature available on ionospheric storms, on the ionosphe-

ric effects of solar eclipses, on radio waves fade-outs. It is this indeed the sector of ionospheric ohysics

appeared immediately as the richest of geophysical contents and whose development was therefore relatively

free from applicative conditionings. A noticeable improvement that must be undertaken in this sector is the
formulation of norms for the reduction of the ionograms whose aim is to give, more effectively than at pre

sent, informations relative to ionospheric perturbations, that at the moment are accessible only to those
who have the possibility of seeing the ionograms. A significant percentage of ionograms display very inte-

resting formations for perturbative models and some, for example the layers very often present between the
E region and the F region, interesting also for "normal" or "median" models.

6. THE PREVISION OF DATA FOR THE MANAGEMENT OF RADIO LINKS

From a radio-technical point of view, in order to express an opinion about the utility of an ionosphe

ric model, it is necessary to distinguish between the exigences of the designers of radio links la the io

nosphere, and thcse of the operators of such radio links.

As to the planning of an ionospheric radio link, it is necessary a reliable estimate of the values of

some ionospheric characteristics at some places in a future time frame, which generally is enough distant;

this last circumstance implies that the values in question can be median values. Well, the reliability of

almost all the present models giving monthly median values is, as we already said, excellent, and in our

opinion, sufficient generally speaking for the needs of a circuit planner and frequency allocator. Possible
improvements are auspicable when their interest c:oncerns not too much large areas; in such cases it %ould

seem more convenient to use "zonal" models, rather than global, in such a way as to bring into the calcula

tions some important particularities, and expecially the local characteristics of the sporadic E layer,

that in global models are totally ignored, or else represented in a too large mean.

The situation facing the operator of ionospheric radio links is quite different, because a fundamental

requirement is the continuity of the link. Let us make an example. Imagine an operator that at 1000 LIT eve

ry day during the month of June 1980 to operate a link between England and Cyprus; the distance is about

3000 km and the ionospheric reflection, for a 1-hop path via F region, takes place on central Italy, such

that the maximum usable frequency via F2 layer is approximately the MUF(3OOO)F2 measured in the sounding

station at Rome. The planner of the link would have given, from an available zonal model of previsions (DO

MINICI, 1975), a 90% AF of 22.0 MHz, which corresponds to a median of 25.8 MHz, for the MUF(3Cj0O)F2; ac-

cording to this prevision, the operator would have used a working frequency equal to 22.0 MHz. Well, in Ju

ne 1g80 at Rome the median MUF(3ODO)F2 at 1000 UT resulted to be 25.6 MHz, in good accord with the fore-
cast, but the instantaneous MUF resulted in less than 22 MHz in 7 days among the 30 of the month; so, the

link via F would have resulted sure only for 77% of the time, instead of 90% of the time. The situation de

scribed by this example is consistent with that described by previous Figures 6, 8, 9.

The question to adapt to the exigences of the operators the "median" models has been and is still the

main problem of the ionospheric radio communications, and the great difficulties in solving it are one of

the reasons of the relative decline these radio communications have had. Working on the same statistical
base that has brought to the excellent median models now used, it is possible to develope some perturbati-

ve models based on the fact that the greatest discrepacies of the effective foF2 values in contrast with

median values are related to solar flares and subsequent magnetic activity. Briefly, the photonic radiation

suddenly arising from such solar events produce a contemporary sudden increase of the ionization of the D
region, and therefore strong fadings of the signals (so-called Short Wave Fade-out), until the interrupion

of the links; the successively arriving solar corpuscolar radiation (protons and fast electrons) strongly

perturbe the ionospheric equilibrium, producing large variations of the electron density in the F region

(that is of foF2) and, in a much smaller way, in the lower regions, with a very accentuated geographical

anisotropy due to the terrestrial magnetic field: they are the phenomena called "ionospheric storms" and
"polar cap absorption".

The statistical models now used for ionospheric radio communications have all an input for data

playinq as perturbation indexes. For instance, in the many times mentioned ITS-78 Program, for short time

forecasting it is used to this aim the K index of magnetic activity, given by geomagnetic observatories

(BARGHAUSEN and others, 1969; pg. 93). In this order of ideas, however, it seems to be more rational to use
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the ionospheric characteristics themselves as an index of the more or less perturbed state of the ionosphe

re, also because the communications between the agencies presiding short time ionospheric forecastings and

those doing ionospheric measurements are easier than with the agencies doing other geophysical or astrophy

sical measurements. At this regard, an interesting example is the so-called "hybrid model" (FLATTERY and

RAMSEY, 1975): there are two steps, the first of which is the simple application of the ITS-78 Program (in

cluded the correction by the magnetic K index), while the second is based on the comparison between the

foF2 and M(300)F2 median so obtained and mean values of the same characteristics in the last five days at

a certain number of sounding stations. Adaptive models of this kind seems to be able to include, besides

perturbative fluctuations, also the fluctuations present in quiet days, that are not correlated with solar

or geomagnetic events but perhaps with tide effects and therefore with planetary configurations fHARNISC+4A

CHER and RAWER, 1979).

The ionospheric modelling for radio communications purposes seems to go toward this direction, that

is toward the interaction between a reliable statistical model and some kind of significant actual ionoshe

ric data.

At this point we have to consider the following circumstancies:

(a) because from the point of view of the operators of ionospheric radio links the auspicable si

tuation is the one in which the informations from forecasting agenciel ire suitable to assure the continui

ty of the link, it is necessary to have a model whose output is formed by operational parameters with 100%9

of probability: this aimdoes not seems reachable.

(b) a gain in reliability of the present forecasts implies a rapidly increasing complexity of the

models and their associated activities; surely, the models would be urnmanageable already well far the 100%

probability level.

(c) because the efficacy of the introduction of ionospheric control data into a short time fore-

cast model is so great as those data are near the present time, the limit of this process is to use data

in real time; then it is much simpler to renounce the model with its intrinsical inadequacies, and to mnea-

sure directly the operative parameters.

The (a) and (b) considerations bring to accept realistically the incovenience to look for increasing

the data reliability from present models more than a reasonable limit, perhaps already very close, if not

already reached. To avoid the operators unsatisfaction, the way is given by (c), that is to use adaptive

systems of radio management.

As it is known, there are already systems of this kind. As to point-to-point links, the best of these

systems (see, for instance, the commercially available swept spectrum system described in FENWICK and WOW

HIuSE, 1979) consist in a transmitter and a receiver, each being at one of the terminals, making between

them an oblique ionospheric sounding; at the receiving side, all the elements for the choice of the opti-

mum working frequency are displayed, that are the F&JFs relative to all the effective paths (including groind

waves path), with their own signal intensity, the OWF being univocally determined as the one to which only

one path and greatest signal intensity correspond; the occupacy of radio spectrum is also displayea. Such

informations exceed the possibilities of our present forecast models and programs.
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TABLE I

Standard Ionosphere

Height km- 0 100 200 300 5C0

Zones D Region E Region F1 Layer F2 Layer Heliosphere Protonos;r,ere
+ + + + 0+ 1*

Prevalent ions 0+ , No+ 0 NO+,N 2  0+ No
+  

e

Mlean electron

density 9 12

day 108 109 10 1011 "m
- 3

- decreasing

night 10 10 - 0 -

Normal ionizing ----- solar photons 10 to 1000 -- -00 to -0C o

agents L 1261

Geographic and
time behavior simple -- -- complex

Principal radiomethods r--- - -----ground ionosondes-

radar scattering

TABLE I!

Program ITS-78 (Numerical values are monthly medians)

F Region foF2 numerical naps

M(3000)F2 numerical maps

h'F Mans
true height of the naximum ionization

hlIF = ;1490 7 6

true height of the minimum ionization

YgF = h'F - 20 (z ln_- + 2)[
foF2z 0. 834 f

semi-thickness
ymF = hMF - hm.F

E Region foE maps

hME 110 km

semi-thickness 20 km

D Region hD 63 km

absorption (non deviative)

L 286 (1 + 0. 087 'TI)FNW(see i)(+0. 005 R13 B
10 + (f+fH)2

F (2250032-l)] cos(o.893
cos (O. 93 .1 2)

F = 0.01
, 900

4 geographical latitude, degrees

W winter anomaly factor, world maps

N number of hops
i angle of incidence at 100 km

f H gyrofrequency at absorbing height, MHz

(world maps)
sun zenith distance, at noon

R12 swoothed 13-month sunspot number
13

Sporadic E ftEs maps
h, Es 110 km

non-parabolic layer (thickniess wbout 2 kin)
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Fig.6 Comparison between values calculated by a local model
and actual values of the critical frequency
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Fig.7 Median values observed (continuous curves) and calculated by the program ITS-78
(broken curves) of the received power PR for a radio link on 5 Mllz between Long Branch, IlI.

and Boulder, Co., 1292 km long (Barghausen er al., 1969)
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SESSION DISCUSSION

SESSION VI - SOLAR AND IONOSPHERIC PREDICTIONS

Chairman and Editor - Prof. Dr H.Volland
Radioastronomical Institute
University of Bonn
Auf dem Huegel 71
53 Bonn 1, West Germany

PREDICTION TECHNIQUES FOR FORTHCOMING SOLAR MAXIMA
by G.M.Brown

T.Damboldt, Ge
May I remark that the mentioned "successful" predictions can predict the sunspot maximum only after the cycle has
already begun, whereas the statistical methods predict the maximum sunspot activity of a cycle at any time even
before the cycle has begun. I noticed however that the better predictions (your Figure 1 ) were made not only after
the beginning of a cycle but in most cases only shortly before the maximum. As a user who needs forecasts of
sunspot numbers for IF propagation predictions, I would like to know the chances for reliable predictions being
made for the height of the maximum several years in advance.

Author's Reply
It depends on what you mean by "after (or before) the cycle has begun". If you consider that a new cycle starts
with the reversal of the solar polar field, then this gives a lead-time of several years on the first appearance of the
new cycle sunspots at minimum epoch, as I stress in the paper. If you refer to the conventional beginning of a cycle
at sunspot minimum, I do riot agree with your statement. Several of the precursor-type of predictions summarized
in the paper are capable, in principle, of yielding their results around the time of sunspot minimum or even a little
before this.

With regard to your second point it should perhaps be stressed that, although it is true that the majority of the more
recent predictions for cycle 21 have been the ones indicating a substantial maximum, it should not therefore be
concluded that they are cases of being "wise after the event". It is just the historical development of the subject and
the relatively recent growth in the variety of approaches. Providing equivalent data will be available, there is no
reason why any or all of the methods used rather late for cycle 21 should not be applied to the appropriate time to
cycle 22. This should indeed be a salutory exercise!

C.M.Minnis, UK
Do the 3 "Brown 1979" predictions, which all agree and which will all be about right represent independent
predictions'?

Author's Reply
Yes, they are totally independent predictions based on three quite separate analyses. The letters in parentheses
after the 1979 date in the histogram were inserted to indicate this point, although they are unexplained in the text.
The methods are based on (i) considerations of the growth of 'Sunspots versus faculae' (SVF) during the early stages
of a cycle, (ii) the occurrence of long-lived "away" sectors of the interplanetary magnetic field (IMF) at the
preceding sunspot minimum, and (iii) the occurrence of 'abnormal quiet days' (AOD) of unusual Sq-phase at the
preceding sunpot minimum.

H.E.Hinteregger, Ge
Besides a curiosity about the magnitude of the maximum number of sunspots to be expected for a new solar cycle,
perhaps even greater interest would be related to estimating the corresponding maximum EUL'flux. if one wishes
to produce some sort of guess about the ionospheric-thermospheric implications expected for the maximum of a
new sunspot cycle. Actual EUV irradiance observations of long-term variations unfortunately exis in good quality
only for a part of cycle 20 and the present cycle 2 1. The finding of a "chromospheric I- UV minimum" about
14 months before the June/July 19 76 minimum of monthly mean R, illustrates the point you made reearding the
certainlv long extent of the birthperiod of a new solar cycle. The occurrences of( I ) an unexpected rise in the
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quiet-disk chromospheric EUV and (2) unexpected higher ratios of relative variations of LUV versus lo.7,
observed already early in cycle 21, by June 1977, may have been important clues for expecting a rather impressive
cycle 21 maximum in the IUV as I mentioned at the 1977 IAGA meeting in Seattle.

Author's Reply
This is an important point which I meant to have emphasised. I have restricted my review to considerations of the
prediction of the conventional sunspot number, and it is right to stress that this is only one index of solar activity
which certainly does not meet the total demands of those concerned with predictions of ionospheric electron
densities or other solar-terrestrial relations. I mention in the paper that the cycle-to-cycle variability in the
magnitude of peak sunspot number is not mirrored, for instance, in the corresponding variability in peak faculae
areas, despite the fact that these are two intimately connected aspects of photospheric activity. This is just one
example of the complexity of what we call a solar cycle. The different phasing of different aspects of activity which
you mention may well, in some cases, be found to provide further useful precursors to the magnitude of a cycle.

IONOSPHERIC PREDICTIONS FOR HF RADIO SYSTEMS: THE FUTURE
by P.A.Bradley and M.Lockwood

K.Rawer, Ge
As for the mid-latitude trough it is certainly not reproduced in the CCIR numerical maps. (This is due to the
reduction schedule for ionograms used in the past on the one hand, and on the other to the mathematical represen-
tation used in the model.) As bad as this is from a geophysical viewpoint, it may not be so disturbing for
propagation predictions because the radio waves are not so stupid as our simplified ray-tracing is, and they avoid
these zones of depletion, being reflected at places of higher electron density.

Author's Reply
This is indeed true for higher frequencies. If, however, the frequency is such that penetration does not occur in the
great circle phase, then focusing and defocusing effects can occur and the trough modulates the received signal
strength. (Lockwood, 1980 reference as in preprint).

T.B.Jones, UK
The value of predictions for long term planning is quite clear. However, for the user, the value must be limited since
he is interested in the ionosphere as it exists at the time he wishes to communicate. Moreover, he generally has no
access to a large computer on which to make a prediction even if he knew what ionospheric model to pull into it!
In my view some form of real-time update of the prediction will be essential for the future.

Author's Reply
Such an update would have to be generated at a remote prediction centre and then communicated to the user. This
would have to be based on a model of ionospheric storm effects or upon extrapolation of ionosonde soundings into
the immediate future. Would the ionoson,!e used there be close enough to the path in question to give useful
updates, bearing in mind the spatial variability of the ionosphere?

T.Damboldt, Ge
The influence of day-to-day variations of the ionosphere on HF radio propagation is so large that a further increase
in accuracy of long-term predictions does not seem to be very sensible. Althougt' long-term predictions are needed
for systems design and planning purposes, don't you think that the future emphasis for HF predictions should be
(besides the improvement of the prediction of noise and frequency occupancy) on real-time prediction systems?
of noise and frequency occupancy) on real-time prediction systems'!

Author's Reply
Real-time methods are useful in frequency management and as we have seen many communication systems have
developed real-time channel evaluation methods of some kind. Such systems remove the need for any type of
predictions for frequency management once the design is decided.

C.M.Minnis, UK
In view of the high cost of establishing a short-term ionospheric disturbance service, has any consideration been
given to measuring the "value" of the service to the actual user? An important factor is what action the user would
like to take to maintain communications in the absence of a forecast.

Reference: Minnis, C.M.: Ionospheric stormwarning services, Wireless Engineer. 30, 103, 1953.
Minnis, CM.: Ionospheric disturbance forecasts: assessment of their economic value, Telecommuni-

cation Journal, 44, 328. 1977.
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Author's Reply
In the paper we wished to distinguish between routine short term predictions and storm predictions, and we feel
the storm predictions would be of value, except for fully adaptive systems. The "over-reaction" of an operator to
the onset of storm conditions (tending apparatus, trying frequencies at random) would be removed if he had been
warned of the impending event.

ULTIMATE LIMITS TO ERROR PROBABILITIES FOR IONOSPHERIC MODELS BASED ON
SOLAR GEOPHYSICAL INDICES AND HOW THESE COMPARE WITH THE STATE OF THE ART

by J.S.Nisbet and C.G.Stehle

M.Nicolet, Be
I would like to know if there is a possibility of dividing the atmosphere (ionosphere) into several regions such as
the tropical region, the mean latitudes and the polar regions, which would have different behaviours!

Author's Reply
The heat input due to Joule heating in the auroral electrojets causes winds that cause density perturbations to
propagate in a few hours to the equator. I really feel the only hope is to have global neutral models, but they must
use better estimates of the energy inputs.

EXPERIMENTAL VALIDATION OF THE ONSOD OMEGA PREDICTION METHOD
by T.B.Jones and K.Mowforth

U.B.Mitchel, UK
Could you higher error rate on the receivers inland in the UK be due to ambient radio noise?

To quote an example, there is a very considerable amount of power from domestic T.V. receivers very close to
10 kHz. This is generated by the line time bases (not the r.f. sections).

Author's Reply
I do not think so since the bandwidth of the receivers is very narrow - they are in fact phase tracking receivers.
There could, however, be a field site effect. Two of the receivers are inland whereas the other is on the sea shore.

Note also, similar effects are seen at 13.6 kHz.

H.Volland, Ge
Is it possible to eliminate the remaining errors in the forecasting model?

Author's Reply
Not at the moment. We are working at present on the problem.

J.S.Nisbet, US
I am very pleased to see these statistics on the variations from the models and variations from the mean. For the
design of systems the accuracy often depends on these statistics, and it is important to get them published - not
just the mean monthly models.

Author's Reply
I agree. This approach was made to help the system designers.

SOME CONSIDERATIONS UPON MODELS FOR IONOSPHERIC RADIO
COMMUNICATIONS FORECASTING

by P.Dominici and B.Zolesi

K.Rawer, Ge
I would like to get some information on how the model you used for comparison with your measured data was
obtained. Was it purely empirical or have certain geophysical reasonings been used?

Author's Reply
For the F2 region we use a statistical model based on the correlation formula f, F211 = All + Blt R relative to
the single local hours II, where All, BII are tabulated coefficients and R is the monthly mean value of the
sunspot number R.
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