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Abstract

Software design is the process of translating a set of task requirements into a structural description of a computer program that will perform the indicated task. Expert designers rely on a great deal of domain-specific knowledge to perform a design task. Novice designers lack this specialized knowledge and rely on more general problem solving strategies. This report describes the novices' design processes and illustrates their operation by considering thinking-aloud protocols.
Introduction

In an earlier report (Atwood and Jeffries, 1980), we described the problem solving processes used by skilled software designers. We then considered the nature of the high-level knowledge structures that guide expert behavior in a design task (Jeffries, Turner, Polson, and Atwood, 1981). In this report, we focus on the behavior of less skilled designers.

Solving a design problem involves the identification of design components followed by the solution of these components. The identified components represent subproblems to be solved and their solution involves the creation and satisfaction of goals. The form and content of these goal structures and the manner in which they are generated, therefore, provides a record of the problem solving actions taken by a designer. In this report, as in the earlier study of experts' behavior, we will examine these goal structures and the problem solving processes involved in their creation. The nature of the more global problem solving processes underlying novice design behavior will be ascertained from these local descriptions.

The expert designer's knowledge is very domain specific. Experts know a lot about their area of expertise; their behavior is strongly driven by this domain-specific knowledge. We refer to the problem solving processes that guide expert behavior as a control schema, a specialized collection of knowledge and procedures. For software design, we call this control schema the design schema. Novices, on the other hand, don't have this rich store of domain-specific knowledge. As a result, they resort to the use of more general problem solving strategies. We consider here the nature of these general processes and the manner in which they are manifested in a design task.

Task and Problem Description

Software design can be viewed as the process of translating a set of task requirements (functional specifications) into a structural description of a computer system that will perform the indicated task. There are three major elements of this description. First, the specifications are decomposed into a collection of modules, each of which satisfies part of the problem requirements. Second, the designer must specify the relationships and interactions
among the modules. This includes control structures, which indicate the order in which modules are activated and the conditions under which they are used. Third, a design includes a definition of the data structures to be used.

The particular problem to be discussed in this paper is to design a page-keyed indexing system. This problem is assumed to be of moderate difficulty, in that a reasonable design could be constructed using only the techniques taught in upper-division undergraduate computer science courses. Figure 1 shows the problem description given to the subjects. This is a slightly simplified version of the problem given to our first two expert subjects (S2 and S3; see Atwood and Jeffries, 1980). We rewrote the specifications to eliminate some of the more problematic aspects (e.g., how to deal with hyphenated words) in an effort to shorten the time needed to solve the problem.

Thinking out loud protocols were collected from five undergraduate students enrolled in an assembly language programming course. They were instructed to construct a design for the page-keyed indexing problem and then to summarize their design and to describe the techniques and procedures used to generate a solution. Two protocols were selected for detailed analysis (S17 and S19). Both subjects had completed a course that specifically taught software design concepts, although this was not a factor in their selection. In comparison with our expert subjects, who had several years of actual design experience, we consider these subjects to be novices.

Method of Analysis

We analyzed the protocols by recoding them into a set of condition-action pairs (for a more detailed discussion, see Atwood and Jeffries, 1980). Each rule is intended to represent a decision made by the subject together with the features of the problem situation that motivated that decision. We stayed as close as possible to the protocol itself, but motivating conditions and occasionally entire rules were inferred as necessary to keep the set of rules reasonably complete and consistent.

Each rule is written in an IF...THEN format. We permit three categories of information to occur in the rules: policies, goals, and notes. Policies are general strategies that a particular
PAGE-KEYED INDEXING SYSTEM

Background.

A book publisher requires a system to produce a page-keyed index. This system will accept as input the source text of a book and produce as output a list of specified index terms and the page numbers on which each index term appears. This system is to operate in a batch mode.

Design Task.

You are to design a system to produce a page-keyed index. The source file for each book to be indexed is an ASCII file residing on disk. Page numbers will be indicated in the form "*NNNN" where "*" is a marker character used to identify the occurrence of page numbers and NNNN is the page number. "*" is a "reserved" character and will not appear anywhere else in the text.

The page number will appear after a block of text that comprises the body of the page. The page numbers will be in ascending order, but not necessarily in sequential order. A book may contain pages that consist of illustrations or figures. Since such pages are not to be indexed, they are not included in the source file. Normally, a page contains enough information to fill an 8 1/2 X 11 inch page. Each page of text is stored as a single record. Each word is preceded by a single blank and may be followed by a single punctuation mark. In addition, single words do not cross page boundaries and there are no hyphenated words.

A term file, containing a list of terms to be indexed, will be read from a card reader. The term file contains one term per line, where a term is 1 to 5 words long. The term file will be input in alphabetical order. All terms start in column 1 of the card and words are separated by single blanks.

The system should read the source file and term file and find all occurrences of each term to be indexed. The output should contain the index terms listed alphabetically with the page numbers following each term in numerical order.

Figure 1: Page-Keyed Indexer Problem
designer uses in all or most design tasks. Decisions such as the efficiency of the program is important or data structures must be designed first would be represented as policies. Goals represent the tasks the designer proposes to accomplish in order to solve a particular problem; a decision to construct the data structure for the terms or to determine what to do when end of file is reached would be encoded as goals. The final category is notes, which are facts that are entered into or retrieved from long term, working, or external memory. Any information that the designer generates or notices is included as notes. Examples are that the terms should be stored as an array or that a binary tree enables one to efficiently search a list of items.

The left hand side of each rule contains one or more clauses that are true of the current situation. These can include active goals and policies or notes retrieved from long-term, working or external memory. The action clauses on the right hand side of each rule lead to the generation of new information. They either activate policies, create goals, or note information in the appropriate memory. Thus, each rule attempts to capture a single design-related decision and the information that we perceived the subject used in the decision making process.

Because of their narrow focus on individual decisions, the rules encode only the local aspects of the problem solving process. More global properties of subjects' design behavior must be inferred from these translations. In this report, we examine in detail the local and then the global characteristics of the design behavior of two novice designers.

**Overview of the Protocols**

Summaries of the protocols of S17 and S19 are given below. Each paragraph includes line numbers referencing the corresponding segment of the protocol for the reader who desires to examine parts of the protocol itself (available from the authors). The summaries are intended to provide a general context against which to consider the analyses of the following sections.
S17

S17's protocol consists of 527 lines, of which the first 265 were analyzed in detail. It is in this section of the protocol that S17 generates a design. In the remainder of the protocol, the subject describes the design to the experimenter and produces a summary.

S17 makes a single iteration over the problem, decomposing it into a modular structure with associated control constructs (IF/THENs, WHILEs). He then makes two additional passes over the design, at the urging of the experimenter to provide more detail. During these passes, S17 notices new information and adds steps to the design, but makes no attempt to decompose any of the modules into submodules. The design produced as a result of the initial decomposition and subsequent passes is shown in Figure 2.

S17 begins by reading the specifications, noting things that presumably will affect the form of the design (31-60). He comments on such things as the fact that the text file is an ASCII file, that the asterisk character has special status, and that pages will be in sequential order but not consecutive order. The last causes him some confusion, which is cleared up by the experimenter.

Next, S17 considers the sources of the two input files (61-67). Reviewing the specifications, he notes that the source text is on a file and the terms to be indexed will be read from a card reader. He elects to input the terms and store them in a vector (68-81), although the form of the vector is not considered at this time.

S17 then decides to search the source file for occurrences of each of the terms on a page by page basis (82-85). He notes that page boundaries can be identified by the asterisk-page number delimiter. The page being processed is to be stored as a binary tree (86-88).

S17 then identifies a module to SEARCH SOURCE FOR TERMS (89-108). This module will iterate over the terms; if a term is found, the page number is to be recorded. He next decides to store the page number in the data structure that holds the terms (109-131). This causes him to change his vector for storing the terms into a matrix, in which the "first column is the vector of terms and columns 2 to N are pages".

S17 next considers the possibility that a term is not found on the page being processed (132-136). He notes that this merely implies that the iteration over the terms continues and
Figure 2: Subject S17 -- Design
Figure 2, continued
no other processing is needed. This pass at a design is now complete, and he asks the experimenter "how much more broken down do you want this?"

At the request of the experimenter, S17 describes the design (136-170). This leads him to consider two changes. First, he mentions adding another column to his term matrix to accumulate the number of times each term is referenced and to serve as an index to the next free entry in that row. Second, he discusses two ways to interface the routine that reads the text to the comparison routine. One is to read a page of text, store it as a binary tree, and use that structure to compare to the terms. The other is to read the text a word at a time, comparing each word to the term list immediately, without storing it. S17 prefers to leave this decision to the implementer of the program.

It is clear at this point that S17 considers the design to be complete, but at the urging of the experimenter, he goes on to describe "lower modules". He attempts to expand the GET TERMS TO INDEX module (171-182) by noting that this module will insert terms in the data structure defined earlier and that it will terminate when the end of the term file is reached. Reexamination of the GET PAGE FROM SOURCE module (183-184) brings up again the decision of whether or not to store the text a line or word at a time to avoid storing the entire page. Consideration of the SEARCH SOURCE FOR TERMS module (184-186) only results in a reiteration of the earlier decision to record the page number if a match is found.

At this point the experimenter asks "where's the page number?" S17 realizes that he will not know the page number at the point that a match occurs, and this leads him to reconsider in detail his decision not to read and store an entire page of text (187-226). He decides that not storing the page is more storage efficient, and that it can be accomplished by keeping a "count" of whether or not a particular term has occurred on the current page.

S17 again considers the design to be complete, but attempts to provide more detail at the request of the experimenter. An attempt is made to expand the GET TERMS TO INDEX module by describing the data structure in which the terms and page numbers will be stored (227-237). The structure is defined to include the term, the "count" just mentioned, and the references themselves, but not the index to the current reference that he mentioned earlier.

S17 next considers the GET PAGE FROM SOURCE module (238-242). It is decided to read
the text a line at a time and to break each line into words. In reconsidering what must be 
done when the page number is found, S17 recalls his previous addition to the data structure 
and reincorporates it into the array (242-253). Finally, the details of the iteration over the 
text file are described (254-265).

In the remainder of the protocol (266-527), S17 again summarizes the design for the 
experimenter. This segment is primarily a review, but two issues are brought up that modify 
the design. First, up to this point, S17 has apparently been assuming that terms are single 
words. While re-reading the specifications (329-350), he notes that a term can be from one to 
five words long. He decides to pass this information on to the implementing programmer, as 
it might affect the form of the data structures.

Second, in response to a query from the experimenter about how the compare operation 
would work, S17 sketches out in a few sentences some aspects of an algorithm to compare 
multi-word terms (354-381). This leads him to notice that terms could cross page boundaries 
(382-417), and at the experimenter’s insistence he outlines a method for dealing with such 
terms.

S19

S19’s protocol consists of 711 lines, of which the first 447 were analyzed in detail. In the 
remainder of the protocol, the subject first reviews the design and then summarizes it. 
During the review, several modifications and corrections are made, but no further 
decomposition is attempted. Such episodes were also analyzed. The final design produced 
by S19 is shown in Figure 3. It was elaborated through two major passes. In the first, a 
modular decomposition was identified; in the second, the modules were described in more 
detail, but only in a few cases was further decomposition attempted.

While reading the problem specifications (50-84), S19 comments on such things as the 
sources of the input files, that the page numbers will be in numeric order, and that the text 
will contain both upper and lower case letters. Next, the major components of the design are 
enumerated (85-106). After both input files have been accessed, the next term will be 
selected, and the entire source file will be searched for that term. On a match “some kind of
Figure 3: Subject S19 -- Design
Figure 3. continued
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Figure 3. continued
SEARCH-SOURCE-FOR-TERM

10 Continue
   READ IN NEXT WORD FROM SOURCE
   WHILE WORD FROM SOURCE # PARENS AND IN TERM (AND NOT EOF) DO
       READ IN NEXT WORD FROM SOURCE(S)
       F = 5
   END-WHILE
   IF NOT EOF THEN
      GO TO PROC-COMPARE
   ENDIF
   GO TO 10
   RETURN

Figure 3, continued
Figure 3, continued
10 continue

READ NEXT WORD FROM SOURCE
IF get page number and NEED-number THEN CALL insert-page-number

while (word from source != 1st word in term AND not end) DO
READ IN NEXT WORD FROM SOURCE
IF get page number THEN IF need-number THEN call insert-page-number READ IN NEXT WORD FROM SOURCE

END-while

IF NOTEOK THEN CALL compare
IF end E+1 DO

ENDIF

RETURN
END

20 continue (from compare)
C source (J) ≠ term(1)
J=2; I=1;

IF source(J) > term(1) THEN J=J+1 (up to first end) term
ELSE I=I+1

GO TO 30
stuff" must be done, while something else will be done if a mismatch occurs. This loop is to be repeated until all terms have been dealt with. In reviewing this design (107-115), S19 decides that the SEARCH SOURCE module needs more attention.

S19 expands the SEARCH SOURCE module (117-165) to read the text a line at a time, extracting a buffer of four [sic] words to be compared to a term. The first words of the term and of the text buffer are to be compared. On a mismatch, the compare continues with the next text word, while on a match the rest of the term must be compared to the next words in the text. Once a complete match has occurred, the page number must be isolated and added to the list of page numbers associated with that term. In the course of considering how the later words of the term are compared, S19 notices that the occurrence of a term in the text could cross a line boundary or a page boundary (136-154). He assumes and even records on paper that terms must occur on a single page.

Next, S19 rereads the specifications (166-175). He notes that words do not cross page boundaries, and that each page of text is a single record. He then expands the GET NEXT TERM module by defining a data structure to hold the term and its associated page numbers (180-192). The data structure he chooses is an array, with the first five elements each to hold one word of the term and the remainder to hold page references. So as to be able to specify a maximum size for this array, S19 arbitrarily limits the size of the book to 100 pages total.

S19 goes on to reconsider the SEARCH SOURCE module. He begins by reading the text a record (page) at a time, but abandons this because he doesn't know how many words to expect on a line (211-217). He decides instead to read the text word by word, stripping off all punctuation except for periods.

The SEARCH SOURCE module will cycle through the words of the text, exiting if a match to the first word of the term is found or if the end of the text file is reached (218-130). If the first word of the term is matched, the rest of the term must be tested (231-253). S19 first attempts to reuse the SEARCH SOURCE algorithm on the succeeding words of the term, but he quickly realizes that this will succeed if any subsequent text word matches the term word, rather than just the immediate successor. Instead, he extracts as many words from the text as there are words remaining in the term in order to compare the two sets word by word.
While working out the details of the subsequent comparisons, S19 deals with two special situations. First, he determines that a mismatch should be counted if a period occurs in a potential term (260-276). Second, if a mismatch does occur during these comparisons, the search for additional first word matches should not continue from the last word compared, but from the earliest word of the text that has not been compared to the first word of the term (285-308). This is to be resolved by keeping an index that points to the word from which the search should continue.

S19 decides that the comparison of subsequent term words to the text is complex enough that it should be a separate module (309-357). This COMPAR procedure will generate a buffer of as many text words as there are words in the term and will compare each remaining term word to the equivalent word in the buffer. If the entire term matches successfully, another procedure will be called to insert the page number into the term array. If a mismatch occurs or the end of the text file is reached, a flag is set and control returns to the SEARCH SOURCE module.

While considering what should happen after a match has been found, S19 realizes that he has some problems with the control structure of the top level module (358-372). The initial test for a term match terminates on either a match or the end of the text file. However, these two conditions are to be treated differently: on an end of file, the next term must be accessed, while after a match, the test loop should continue. S19 corrects this by adding GO TO statements that transfer control to the appropriate procedures.

Next S19 considers the MATCH module, which searches forward in the text looking for a page number (373-381). Once the page number is found, it will be inserted in the first empty location of the term array, which is to be flagged in some way.

S19 now describes a procedure to output the term and associated page numbers (382-402). He briefly considers the need to sort the page references in ascending order, but a review of the specifications tells him that they are already correctly ordered.

S19 next reviews the design as it exists thus far (403-602). In doing so, several problems are noticed and modifications made to the design. First, S19 notices again that terms can straddle a record boundary (434-445). He apparently is completely unaware that he resolved
this question once before; this time he decides that terms will be permitted to cross page boundaries, but that the ending page number will be associated with the term.

Reconsideration of the MATCH procedure, which was only sketchily described earlier, leads S19 to decide that those actions (which include reading the text) can better be done within the SEARCH SOURCE module (467-483; 503-524). Instead of calling the MATCH routine, the COMPARE procedure simply sets a flag indicating that a page number is needed. If that flag is set, SEARCH SOURCE is to search for an asterisk instead of a match to the first term word.

Another problem is discovered in the COMPARE module (529-540). S19 notes that if the text buffer does not match the term, the words in the text buffer must still be compared to the first word of the term. This cannot be done in the main loop, as it selects words to compare by reading them from the text file. S19 continues reviewing the SEARCH SOURCE module, then returns to work out this comparison in detail (574-607). He decides not only to look for another text match to the first word of the term, but also to search for a complete match if a first word match is found among the items in the text buffer. He gets embroiled in how to advance his indices and decides to abandon the routine because he is pressed for time, but that with enough effort it could be made to work.

The rest of the protocol (608-711) is a review of the design for the experimenter's benefit.

Results from the Encodings

Encoding the protocols of S17 and S19 into rule form brought out several common aspects of their design behavior. We will consider below how each of the sources of information found in the rules contributes to the novices' solution of a design problem. Policies, because they are the general strategies that a designer uses to solve many problems, provide the most direct evidence of the problem solving processes used to solve such problems. Goals, on the other hand, correspond more closely to the results of applying particular problem solving strategies, and notes represent the data that those processes employ and that they produce.
Unlike the expert designers, novices do not make extensive use of policies. For S17, 6% of the rules have a policy as one of their activating conditions, and for S19, 14% do. Compare this to S3, one of our expert subjects, for whom about 19% of the rule instantiations were guided by policies.

Furthermore, the use of policies by the novices is quite idiosyncratic. The only policy identified for S17 was to be efficient. A desire for efficiency motivates a number of his decisions. However, in at least one situation where concern for efficiency would substantially improve the design (the selection of a data structure for the terms), there is no discussion of such issues, and the decision finally made is very inefficient. Apparently, S17 does not fully understand the implications of this term. He understands that efficiency is desirable, but is not completely sure how to achieve it. We did not attribute a policy to be efficient to S19, despite the fact that he frequently brings up the topic. His focus on efficiency appears to be limited to noticing, after decisions are made, that aspects of his design are suboptimal. We found no case where a design decision of S19 was constrained by concern for efficiency.

S19 is equally idiosyncratic in his use of policies. We identified two policies that he used. At one point we attribute to him a policy to do initial housekeeping, as he mentions that it is the standard thing to do at the beginning of a module, although he does not mention it in connection with any other module. The other policy, to focus on iterations, S19 uses relatively often. Dealing carefully with the control structure of a module (i.e., types of control constructs, termination conditions) forces a designer to pay attention to the boundary conditions of various actions. This strategy is often used by experts as a way of assuring that a portion of the design performs as desired. It is possible that S19 has assimilated this particular aspect of expert design behavior. However, an alternative explanation is that he has learned that iterations are a frequent source of errors for him. This concern for control structures may well reflect his attempts to minimize these errors.

That novices do not have a large store of policies is not particularly surprising. Policies represent a designer's collection of "design lore". For the most part, they are not strategies that are explicitly taught, but are acquired gradually by experience in generating designs.
Our subjects simply have not had enough experience to have assimilated a set of global strategies that can assist them in producing designs. In our study of experts (Atwood and Jeffries, 1980), we found that policies were used to guide the generation and evaluation of design alternatives, to prescribe functions that design components must satisfy, and to aid in determining what elements of the design to consider next. Because the novices do not have policies to guide them in these endeavors, they generate and evaluate fewer alternatives, they are less methodical in their expansion of design components, and they often overlook important functions that must be accomplished.

**Goals**

Goals are used in our encodings to indicate the actions that a designer intends to accomplish to produce the required design. By examining such statistics as when goals were created and satisfied and the hierarchical relationships among active goals, we can extract information about the processes novices use to keep track of what they are doing and of what remains to be done.

Figure 4 gives a portion of the goal stack for S19. This figure shows which goals were active at the time each rule was invoked and which goals were satisfied after the invocation of that rule. Figure 5 gives a goal hierarchy for the same goals; it shows the subgoal/supergoal relationships among these goals and indicates the order in which they were activated.

What is most apparent from examination of the goal stack is that the number of active goals varies quite systematically across time. The active goals gradually increase, until a relatively large number of them are satisfied simultaneously or in close succession. Then, the goal stack begins to increase again. At these points of relative minima, the protocols consistently indicate a shift in focus from one aspect of the design to another. This is true of both expert and novice designers.

At this level, the dynamics of goal stack management are similar for both novice and expert designers. The fact that the number of active goals is constrained is not surprising. The goal information, that represents a designer's understanding of the current state of the design, must be managed so that it remains within the capacity of the available working
Although the dynamics of goal stack management are overtly similar, the processes underlying this management do differ as a function of design expertise. This can be illustrated by comparing the goal stacks with the hierarchical arrangement of goals; that is, by considering why goals were created and how they are satisfied.

In order to accomplish the goals they have generated, our subjects often find it necessary to achieve a sequence of subgoals. Figure 5 is an example of the types of relationships that occur between successive goals. Detailed examination of this figure together with the goal stack of Figure 4 enables us to infer that the active goals of novice designers are organized into a very simple structure. Goals are enumerated in a purely depth-first manner. A goal is invoked, followed by one or more generations of subgoals. Satisfaction of the lowest level subgoal causes its ancestors to be satisfied, followed by the invocation of a new subgoal at one of the upper levels. Except for the top few levels, goals almost invariably have only one
Novice Design Behavior

7-28. review module just written
8-16. determine what to do if whole term found
9-1. associate page numbers with term
10-18. expand abstract design
11-26. reread problem specifications
12-19. expand GET NEXT TERM module
13-24. expand term data structure
14-14. determine size of term array
15-13. determine maximum number of page numbers associated with term
16-23. expand SEARCH SOURCE module
17-27. read source
18-6. consider case of word of source not equal to first word of term
19-9. consider termination of compare-read loop
20-2. consider case of first word match
21-4. consider case of subsequent word compares
22-3. consider case of mismatch

Figure 5: Example of Goal Structure

[Note: The first number indicates the relative order of goal activation; the second number identifies the goal (i.e., is the same as is used in Figure 4).]

offspring; that is, a goal seldom produces two or more subgoals at the same level. In those cases at the higher levels where a goal activates sibling offspring (e.g., the goal to expand abstract design leads to the generation of a subgoal for each module in the abstract design), each goal at the lower level is resolved before the next sibling is considered.

This simple goal management strategy is in sharp contrast to the complex goal hierarchies generated by experts. Expert goals are likely to have multiple sibling subgoals at all levels. Furthermore, the set of sibling goals is frequently enumerated when the subject first begins to work on the higher level goal. For example, the expert may articulate a goal to consider termination conditions for module A, then enumerate the tests to be considered, then explore each one in a depth-first manner. In contrast, the novice would only explore in detail multiple test conditions if the parent goal were one of the highest level goals and, furthermore, would resolve each condition before going on to consider the next one.

The experts exhibit other complexities in their goal management. They are able to interrupt a goal with a complex digression, explore a peripherally related topic in depth, and return unerringly to the original subject. They also occasionally defer goals; i.e., decide that
an issue cannot be resolved at that time, and keep it in abeyance for several tens of minutes, until new relevant information becomes available. We saw no evidence of the use of such complex strategies in novices.

The differences in the goal management strategies between experts and novices are clear evidence of the novices' reduced ability to deal with the complex processing requirements of the task. However, the cause of the experts' improved performance is not clear from these data. One possible interpretation is that because of improvements in their ability to handle other aspects of the design process, experts can simply devote more of their memory capacity to storing pending goals. Another is that experts develop chunking strategies that enable them to store more of the necessary goal-related information in long term or even external memory. For example, if decisions about the order in which to attack the highest level elements of a design problem are stored as a policy, this would free working memory to encode more of the intermediate goals; e.g., a deferred subgoal, or an interrupted goal.

Notes

Notes represent the information the designer uses to construct the design. Most of the information encoded as notes was derived by the subject during the course of problem solving and is related to particular goals. That is, the creation of a goal leads to the generation of information that is relevant to the satisfaction of that goal. Such information is explicitly generated during the course of design construction. Examples are that page numbers will be stored in a vector of the term matrix and a word of text is to be compared to the first word of the term.

The other notes are retrieved or inferred from a subject's memory. They come from several different sources: e.g., the executive, which monitors the current state of working memory, from simulating the effects of the actions of a segment of the design, or from subjects' knowledge of computer science or textbooks and indexing. Examples of notes from such categories are in Figure 6.

For novices, notes are used to indicate solutions to goals rather than constraints that solutions must satisfy, as they do for expert designers. Consider, for example, S19's goal to
• EXECUTIVE
  o case of word being page number has been considered
  o abstract design is complete

• SIMULATING EFFECTS OF DESIGN
  o current data structure does not allow for page count
  o matches will occur before the page number is found

• COMPUTER SCIENCE
  o * is used in FORTRAN to denote multiplication
  o dimensions of array must be known

• TEXTBOOKS AND INDEXING
  o index terms may appear multiple times
  o source (text) file may be large

• PROBLEM SPECIFICATIONS
  o pages are not in consecutive order
  o source is an ASCII file

• INFERENCES FROM PROBLEM SPECIFICATIONS
  o number of page numbers is not known
  o specifications do not mention size of machine

• DESIGN
  o worksheet contains "note page in terms vector"
  o worksheet contains "if not found on page, continue"

Figure 6: Examples of Notes
expand \textsc{get next term} module. Similar goals were also considered by S17 and the expert, S3. For S19, this goal leads to such notes as \textit{read term into data structure} and \textit{make data structure an array}. Likewise, S17 notes to \textit{insert term in data structure}, having decided earlier that \textit{terms will be stored in a vector}. In contrast, S3 generates such facts as \textit{table should have one entry per term, there will be a pointer to each term}, etc. In general, experts use notes to store or record intermediate results, but novices generate far fewer intermediate results, and thus use notes primarily to record final decisions.

The solution-posting, rather than constraint-posting, function of novice's notes is also apparent in comparing the notes used by novices to the experts' goals. Many times an issue that is resolved with a single note in a novice protocol will be expanded into several levels of subgoals by the expert. For example, the novices' resolution of the expand \textsc{get next term} module goal described above is to simply note that terms are to be stored in a data structure. S3, on the other hand, generates and expands a goal to \textit{consider routine to add items to list}. Similarly, novices select data structures very quickly, while S3, like other experts, spends a great deal of time on the goal to \textit{determine form of term table data structure}.

The ways in which novices use notes are another indication of the impoverished environment under which they must operate. Rather than using notes to accumulate data which they can use to make decisions, novices typically make a decision as soon as an issue arises. This may be that they do not have the knowledge that would enable them to choose among alternatives, even if they had the data relevant to those choices, or it may be that they cannot reasonably retain additional information in working memory, and thus there is no point in attempting to store it.

\textbf{Novice Design Methods}

We turn now from a consideration of the individual design decisions made and the kinds of information contained in those decisions, to an examination of the content of particular problem solving episodes and the information this gives us about the design strategies of the novices. We find that novices differ from experts in two general areas: they only partially understand many concepts in computer science, and they are less able to
execute the basic operations of software design.

**Partial Understanding of Concepts**

The novices have a very limited understanding of some of the basic concepts of computer science. Their knowledge strongly reflects their experience with particular computers and computer languages. One serious confusion is in the difference between a *computer word* and an *English word*. On the computer that these subjects are most familiar with (Control Data 6400), a computer word can contain an English word of up to ten characters. Thus, for the simple classroom type exercises that students typically do, equating the two concepts does not have serious practical consequences. The misunderstanding leads S19 astray, however, when he attempts to read the text file. He is unable to read the text a page at a time, since he does not know how many (computer) words to allocate, because he does not know how many (English) words there are on a page.

Another concept that is partially misunderstood is that of a data record. These subjects, undoubtedly due to their experience, tend to equate *record* with *card image*. Thus, S17 assumes a maximum of 80 words possible on one line, presumably because a card has 80 columns. This assumption about the "natural" size of a record even overrides the statement in the specifications that a page of text is a single record. Both subjects want to read the text a "word or line at a time", even though S19, at least, specifically notices the record size in the specifications.

The compare operation in the novices' designs also suffers from their limited understanding of such procedures. S19 treats the comparison of a text word to a term word as equivalent to comparing two numbers. However, it is not clear how much of this to attribute to his misunderstanding of what a word is and how much to misunderstanding the compare operation itself. Neither subject is concerned with any of the complexities of the compare operation - cases of the letters, punctuation, how to minimize the number of comparisons needed, etc. (S19 does consider how punctuation affects the match, but his solution is wrong). S17 resolves all potential problems by saying "do it in SNOBOL", as SNOBOL is a language for which such issues are at least partially transparent to the
The misunderstandings that these subjects had in the examples above can not be attributed to a lack of exposure to the correct form of the concept. All of these constructs (character comparison, character data structures, record input and output) had been covered in the course from which these students were recruited; furthermore, they had undoubtedly been discussed in other computer science courses the subjects had taken. It is very likely that had we asked the students directly about some of their misunderstandings (e.g., will a capital A match a small a?), they would have answered correctly. However, in an actual problem solving situation they were unable to apply knowledge they almost surely had. Apparently the cues generated by the problem specifications and the task environment were not sufficient to retrieve important, relevant information about a concept.

Another example of the novices' failure to recall relevant information can be seen in their selection of a data structure for the terms. Both subjects had been exposed to the concept of a linked list, probably several times. However, although this is an eminently suitable situation in which to use such a structure, both subjects chose to store the terms and associated page numbers in an array. They are aware that this data structure consumes a large amount of storage -- S19 notes that his choice is "inefficient", and S17 limits its size by restricting the size of the book to be indexed. However, neither of them reconsiders his decision about the form of the data structure. Their knowledge about linked lists is simply not seen as relevant to the current situation.

**Execution of Software Design Operations**

Earlier we defined software design as consisting of three primary operations: 1) modular decomposition, 2) specifying the interactions among modules, including the control structures, and 3) specifying the data structures. One might also include as an important design operation the ability to critique the design and to understand the criteria by which it should be evaluated. Novices have difficulty carrying out each of these activities.

On the initial pass over the design, novices decompose the problem as well as the experts do. We attribute this to the fact that this particular problem has a straightforward
solution model, equally derivable by solvers at all experience levels. By solution model, we mean the initial breakdown of the problem into a small number of loosely defined subproblems that comprise the designer's internal representation of how to attack the problem. All of our designers, both experts and novices, had approximately equivalent solution models and were able to refine these models into an adequate first level decomposition. The novices at times omitted or incorrectly dealt with particular details at this level, but the end result did not differ qualitatively from that of the experts. It is in their attempts to carry the decomposition process to lower levels that the novices break down.

S17 is perfectly content to consider the design complete at this first level; it is only at the experimenter's urging that he continues. He at no point breaks down any of his modules into additional modules. His further iterations can be seen as adding steps to the program -- refining the data structure, incorporating tests for special conditions such as end of file, deciding how input is to be done. He begins each pass by reviewing the current state of the design. This causes him to notice new facts: e.g., that the page number is not known when a match occurs, or that a module does not have a terminating condition. The design is augmented to deal with these additional pieces of information.

S19 is somewhat better at decomposing. He takes the design through several passes without prompting from the experimenter. He not only adds information to modules, but he specifies what is to be done in more detail. For example, on the first pass, he intends to search the text for the term, and "do some kind of stuff" on a match. This is expanded to first search for a match between the text and the first word of the term, then to compare the rest of the term to the text word by word. On the next iteration, he implements counters that keep track of this compare process and also adds statements that enable him to "get back on track" should the compare fail in the middle of the term. These expansions are not generally done by decomposing the module into submodules (although he does do that in one case), but each pass specifies the same actions at a greater level of detail, as well as adds new actions.

S19 has difficulty modularizing these lower level expansions, because the actions frequently interact. At one point his SEARCH SOURCE FOR TERM module searches for a
match to the first word of the term, then calls a procedure COMPARE to compare the rest of the term to the text. COMPARE calls a procedure MATCH to store the page number when a successful comparison occurs. When S19 goes to expand the details of the MATCH module, he discovers that he cannot store the page number until the entire page has been read. With this complication, SEARCH SOURCE and MATCH interact; S19 is able to avoid dealing with the consequences of this interaction by incorporating the actions of the MATCH procedure into the SEARCH SOURCE module. This example and other evidence suggest that S19 will decompose modules into submodules when the tasks are highly separable, but he does not have available the methods experts use to minimize the interactions among segments and to communicate between modules when the interactions cannot be eliminated.

Turning to the second aspect of design, dealing with interactions, we see little evidence concerning the novices' ability to deal with interactions between modules, because they do so little decomposing beyond the first level. For this particular problem, the top level decomposition has a very straightforward control structure that leads to few interactions. In the one situation in which S19 encountered an interaction between modules, he combined the two tasks into a single module. Similarly, when S17 discovers late in his effort that terms can be phrases, instead of only single words, he seems completely oblivious to the major modifications that must be made to his design to accommodate this change. He chooses merely to make this information available to the implementing programmer, because of its potential effect on the data structures.

The novices do have some strategies for dealing with interactions within modules. They have clearly been taught structured programming concepts (Dahl, Dijkstra, and Hoare, 1972) and try to apply them to the control structures within each module. S17 describes his control structures so sketchily that it is hard to extract any generalizations, but S19 shows evidence of having consistent problems with the flow of control in his design.

S19 pays careful attention to his control structures, perhaps because he is aware that they are a source of difficulty for him. For each action he must perform, he considers the conditions that must be true for that action to occur, and embeds the action in a control construct (IF/THEN, WHILE) with the appropriate tests. In contrast to the typical novice
programmer's failure to test necessary conditions, S19 overdetermines his conditions. Frequently he tests for the truth of condition A in a branch that will only be executed when A is true. A more subtle example occurs in his top level loop. The main part of this module can be sketched as follows:

\[
\text{WHILE not end of text file AND not match to first word of term DO}
\]
\[
\text{look for first word match;}
\]
\[
\text{IF not end of text file THEN compare additional words;}
\]

S19 notices on a subsequent pass that after searching for additional word matches after the initial match, the design terminates, instead of searching for more first word matches. He realizes that the problem is due to the two tests in the WHILE loop having entirely different consequences -- one should initiate search with a different term, while the second should cause a compare procedure to be executed and search with the current term to continue. His correction is to add a GOTO statement, immediately after the compare, that passes control to the beginning of the WHILE loop. This results in intertwining two activities that should be considered separately -- the search for a match and the iteration over the text file. The two actions can be quite clearly separated with, for example, the following control structure:

\[
\text{WHILE not end of text file DO}
\]
\[
\text{IF first word match THEN compare additional words;}
\]

S19's problems may lie in the fact that he designs his control structures concurrently with his decompositions (more correctly, iterations). Our experts, at least on the more difficult phases of the design, isolated the actions to be performed first and then attempted to embed them in the appropriate control structure. Interactions such as the one described above cannot occur when the different functions are clearly separated into distinct modules. S19's inability to isolate separate functions interferes with his attempts to decompose and with his attempts to control the flow of activity.

The novices also had difficulty with the third aspect of design, constructing appropriate data structures. The confusion over the meaning of "word", discussed above, led S19 to store the term as an array of five words, rather than as a character string. Neither subject attempted to impose any structure on the list of terms so as to make comparison with the text more efficient. And both novices stored the page numbers associated with each term in a
large array, rather than some sort of list structure. All of these errors point to the novices' lack of understanding of certain concepts in computer science. In addition, the method these designers used to construct the data structure led them into difficulty.

S17's method of building the term data structure can best be described as "on the fly". He first notices that he will need a place to store the terms and allocates a vector for this purpose. When he first considers storing the page numbers, he discovers he needs a place to put them, so the vector becomes a matrix, with the first column to hold the terms and the remaining ones to hold page numbers. Later he realizes that he needs an index to tell him where in each row to insert the next relevant page number; he then adds a column to his matrix to serve this function. When he discovers that the page number will not be known when the match occurs, he reserves another column of his matrix to serve as a count (flag) of whether the term was found on the current page. On the next pass over the design he decides to consolidate this information and defines the matrix as containing the terms, the "count", and the page numbers, but not the index. When he goes to store the page number, he notices the oversight and patches it in.

The construction of this data structure is completely driven by particular storage requirements that are discovered while iterating over the actions of the design. As each need is uncovered, it is added piecemeal to the current data structure, resulting in a "patchwork quilt" solution. No attention is paid to possible interactions among items. As it happens, no interactions occur, so we cannot be sure that S17 would not have noticed and corrected any such problems. However, since he was unable to even remember all the components at once, it does not seem unreasonable to infer that he would have had difficulty noticing problems involving relationships among elements.

An understanding of the properties the finished design should display and of some heuristics for deciding when an effort is "close enough" to those ideal properties is an important component of a designer's skill. The novices have developed some ability to critique their designs, but the strategies they use to ensure that the designs meet these criteria are very different from those used by experienced designers. As an example, S17's rules for deciding when a design has sufficient detail are quite different from those of the
experimenter and of our expert subjects. As another case, S17 and S19 both expressed a
desire for efficiency in their designs, but they had a great deal of difficulty deciding what is
needed to make a design efficient and carrying out those decisions. While both subjects ran
into trouble in this area, they had very different ways of dealing with the efficiency issue.

S19’s concern with efficiency is limited to critiques of his decisions. He frequently
makes comments like: “it’s inefficient and expensive, but it’s easy”, or “there might be a
better way to do that”, but little of this noticing leads to changes in the design. He seems to
be doing something more than just paying lip service to the goal of efficiency, but he is
unable to come up with more efficient alternatives to his original decisions.

S17 has a little more sophisticated ability to improve the efficiency of his design. He
both notices some inefficient constructs and attempts to improve them. His repertory of
methods for increasing efficiency is quite limited, and he is especially hampered by his
incomplete understanding of some of the concepts he is working with. For example, as was
mentioned above, when he notes that his data structure for the terms consumes a large
amount of storage, he limits the size of the array, rather than converting it to a linked list or
some other more compact structure.

Another example comes from his consideration of whether or not to read and store a full
page of text. If the current page is kept in memory, S17 will need to allocate storage for it,
while if he reads the text a word at a time, he will need to allocate a flag for each term to keep
track of which term lists to add the page number to. He chooses the latter course on the basis
of “efficiency” (presumably storage efficiency), even though a rough comparison of the
number of terms to be expected in an index versus the amount of storage needed for a single
page of text should lead one to prefer storing the page of text. S17, however, does not
attempt this calculation.

Experienced software designers consider efficiency to be a useful criterion by which
they judge their designs. S17 and S19 have learned that this is an important dimension along
which to evaluate their work, but they have not yet acquired the tools by which to do this
successfully. We see no evidence from S19 of any method for implementing the results of his
critiques. S17, in contrast, has developed the rudiments of a method for generating
alternative solutions and evaluating them on an efficiency basis. He does not do so consistently (i.e., he misses the components of the design where efficiency would have the greatest impact), and his attempts are hindered by his inability to bring the relevant information to bear. Again, the knowledge that he must surely have (e.g., the ability to calculate the relative space requirements of the two alternatives) is not available in the context in which he needs it.

In our earlier report considering expert design behavior, we noted three characteristic skills that experts employ. They retrieve previously developed solutions and modify them to fit the current context (problem solving by debugging almost-right plans), they do not backtrack, in the sense of making design modifications that would propagate across several components, and they are able to retrieve previously generated information whenever it is relevant.

In the novice protocols, the opposite is true for each of these attributes. Although novices do retrieve previously developed or learned solutions, they make no attempt to modify them to fit the current design effort. Solutions are used exactly as retrieved. Further, these solutions are at a fairly low level of detail. In considering how to compare text and terms, for example, S3 attempts to modify the process used to verify two files. Novices, on the other hand, apparently attempt to apply the same procedure that would be be used to compare numeric values, as opposed to character strings, without modification. Novices retrieve information on how to construct arrays or vectors or how to apply primitive design operations; higher-order solutions are not retrieved.

Experts are very reluctant to rewrite a module, if problems with that module are discovered, since the changes may affect other aspects of the design. S19, on the other hand, frequently rewrites the COMPARE module, without considering how these changes affect the remainder of the design.

The novices' ability to remember what they have done already in the problem solving session is so limited that they sometimes have to solve the same subproblem several times. S19 notes, very early in his design effort, that a term may straddle a page boundary. This is an important aspect of this design, and one frequently overlooked by expert designers. He
records, externally, his assumption that this will not happen. Later, he notices this problem again, treating it as a new discovery; no mention is made of the fact that this was considered earlier. Similarly, S17 notices that his design does not handle multiple word terms, as is specified. He comments on the corrections that would be required, but does not incorporate them. Late in the design effort, he discovers this fact again. Experts, on the other hand, are better able to recall relevant design information that was generated previously.

In summary, there are striking differences between the ways expert and novice software designers attack the same subproblems. For the novices, the indexer problem is quite hard, and they find it difficult to marshal the resources needed to solve it. In contrast, the experts have access to a host of specialized procedures that make solving this problem much easier. In the next section, we will examine the kinds of general processes the novices use in the absence of these specialized skills.

A More Global View

What can we say about the way in which the novices approach the design task? In an earlier paper (Jeffries, Turner, Polson, and Atwood, 1981), we described the design schema, a specialized collection of knowledge and procedures that experts use to manage design activities. We see no evidence that the novices have anything more than the rudiments of such a schema. Their approach appears to be much more closely akin to the general tools they might use in many problem solving situations. In fact, much of it looks like means-ends analysis.

A great many of the goals produced by the novices are generated in an attempt to reduce some difference -- e.g., supply some missing information, specify the result of some operation. Design is an instance of an extremely ill-structured problem and as such does not easily lend itself to a description in terms of states and operators. Nonetheless, many of the novices' problem solving episodes clearly fit a means-ends analysis framework. A desired state is mentioned (e.g., terms are to be input), obstacles to achieving that state are enumerated (e.g., how to read the terms, where to store them, when to quit), and if possible, overcome. This is in contrast to the typical expert strategy, where a goal is enumerated, it is
Atwood and Jeffries

broken down into subproblems, and information relevant to solving the subproblems is
derived, with solutions to later problems building on earlier results.

Novices attack subproblems by working backward. A good illustration of this can be
seen in S19's expansion of the GET NEXT TERM module. S19 has decided to store the term in
some data structure, which leads to the subgoal expand the term data structure. He chooses
an array as his data structure; this produces a subgoal to determine the size of the term array,
which leads to a goal to find the maximum number of page numbers that will be associated
with a term. Each goal in the above example was created in order to provide information that
is necessary to achieve its parent goal. The expert strategy is more of a working forward
approach, where new solutions are derived from prior solutions.

Several examples discussed above can be taken as instances of the working backward
approach. The piecemeal design of the data structure is a clear instance. Rather than
gathering information as to the functions of and constraints on the data structure and
translating that into a particular storage arrangement, S17 constructs this structure
completely in response to demands imposed elsewhere in the design and does so at the time
that these demands are in focus for other purposes. This approach is also illustrated by S17's
second and later iterations over the design. Differences between the design in its current
state and the problem specifications or S17's knowledge of indexes (which are at least
implicitly part of the problem specifications) lead to goals that resolve these differences by
adding steps to the design.

This working backward strategy has been found repeatedly in studies of novice physics
problem solving (Chi, Feltovich, and Glaser, 1980). Physics novices retrieve equations
because of an explicitly stated unknown. They do not, as experts do, generate other, often
more abstract information that could be useful in solving the problem. Our software design
novices behave similarly; subgoals are created to reduce differences.

Perhaps related to the working backwards strategy is the novices' tendency to accept the
first solution that occurs to them for any subproblem. This was apparent in the rule
encodings, where issues that generated multiple subgoals for the expert were often solved
with a single note by the novices. The choice of a data structure also fits this description.
While the experts treated the determination of a data structure as a difficult task, both novices immediately selected an array without any examination of what effect their choice might have on the rest of the design. S19, at least, was not satisfied with this decision, but his dissatisfaction was not enough to cause him to modify his choice.

It appears that the working backwards approach may impose this immediate solution strategy. Experts use the constraining information that they generate as a matter of course during the solution attempt to decide among alternative actions. Novices are interested in reducing differences; because they do not collect this additional information, they have no data from which to prefer one way of reducing a difference over another.

This is not to say that all of the novices' solution techniques are completely domain-independent. They clearly do bring to bear relevant computer science information to the solution of this problem. Furthermore, there is evidence that they are developing the rudiments of the same design schema we attribute to experts. Both novices were able to effect the first level decomposition of this admittedly straightforward problem. S19 was able, in some cases, to take this decomposition process to an additional level. Both subjects are learning some of the evaluative criteria that characterize good designs, and S17 has learned a few methods for modifying his designs to meet those criteria. While these subjects are far from accomplished software designers, it is apparent that they have assimilated some of the "secrets" of this trade. Presumably, with additional experience, less of their behavior will be controlled by general, default problem solving processes, and more by the control schema that mediates expert performance in this field.
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