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PREFACE

This report documents the work performed by Computer Sciences Corporation under
Contract DAAHO3-75-A-0045. The task reported here is concerned with signal
processing for a phase coded CW radar being developed at the Advanced Sensors
Directorate of the U.S. Army Missile Research and Development Command,

Reds tone Arsenal, Alabama. Computer Sciences Corporation wishes to take this
opportunity to express its appreciation to those that have contribute& directly
and indirectly to the work reported herein, in particular, Mr. W. i. Low,

Dr. D. W. Burlage and Mr. R. R. Boothe of the Advanced Sensors Directorate.
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SECTION 1 - INTRODUCTION

The need for a short range, low altitude air defense ;ystem that is capable of
operating at all times and in adverse weather conditions dictates the use of

RF devices. Passive RF systems which depend entirely on emissions from
attacking aircraft can easily be rendered useless through emission turnoff by

the threat aircraft. Consequently, air defense systems have the need for an
active RF cabability, such as a radar, in order to fulfill their task.

However, with the advent of antiradiation missiles (ARM) the suséeptibility

of active radars to detection by electronic intelligence receivers and attack
radar warning receivers has become a major problem. Survivability of such a
radar can be increased by designing it so as to deny detection and classification

by the ARM receiver,

The detection performance of a radar depends on the signal energy or the
average power. Thus for a given detection range, and hence average power, the
peak power can be reduced by increasing the pulse width, and cohtinuous wave

r
(CW) transmission requires the minimum peak power. This reducés the output
power requirements of the transmitter; and, more importantly, the radar
detectability by broadband ARM receivers is reduced. In addition, CW
transmission complicates the sorting and designation process by the ARM
receiver in that the commonly used discriminants of pulse repetition frequency
and pulse width are not available. One other significant characteristic of
CW transmission is the inherent multipath problem generated by such signals.
This is due to the fact that CW signals have no leading edges while ARM receivers
rely heavily on leading edge gating to reduce multipath effects. The multipath
problem for the receiver will be more severe if the radar employs techniques such
as intentionally illuminating the ground or other multipath scatterers,

1-1




A high gain pencil beam antenna should be used to provide a sufficient power
density at the target with a low transmitter power level. This low power
coupled with low sidelobes on transmit provides an extremely low detectability
by a sidelobe ARM. Moreover, since the radar can be detected in the main beam
during surveillance, a small beam size confines this detectability to a small

portion of the total coverage.

When a battery of radars is operating in the area, frequency agility can be
used to complicate the designation process in the ARM receiver. Since mainlobe
detection of the radur is possible, beam-to-beam frequency agility makes this
detection essentially useless.when the radar is not an isolated radar. The
possibility of spot jamming by standoff jammers is virtually eliminated by

frequency agility.

Since a CW signal without modulation does not provide range resolution, it is
necessary to increase the bandwidth of the signal by using a suitable
modulation. Selecting the type of waveform, and hence the bandwidth, is a
compromise between potentially conflicting performance criteria such as high
resolution, unambiguous range and doppler measurements, adequate performance in
clutter and ECM environments, low power density for increased covertness,
minimum complexity and cost of waveform generation, signal processing, etc.
Sawtooth frequency modulation and a binary phase modulated CW carrier are

prime candidates for the radar waveform.

The fundamental disadvantages of a phase coded CW radar are inherent to CW
radars: antenna isolation and large dynamic range caused by close-in clutter
and antenna spillover. This report documents a study of signal processors for
a vinary phase coded CW radar, where a maximum length shift register. generated

sequence is used for phase modulation. Following a brief review of phase




coded CW radars and the problems associated with such radars, several analog,
digital and hybrid signal processor configurations are proposed. The
advantages and drawbacks of each configuration are discussed. 1In order to
evaluate the performance of the proposed processors, digital computer
simulations of the input signal and the processors are developed. These
simulations are used to demonstrate the feasibility of digital processing in

spite of the large dynamic range.




SECTION 2 - PHASE CODED CW RADAR

2,1 INTRODUCTION

Since an unmodulated CW radar cannot resolve targets in range, some form of
modulation is required. The ;bility of the radar system to resolve targets in
range depends on the bandwidth of the transmitted modulation; in fact the range
resolution is inversely proportional to the bandwidth. Expansion of bandwidth
is achieved by modulating the CW carrier with a repetitive modulation waveform.
Two such waveforms which are most commonly used are the sawtooth frequency
modulation and binary phase coding. In addition to improved range resolution,
the enlarged bandwidth produces a lower power density thereby increasing

covertness against ARM systems that use narrow-band superhet receivers.
2.2 BINARY PHASE CODED SIGNALS

The simplest form of phase coding is the binary or the phase-reversal code in
which the phase of the carrier is shifted by either zero or 1800. The complex

representation of such a signal is given by,
w. .t
P = u(e) ¥ (2.1)

where w, is the carrier frequency in radians/sec and u(t) is the modulation

waveform. For a binary phased coded signal, the modulation waveform is of the
type

u(t) = e-:M

n for (n-1)8 <t < né
} n=12.... (2.2)

¢, =0 or 180°

where 6§ is the code clock period.




From (2.2) it is clear that u(t) is a rectangular wave assuming values of +1 or

-1, and can be written as

u(t) = Zi a, R (t) - (2.3)
n=

where

(¢) =1 for (n-1)8 <t < né
" (2.4)

=0 elsewhere

and

a, =+ . (2.5)

An example of a binary modulating waveform and the corresponding modulated carrier
are shown in Figure 2.1. Selection of the modulating waveform is equivalent to
choosing the coefficients a1, 33, . . . . so that the signal has the desired range

resolution properties.
2.3 PSEUDO-NOISE SEQUENCES

Among the most commonly used binary modulating sequences are the Barker codes and
the pseudo-noise (PN) sequences, both of which are periodic and have similar range
resolution properties., Barker codes suffer from a major disadvantage in that
their existence has been established only for codes with short periods. Pseudo-
noise sequences, on the other hand, can be easily genérated using linear shift
register generators and have been proved to exist for all lengths of the type

N = 2°-1, Although pseudo-noise sequences exist for numerous other lengths, only

the linear maximum length shift register generated sequences or so-called linear

m-sequences are considered in this study.
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Linear maximum length sequences can be obtained from the system shown in
Figure 2.2. This shift register generator of degree n consists of n storage
elements (n stages), a clock pulse generator which génerates pulses at
intervals of §, and a feedback logic circuit. When a clock pulse arrives, the
contents of each stage are transferred to the next stage, and the content of
the last stage is the output. The new state of the first stage is a linear

Boolean function of the previous contents of some or all the stages. For each

stage, the OFF state is symbolized by O and the ON state by 1. The binary

output of the feedback logic unit is of the form

f(x3, X3, « « « 5 X3) = C1xg @szz@. . .G)Cnxn (2.6)

where x; denotes the state of ghe 1 th stage, each constant C§ is either zero or
one and the symbol () denotes modulo 2 addition. It can be easily shown that
the output sequence of this generator is periodic whose period is at most

N = 2%-1, Of the total of 2" possible feedback combinations, only a few result
in sequences whose period is N and such sequences are called linear maximal
length sequences. The feedback connections which yield maximal length sequences
have been extensively tabulated and a part of it is shown in Table 2,1. The use
of this table will be demonstrated with an example. Consider a 6-stage generator,
n = 6 for which the maximum period is N = 63. The table lists three possible

feedback connections:

(i) [6,1] which corresponds to :

£(x;, x3, X3, X4, X5, Xg) = x6@ x] : (2.7)

(11) [6,5,2,1] which corresponds to

f(xl, XZ, X3, X4, XS, x6) = x6@ XS @ x2 @xl (2.8)
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Table 2.1 Feedback Connections for Linear m~sequences

Number of Code
stages length Fecedback Connections

2 k} (2,1)

3 7 (3,1}

4 15 [4,1)

5 31 (5,2] (5,4,3,2) [5,4,2,1]

6 63 (6,1] [6,5,2,1} {6,5,3,2]

7 127 (7,11 (7,3) (7,3,2,1] [7,4,3,2]
(7,6,4,2) {7,6,3,1} [7,6,5,2]
(7,6,5,4,2,1] (7,5,4,3,2,1]

8 255 (8,4,3,2] [8,6,5,3] {8,6,5,2]
{8,5.,3,1) (8,6,5,1] (8,7,6,1]
(8,7,6,5,2,1} [8,6,4,3,2,1}

9 511 {9,4) [9,6,4,3}) [9,8,5,4] [9,8,4,1]
(9,5,3,2] [9,8,6,5] [9,8,7,2]
l9’615![‘|2,1] [9!7’6’4’3l1]
{9,8,7,6,5,3]

10 1023 {10,3} [10,8,3,2} (10,4,3,1} [10,8,5,1]
[10,8,5,4}) {10,9,4,1} {10,8,4,3]
(10,5,3,2] [10,5,2,1] [10,9,4,2]

11 2047 {11,1] [11,8,5,2] [11,7,3,2] [11,5,3,2]
{11,10,3,2) [11,6,5,1) [11,5,3,1]
(11,9,4,1] (11,8,6,2] [11,9,8,3]

12 4095 [12,6,4,1] (12,9,3,2] [12,11,10,5,2,1)
{12,11,6,4,2,1}) {12,11,9,7,6,5)
{12,11,9,5,3,1] [12,11,9,8,7,4]
{12,11,9,7,6,5] [12,9,8,3,2,1]
(12,10,9,8,6,2]

13 8191 (13,4,3,1]) {13,10,9,7,5,4])
(13,11,8,7,4,1) [13,12,8,7,6,5]
[13,9,8,7,5,1) [13,12,6,5,4,3)
(13,12,11,9,5,3} (13,12,11,5,2,1]}
(13,12,9,8,4,2) (13,8,7,4,3,2)

14 16383 (14,12,2,1) [14,13,4,2] [14,13,11,9]

(14,10,6,1) [14,11,6,1] (14,12,11,1]
{14,6,4,2) [14,11,9,6,5,2]

2-0
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(i1i) [6,5,3,2] which corresponds to

f(xl, Xys Xqy X5 Xg, x6) = X @ Xg @ X4 @ X, - (2.9)

For a given feedback connection, different initial conditions in the shift registers

produce the same sequence with different shifts. The initial condition of all zeros

produces a sequence of all zeros and is therefore prohibited. The output of the
shift register generator is a sequence of zeros and ones which correspond to phase

shifts of zero (ajy = +1) and 180° (aj = -1).

The fundamental properties of a linear m-sequence produced by an n-stage generator

are:

(1) the sequence is periodic with period N = 21

(ii) in each period, the difference between the number of ones and the

aumber of minus ones is one

(1i11) if an m-sequence is multiplied by s shifted version of itself, the resulting

sequence is also a shifted version of the original sequence

(iv) the periodic autocorrelation is two-valued, i.e.,

N

3 8y = N Af 4=0, AN, 4N, . . .

k=1 (2.10)
= -] otherwise .

2.4 PERFORMANCE OF PHASE CODED CW RADARS

The ability of the radar system to resolve targets in range depends on the
autocorrelation of the transmitted modulation. The ideal autocorrelation has a
peak at zero delay and is zero elsewhere, Consider a PN sequence of period N and

clock period §. The code repetition interval is A = N§. The normalized

autocorrelation of such a sequence can be shown to be periodic with period A and

2-7
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has a shape as shown in Figure 2,3. Due to the periodicity of the autocorrelation,

the power spectrum is a line spectrum and it can be shown that its envelope is

given by S,,‘M/—]:
2 N+1 2 A
IU(f)' = A (——E) sa” (nf/B) (2.11)
N

where B = 1/6, except at DC where the value is A/Nz. The magnitude spectrum of the
waveform (square root of the power spectrum) is sketched in Figure 2.4. From the

magnitude spectrum, it can be seen that the bandwidth of the signal is approximately

. equal to B, the basic clock rate.

While the use of a veir,; wide bandwidth signal offers some improved covertness
against ARM receivers which use narrowband superhet receivers, it also has several
disadvantages in regard to the radar performance. The very high range resolution
caused by the increased bandwidth poses such problems as range-gate flythrough

and the need for more receiver channels to cover all the desired range cells in the
required time. A wide bandwidth signal is more likely to encounter spot jammers
spaced randomly across the operational band., The number of frequency bands
available for frequency agility is sharply reduced by the use of wide bandwidth
signals. Finally, the large bandwidth will have an undesirable cost impact on the
RF portion of the radar and, in particular, the low sidelobe antenna. Although
very large bandwidths are not desirable, the bandwidth must be sufficiently large

so as to provide good range resolution and improved performance in heavy clutter.

The substantial benefits of a modulated CW radar are somewhat tempered by the
inherent drawbacks of a CW radar. Chief among these are the multipath effects,
antenna spillover and large receiver dynamic range requirements caused by close-in
clutter. Antenna spillover can be minimized by properly shielding the receive
antenna from the transmit antenna. The task of designing a signal processor,
cspecially a digital processor, is made considerably more difficult by the large

dyn.mic range requirement.
2-8
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2,5 TYPICAL PARAMETER VALUES

The following is a list of symbols and their typical values that will be used

throughout the report to demonstrate the operation of the signal processors.

Carrier Frequency: f, = 10 GHz
Wavelength: A = 0.03 Meters
Intermediate Frequency: fi = 30 Miz

Clock Rate: B = 5 Miz

Range Resolution: AR = 30 Meters

Code Length: N = 63

No. of Shift Register Stages: n = 6

Unambiguous Range: Rynamb = 1890 Meters
Code Repetition Period: A = 12.6 u sec

Code Repetition Frequency: fr ¥ 80 KHz

Look Time: T = 2 msec

No. of Code Periods in One Look: K = 158

Maximum Range Rate of Interest: Vp,, = 360 meters/sec
Maximum Doppler: f£q = 24 KHz

Note that due to the relatively small unambiguous range, additional means such as
varying the pulse repetition rate must be employed to resolve range ambiguities.

The existence of the dynamic range problem can be easily demonstrated by considering
al m2 target at 15 KM range and a 104 m? fixed clutter at a'2 KM range. For such

a situation the signal-to-clutter ratio is

= () /(%)

- ~-75 dB




In addition to antenna spillover and noise, various types of clutter must be con-

sidered in the design of a signal processor. These include in-range clutter (in the

same range cell as the target), out-of-range distributed clutter, fixed clutter such

as bulldings and weather clutter.




[N

SECTION 3 - THE ANALOG PROCESSOR

3.1 INTRODUCTION

The signal processor described in this cH®pter is a simple analog processor and

is presented to demonstrate the principles of signal processing for phase coded

CW radars. Some of the problems associated with such a system are also elaborated.
Typical parameter values set forth in the previous chapter are used to explain the

operation of the processor. It must be noted that this processor is similar to the

one being used to demcastrate the feasibility of the phase coded CW radar concept.
3.2 DESCRIPTION OF THE PROCESSOR

A simplified schematic of the processor is shown in Figure 3.1. The received RF
signal is mixed down to a conveﬁient IF frequency f{ and amplified. This sigral is
then sent into 63 parallel range channels through a power divider. Each channel
contains a decoder or a code demodulator where the incoming signal is multiplied
by the binary code but with a different shift in each channel. The target return

may be written in the form,
gp(t) = p(t-1) cos [2mt(fj+fq) + ¢] (3.1)
where p(t) is the periodic code,

fd is the target doppler and
T is the range delay.

The in-range clutter has a similar form,

gc (t) = a(t) p(t-T) cos (2wtfy + d¢) (3.2)

where a(t) is the low frequency amplitude variationm,

3-1
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The out-of-range distributed clutter is the sum of the returns from several range

cells, each of the form
gqg (t) = b (t) p(t-1g) cos (2mtfj + d¢q) (3.3)

ot

where Td

One of the range channels contains a decoder which has the same delay as the
target. This chamnel will be called the in-range channel and the other channels
the out-cf-range channels. The decoder output due to the target in the in-range

channel is,

() = gp(t) p(t-1)

p(t—'r) p(t-'r) cos [2nt (fi+fd) + ¢]

]

cos [2mt(fi+fq) + 4] (3.4)

since p(t-1) can only assume values +1 and -1.

The decoder output in an out-of-range channel due to the target is,

sp(t) = gp(0) plt—t) Ty # 1

p(t-1) p(t= 1)) cos [2nt(f;+fq) + ¢]

P(t-15) cos [2nt(fi+f4) + ¢] (3.5)

where T, # 0 and use‘is made of the fact that a PN sequence multiplied by its
shifted version yields the same sequence Qith a different shift. The output of

the decoder is filtered by a bandpass filter with a clutter notch centered at fi’
Let the outputs of the bandpass filter be up(t) and v(t) when the inputs are rT(t)
and sT(t) respectively. The spectra of the signals in the in-range and out-of-range
channels due to the target return are shown in Figures 3.2 and 3.3.

3~-3
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Figure 3.2 Target Return: In-Range Channel
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Figure 3.3 Target Return: Out-of-Range Channel




Note that the line spectrum of Figure 2.4 has now been replaced by a spectrum
of non-zero width., This is due to the finite look time of 2 msec which

corresponds to a spectral width of 500 Hz.

The decoder outputs due to the in-range and out-of-range clutter can be written

as,
r, (t) = a(t) cos (2wtf; + ¢.) (3.6)
rqg (¢) = b(t) p(t-T3) cos (2wtf; + ¢q) 3.7

where T3 # 0. Let the corresponding outputs of the bandpass filter be u, (t)
and uy (t). The spectra of the clutter signals in the in-range and out-of-range

channels are shown in Figures 3.4 and 3.5,

The output of the bandpass filter is passed through a detector and then integrated.

The output of the integrator is presented to the thresholling device for detection.
3.3 ANALYSIS QOF THE PROCESSOR

Several observations can be made from an examination of the developments of the
previous section. The response due to a target in an out-of-range channel is nearly
36 dB below that in the in-range chamnel., Therefore, the effect of range sidelobes
is negligible. Improvement in signal-to-noise ratio is derived by reducing the
bandwidth from the original 5 MHz to 50 KHz at the bandpass filter output. This
represents a 20 dB gain in the signal-to-noise ratio. Both in-range and out-of-
range clutter can be attenuated by the notch in the bandpass filter. The notch

is 6 KHz wide corresponding to a doppler frequency range of -45 to +45 meters/sec.

Targets with radial velocities of less than 45 meters/sec cannot be detected.
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The dual requirements of adequate clutter suppression and low target return

attenuation dictate the need for steep transitions at the notch. This, however,
results in a long settling time for inputs in tﬁe stop band. Thus, the transient
response due to the largé clutter inputs persist for a long period of time,
thereby severely degrading the clutter cancellation performance of the processor.
The problem of long settling time may be alleviated to some extent by using a
suitable weighting scheme prior to filtering. Even with the weighting, it will
be necessary to wait for the output to settle before starting integration. The
weighting and the loss of integration time result in a reduced gain in
signal-to-noise ratio. One other problem associated with such a processor is

the reinitialization of the filter. This is because the filter must be cleared
before processing begins in the next look period. The problem of clearing is

not straightforward in the crystal filters needed for the IF bandpass filtering.
3.4 CONCLUSIONS

A simple analog signal processor was presented which uses several range channels,
IF notch filtering for clutter reduction, and non-coherent integration. The

principle of operation of the processor was exp}ained for the case of a target in
clutter. Eventhough the processor is effective, it suffers from the disadvantage

of slowly decaying transient response and the problem of clearing the filter prior

to the next look period.

Doagcoin ade g0




SECTION 4 - DIGITAL PROCESSING

4.1 INTRODUCTION

As explained in the last chapter, one of the major drawbacks of the analog
processor is the long settling time in the ;lutter rejection filter. An
alternative would be to employ digital processing where it is much easier to
design filters with the desired characteristics. For example, finite impulse
response or transversal filters can be designed with very short settling times.
Simple examples of such filters are the commonly used two and three pulse
cancellers, Other advantages of digital processing over analog processing
include the wide flexibility offered by digital processing and the possibility
of employing coherent integration through the use of fdst Fourier transform
(FFT) processors. However, digital processing has one significant disadvantage

compared to analog processing, it being the additional errcrs introduced due to

quantization. This chapter discusses some of the factors that must be considered

during analog-to-digital conversion or digitization.
4.2 ANALOG-TO-DIGITAL CONVERSION

Analog-to-digital (A/D) conversion consists of two steps: sampling and
quantization. Sampling is the process by which the analog signal is converted
into a discrete time signal. The time interval between two successive samples,
usually constant, is called the sampling interval and its reciprocal the sampling
rate or sampling frequancy. While the sampled signal exists only at discrete instants
of time, the amplitude can assume a continuous range of values. Quantization

is the process where the amplitudes are approximated by a discrete set of values.
This is necessary because in digital representation, the ampliéude must be

represented by a finite number of binary bits (finite word length). For example

4-1




if the word length is 10 bits, then there are only 210 = 1024 discrete levels

of amplitude that can be represented., The approximation of the amplitude by a
discrete set of values introduces an error known as the quantization error

or quantization noise.

In accordance with the low—pasé sampling theorem, the sampling rate must be at
least twice the highest frequency at which the signal has a significant component,
It therefore becomes obviocus that A/D conversion cannot be achieved at RF or at
IF because of the unrealistic sampling rate requirements. The signal must
therefore be shifted down to video prior to A/D conv.rsion. Since the signals

of interest are narrowband signals, the signal can be brought down to baseband,
without loss of information, by using two video channels. The in-phase and
quadrature signals can be obtained from the IF signal by simply mixing it with

sine waves at IF but with a 90° phase shift, as shown in Figure 4.1. The

in-phase and quadarture signals can be considered to be the real and imaginary
parts of a complex video signal. The spectrum of this signal is similar to the
one shown in Figure 2.4 except for a shift due to the doppler frequency. For the
set of typical parameters being considered in this study, the bandwidth of this
signal is about 5 MHz. Thus, the complex video signal can be sampled at 5 MHz

without appreciable loss ot "nformation,

T e process of quantization can be explained with a simple example., Consider an
input signal whose range is -1 to 1 volt and a word length of 3 bits, Assuming
linear quantization, the input-output relationship of the digitizer is as shown in
Figure 4.2, where the quantity q is called the quantization interval, It is
evident from the figure that if z is the middle of one of the steps, then any
input in the range 2-q/2 to z+q/2 yields the same output. The effect of

quantization can thereforc be looked upon as the introduction of an error whose

value varles between ~-q/2 and q/2. To facilitate the analysis, the error is

\\\-. 4-2 ‘f
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considered to be a random variable which is uniformly distributed between -q/2

and q/2. It can be easily shown that such a random variable has zero mean and

a variance given by

o2 = q¥/12 . (4.1)
If the range of the input is -V to +V volts, and if the word length is m-bits,

then it can be easily shown that
q = 2V/om . (4.2)

In particular, if V = 1 volt, then

q = 7@ | | (4.3)

The dynamic range of the A/D converter is defined as the ratio of the largest
signal power to the quantization error power. Assuming a sine wave input, the
largest signal that can be converted without saturation has a magnitude of V
and a power of V2/2. Thus, the dynamic range in dB is,

v2/2

4
RdB 10 log10 q2/12

= 6.02m + 1.76

T 6m dB (4.4)

To gain iusight into the dynamic range problem posed by the CW radar, consider
a signal-to-clutter ratio of -70 dB. If the signal power is 1, then the clutter
variance is

o2 = 107 (4.5)

and clutter standard deviation is

6. = 3.16 x 103 . (4.6)




If the A/D converter input range is adjusted so that a 30c signal is not

saturated, then

9.5 x 10° . , (4.7)

n

With a 13-bit A/D converter, the quantization interval is

2v/,13

Nl
i

2.3 volts , (4.8)

Thus, the total excursion of the target return is less than q, and if the target
return were not corrupted by clutter and noise, it is possible that the output of
the A/D converter is a constant, and that the target réturn will be completely
lost. One way to avoid this problem is to use a larger word length, but the word

length is limited by the 5 MHz sampling rate requirement.
4.3 PRELIMINARY EXPERIMENTS

Preliminary simulation experiments were performed to examine the feasibility of
detecting a sine wave in clutter when the signal amplitude is considerably
smaller than the quantization interval. The clutter signal included both DC
clutter and random AC clutter with Gaussian distribution and Gaussian spectrum.
A sampling rate of 5 MHz was used, and a matched filter matched to the sine wave
for a period of 2 msec was used as the detector. 1t was found that the sine
wave could be detected in 80 dB clutter with a word length as small as 10 bits.
Based on these results, it was inferred that digital processing is feasible for
the CW radar despite the stringent dynamic range requirements Posed by the wide

disparity between the magnitudes of the clutter return and the target return.




4.4 OTHER CONSIDERATIONS

In addition to the quantization errors introduqed during A/D conversion, roundoff
errors are introduced during every arithmetic operation. The magnitudes of these
errors depend on the word length, the type of number representation (one's
complement, two's complement, etc.) and the type of arithmetic employed (fixed
point, floating point, etc.). In the case of a complicated processor, such as
the FFT processor, these errors are substantial and must be taken into account in
the design. Another effect of the use of finite word length is the change in the
characteristics of a filter due to truncation of the coefficients. The pole-zero
structure and hence the frequency response are altered and in some extreme cases

the filter may become unstable.

It is not necessary to maintain a constant word length throughout the processor.
The word length and the quantization interval at each stage must be chosen so as
to accomodate the expected dynamic range without excessive deterioration due to
finite word length effects. The word length at each location in the processor
must be minimized from the standpoints of economy and speed of operation. It

is therefore of fundamental importance to design the processor in such a way

that the dynamic range requirements are minimized.




SECTION 5 - DIGITAL PROCESSOR CONFIGURATIONS

5.1 INTRODUCTION

Several digital processor configurations are proposed in this chapter. The

processors are based on two different concepts: decoding and pulse compression.

The analog processor described in the previous chapter uses the decoding approach.

The pulse compression method is based on converting the CW signal into a pulsed

? ! signal followed by standard pulse radar techniques. Also included are two hybrid
processors where some analog processing is performed prior to A/D conversion. While

, reading the block diagrams, it must be remembered that all the video signals are

made up of two separate signals, that is, the in-phase and the quadrature components

of the original high frequency narrowband signal.

‘ 5.2 PROCESSORS USING THE DECODING APPROACH

5.2.1 Configuration D-1

A schematic of this processor is shown in Figure 5.1, It _an be easily seen that
this is a video frequency equivalent of the analog processor discussed in Section 3,
where the clutter rejection filter has been replaced by a low-pass filter with a
notch. This filter serves to increase the signal-to-noise ratio since it passes the
desired signal while reducing the noise bandwidth from the original 5 Milz to 50 KHz.
Because of the reduced bandwidth, the output of the filter may be resampled at a much

lower rate, i.e., 50 KHz, without loss of information., Also, since clutter is

dttenuated by the notch filter, the word length requirement at the integrator is much

I lighter than that at the A/D converter.

' If a recursive filter is used for the notch/LP filter, it suffers from the same
disadvantage as the analog filter in that the settling time is very large. This

wil ety v o ro iy
' P necessitate a weighting scheme before the filter and discarding the output
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until the transient effects are negligible. If a non-recursive or a transversal

filter is used, the transient response problem is almost completely eliminated.
For example, if a L-tap filter is used, it is'only necessary to discard the
first L samples of the output to avoid transients. This is usually much fewer
than the number of samples that must be abandoned when a recursive filter is
used, In addition, if the number of taps is the same as the ratio of the input
sampling rate to the reduced sampling rate contemplated, filtering and sampling
rate reduction can be achieved simultaneously using a fixed window realization
of the tramsveral filter. Such a filter can be implemented with just one
multiplier and an accumulator. No signal weighting is necessary when non-
recursive filters are used. Note that when weighting is required, it can be
performed prior to decoding. Thus, the input can be weighted only once instead

of once in each channel.

5.2.2 Configuration D-2

As can be seen from Figure 5.2, this is the same as D-1 except that non-coherent
integration is replaced by coherent integration. This is achieved by using an
FFT processor with 128 input samples, and a doppler resolution of 500 Hz
corresponding to 2 msec look time. The obvious advantage of coherent processing
is the additional improvement in signal~to-noise ratio as compared to the non-
coherent case. Another advantage is the doppler resolution made available by the
FFT processor. Even if doppler measurement is not cdntemplated, doppler
separation may be useful in resolving range ambiguities. It is shown in

Appendix A that the frequency response of the FFT processors feature large side
lobes. Thus, if there are two targets in the same range cell but with different
doppler shifts, the prescnce of the side lobes produces a large interference between
the two target returns. Tt 1s therefore nceessary to multiply the signal by a

welighting sequence before fast Fourier transformation.
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5.2.3 Configuration D-3

Since the FFT processor provides frequency resolution, the notch filter has been
removed in this configuration shown in Figure 5.3. Separation of the target from
clutter is entirely based on the difference in their doppler shifts. Eventhough
transient response is no longer a problem, this processor suffers from several
drawbacks. Since there is no clutter attenuation, the word length in the FFT
processor must be large enough to accomodate the large ground clutter. The

absence of the low pass filter dictates that the sampling rate at the FFT processor
be maintained at 5 Mlz. The doppler bins are still separated by 500 Hz and hence
only 100 bins are required :o cover the doppler range of interest. This means that
the input to the FFT contains 10000 samples (2 m sec at 5 MHz sampling rate) while
only the first 100 output samples are required. Thus, alternate and more efficient
implementation of the FFT must be considered. The weighting requirement before FFT
is even more critical than before because of the large amount of clutter entering
the processor. The high sampling rate and the large word length requirement makes

this processor very unattractive.

5.2.4 Configuration D-4

In an effort to reduce the word length requirement at the FFT processor, a delay
line canceller is introduced in this configuration shown in Figure 5.4. Since the
clutter spectrum has components at multiples of code repetition frequency, the
delay in the canceller must be an integer multiple of the code period. It is
shown in Figure 5.5 that a delay of two code periods is desirable since it has
better pain characteristics for the doppler frequencies of interest. It is shown
in Appendix B that the transient response of a two pulse canceller can be fully

suppressed by discarding the first and the last output pulses. This corresponds to
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two code periods in the beginning and at the end of the output, which is a small

portion of the total look time. Furthermore, it is shown in Appendix C that
eventhough the MTI filter gain is not the same for all dopplers, the signal-to-
noise ratios in the various FFT doppler bins are nearly the same. However, the
signal level varies from one bin to the other and a different threshold must be
chosen for each bin. The major disadvantage of this configuration is the fact

that the FFT processor must operate with an input sampling rate of 5 Mz,

5.2.5 Configuration D-5

Due to the presence of enormous amounts of clutter, large word lengths are required
in the proucessor until the clutter rejecticn filter. It is therefore advantageous
to perform clutter suppression as early in the processor as possible. In this
‘configuration shown in Figure 5.6, the delay line canceller is implemented
immediately after A/D conversion. It is shown in Appendix D that the two pulse
canceller before or after decoding are equivalent provided the delay is an integer
multiple of the code period. In this case, the performance of D-4 and D-5 are
identical, However, only one canceller is needed in D-5 as opposed to one in each
range channel in D-4. Also, the early reduction in dynamic range could lead to a

more economical implementation.

5.2.6 Configuration D-6

Shown in Figure 5.7, this configuration is the same as D-3 except that a low pass

filter is introduced prior to FFT processing in order to reduce the sampling rate.
Eventhough the number of samples into the FFT processor is greatly reduced, there
is no loss in the processor gain since low pass filtering provides bandwidth

reduction and hence an increase in the signal-to-noise ratio. Due to the absence

of a clutter rejection filter, large amounts of clutter enter the FFT processor

thus requiring a large word length, Furthermore, due to the sidelobes inherent

5-9
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in FFT processing, the large clutter component will leak into other doppler bins

unless the input is properly weighted.

5.2.7 Configuration D-7

This processor, shown in Figure 5-8, combines the advantages of configurations

D-4 and D~-6 in that both a clutter rejection filter and a sampling rate reduction
filter are utilized. Here again, the low pass filter may be recursive or non-
recursive, and, if possible, filtering and sampling rate reduction may be combined
by implementing a fixed window transversal filter. Such a filter contains only
one multiplier and one accumulator in each range channel as opposed to several
multipliers for any other type of filter realization. As in the case of
Configuration D-2, weighting the input signal is required to reduce interference

between two target returns in the same range cell.

5.2.8 Configuration D-8

This is exactly the same as the previous processor except that, as shown in
Figure 5.9, the clutter recjection filter is implemented before decoding. Only

one delay line canceller is needed as opposed to 63 in Configuration D-7,

5.2.9 Configuration D-9

The main motive behind this configuration is the possibility of using a very small
word length (as small as one bit) at the decoder. In order to be able to achieve
this, the doppler information must be extracted before the decoding operation. In
this configuration shown in Figure 5.10, the incoming signal is first divided into
several doppler channels and range resolution is later achicved in each doppler
channel. The block named compensator is a complex weighting of the signal, and it

is different for cach doppler channel as described in Appendix E. Also shown in
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Appendix E is the fact that this configuration is identical to D-5 in its
performance. The gain in signal-to-noise ratio is partially achieved by the
FFT processor and the rest of the gain is attained during integration following

the decoder,
5.3 PROCESSORS USING PULSE COMPRESSION

The pulse compression approach is an attempt to convert the CW signal into a
pulsed signal, so that standard pulse radar processing techniques may be used.
The pulse compression filter is a matched filter, which is matched to one period
of the code, In the absence of any doppler, the output of the matched filter
due to the target return is the same as the autocorrelation of the code. 1In the
presence of doppler shift, the doppler envelope is impressed on the output as
shown in Figure 5.11. However, because of the doppler mismatch (matched filter
is matched to zero doppler) the output is no longer the autocorrelation but
features larger range sidelobes, thereby reducing range resolution. The mismatch
also reduces the main peak resulting in a weaker detection performance. Two
configurations PC~-1 and PC-2 are shown in Figures 5.12 and 5.13, the only
difference between the two being the location of the clutter rejection filter,
It is shown in Appendix F that the output of the pulse compression processor is

not the same as that using the decoder except at zero doppler. It must be noted

that the implementation of the processors using pulse compression is considerably
simpler than those using decoders because fewer components are required. It must
i be noted too that a waveform ideally suited for the decoder approach may not be

suitable for the pulse compression approach and vice versa.
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5.4 HYBRID PKOCESSORS

The principal limitations of the digital processors are.the conflicting require-
ments of high sampling rate and large word length, while their advantages are
flexibility and easy realization of coherent integration using FFT processors.

The hybrid processors are designed to mainﬁain these advantages while overcoming
some of the drawbacks of digital processing by performing a portion of the
processing before A/D conversion. Coherent integration capability of digital
processing is utilized in Configuration H-1 shown in Figure 5.14. * Because of
clutter attenuation and bandwidth limiting by the analog filter, both the
requirements of sampling rate and word length are made less stringent. The

analog filtering may be performed either at video on the in-phase and quadrature
signals or at IF, If IF filtering is used, the in-phase and quadrature components
must be extracted prior to A/D conversion. The main disadvantage of this processor
is the same as that of the analog processor described earlier, that is, the loss in
achievable processor gain due to the large settling time of the notch filter,

This problem can be alleviated by using Configuration H-2, shown in Figure 5.15,
where clutter rejection is performed in the digital portion. .This is accomplished
by the use of a delay line canceller in which the transient response problems are
completely avoided. However, since no clutter attenuation takes place before A/D

conversion, large word lengths are required to accomodate the expected dynamic

range. This problem is not as severe as in the all-digital processors because of the

availability of A/D converters with large word lengths at lower sampling rates.

It must be noted here that eventhough the sampling rate has been reduced, the
number of A/D converters has been increased from one to one in each range chamnel.
Superiority of hybrid processing is accompanied by a loss in flexibility due to
the fact that the analog portion of the processor cannot be eaéily adapted to any
changes in the waveform or other parameters.
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5.5 CONCLUDING REMARKS

The principal attractions of digital processors are the flexibility they offer and
the possibility of obtaining filter characterics which could not be realized by
analog systems. In this chapter, several configurations were proposed as possible
candidates for digital processors in a phase coded CW radar. Each processor is
based on one of two different concepts: decoding and pulse compression. Even-
though several of the configurations are mathematically equivalent, their detection
performance may vary because of the nonlinearity inherent in quantization.
Therefore, each of th- processors must be analyzed in detail to minimize the

cost for specified performance levels.

Figure 5.16 shows the uncertainty function for a PN sequence of length 63, a clock
rate of 5 Mz and a look time of 2 m sec. As can be seen the signal exhibits the
desirable properties of good range and doppler resolution and small range side lobes.
These properties can only be atiained if the processor consists of a bank of filters
each matched to a different doppler shift. Configuration D-3 is, in fact, such a
processor while the other decoder configurations using coherent integration are
close approximations. However, the processors using pulse compression produce

large range side lobes because of the doppler mismatch in the pulse compression
filter which is matched to zero doppler. This can be seen from Figure 5.17 which
shows the magnitudes at the output of the pnlse compression filter for various
dopplers. The input to the pulse compression filter is a doppler shifted phase

code at zero range delay. At zero doppler, the range side lobes are exactly the

same as in the decoder approach, since the pulse compression filter is exactly
matched to the input waveform. However, as the doppler shift of the input increases,
the mismatch produced manifests itself in large range side lobes and a reduced main
lobe. While this effect is not pronounced at small doppler shifts, the degradation
is uniacceptably large at higher doppler frequencies. It must also be noted that the
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range side lobe structure depends upon the initial shift in the code (initial
contents of the shift register) unlike in the decoder approach. The severity
of the range side lobes is entirely depeadent upon the modulating waveform

and it is necessary to analyze several waveforms in order to select one which

is suited for the pulse compression processor.

The main factor that restricts the performance of a digital processor is the
effect of finite word lengths. This effect can be reduced by expanding the
word length, but an upper limit on the word length is imposed by the high
sampling rate necessary to avoid errors due to aliasing. 1In an effort to
reduc; the sampling rate required, two hybrid processing schemes were proposed

where some flexbility is sacrificed by performing a portion of the processing

before analog-to-digital conversion.
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SECTION 6 -~ SIMULATION AND RESULTS

6.1 INTRODUCTION

In order to study the performances of the various configurations, digital
computer simulations of the processors have been developed. To facilitate a
Monte Carlo analysis of the performance, computer programs have also been
developed to gencrate samples of synthetic video return including ground clutter,
noise and return from a single moving target. All the programs are written in
FORTRAN compatible with the CDC 6600 computer system. Program listings are

included in Appendix H.

6.2 SYNTHETIC VIDEO RETURN

Samples of the video return are normalized so that the power in the target return
is unity. It is assumed that the sampling rate is equal to the clock rate of the
PN sequence. The total return includes contributions due to the target, noise

and clutter.

6.2.1 Target Return

The target is assumed to be a moving target with a doppler frequency fg and a
range delay corresponding to k clock periods. thus, if the target range is R and

the range resolution is AR, then the range delay in clock periods is
k = Int (R/AR) modulo (N) (6.1)

where Int (+) denotes "integer part of" and N is the length of the code. If the

set {p(i)} denotes samples of the periodic code, then the jth sample of the in-

phase and quadrature components of the target return are given by




xp(i) = p(i-k) cos (27f4i§ + wt) (6.2)

xQ(i) = p(i-k) sin (2nf4id + y,) (6.3)

where by is a random phase which is constant over a look period. As can easily

be seen, the total power in the target return is unity.
6.2.2 Noise

If the required signal-to-noise ratio in dB is SNR, then the total noise power
is

02 = 10—0.1 SNR (6.4)

This noise power is divided equally between the in-~phase and quadrature channels.

The noise samples in each channel are assumed to have a Gaussian distribution with
zero mean and a variance of ¢2/2. The samples are independent of one another and

the noise sequences in the two charnels are assumed to be independent of each

other.

6.2.3 Ground Clutter Return

If the required signal-to-clutter ratio in dB is SCR, then the clutter power is
A2 = 10"0.1 SCR . (6.5)

Ground clutter return is assumed to have a steady or DC component and a random
' fluctuating or AC component. The ith sample of clutter return in the in-phase

and quadrature chammels are gencrated according to the following cquations.

n

cp (1) A p(i-k) [gy cos y. + g, fy ()] (6.6)

i

A p(i-k) [go sin Yo + 84 fQ(i)] (6.7)

cq(l)




. -

where {p(i)} is the periodic code sequence,

k is the range delay of the clutter source in units of clock period,

m? 3 B85 1s the DC component of the clutter power,

m?2 is the clutter DC-to~AC power ratio,

g, = 1 ; 2g§ is the AC component of the clutter power,
 PYeIR

wc is a random phase angle which is constant over a look period,

and {fI(i)} and {fQ(i)} are samples of the AC clutter component. The random
sequences {fl(i)} and {fQ(i)} are assumed to have a Gaussian distribution with
zero mean and unit variance and the two sequences are independent of each other.
However, each sequence is assumed to be highly correlated and to have a Gaussian
spectrum with zero mean and a standard deviation of 0, Hz., Samples of the
random clutter component are generated by introducing the desired correlation to
an independent random sequence. This is accomplished using a linear system, and

the process is explained in Appendix G.

Various types of clutter may be produced by proper use of the above procedure.
Pure DC clutter resulting from static reflectors such as buildings ccn be obtained
by setting g, to zero and g, to one. Antenna spillover can be simulated as a DC
clutter with zero range delay, that is, k=0, Distributed clutter is generated by
adding the clutter returns from several range cells, The return from each range
cell must take into account the power variation according to the inverse of the

fourth power of range, and the delay corresponding to the paréicular cell,




6.3 PROCESSOR SIMULATION

Since the proposed digital processors contain similar components but in different
orders, each of the blocks was seperately simulated. This includes A/D converter,
decoder, pulse compression filter, delay line canceller, weighting function, digital
filter for clutter rejection aﬁd sampling rate reduction, FFT processor, and non-
coherent integrator. Simulation of the digital processors is not complete in that
only the quantization errors due to A/D conversion can be simulated. Finite word
length effects elsewhere in the processor including the fast Fourier transformation
have not been included. The notch and/or sampling rate reduction filter is assumed
to be a recursive filter and is implemented as a cascade of second and first order
sections to minimize the effects of coefficient quantization. Each of the first and
second order sections is realized in the canonical structure. It should be noted
that processor Configuration D-9 cannot be simulated with the programs that have been

developed because of its many differences in comparision with the other configurations.
6.4 A SIMULATION EXPERIMENT

The simulations developed were exercised for a typical set of parameters. The object
of the experiment was twofold: (i) to study the feasibility of digital processing
when the target return is much smaller than the quantization interval of the A/D
converter and (ii) to compare the performance of a digital processor with that of

the analog processor described in Chapter 3.

Configuration D-8 was chosen as the candidate digital processor. Figure 6.1 shows the
magnitrde response of a fourth order Chebyshev low pass filter used for sampling rate
reduction. This filter has 5 dB ripples in its pass band but, using the same

argument as with the delay line canceller, this should not affect the output signal-
to-noise ratio due to the narrow doppler filters provided by FIT processing. The

output of this low pass filter was resampled at 80 KHz as opposed to 64 Kllz suggested
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in Figure 5.9. The input samples to the FFT processor were weighted with a
Hamming function shown in Figure 6.2, The simulation of the analog processor
is exactly similar to Configuration D-1 with one difference. The non-coherent
integration is performed at the original sampling rate instead of a reduced

sampling rate to provide a better simulation of the analog integration.

The analog notch/low pass filter was modelled by a 10th order Butterworth low

pass filter in cascade with an 8th order Butterworth high pass filter. The

magnitude response, shown in Figure 6.3, was found to be a satisfactory approximation
to the response of the amalog filter., Assuming a leok time of 2 milliseconds, a
non-symmetrical Taylor weighting function (with n = 10 and -50 dB sidelobes), shown
in Figure 6.4, was applied to the input prior to filtering. As explained in

Chapter 3, the transient response must be allowed to scttle down before starting
integration. In this experiment, the non-coherent integrafion was started after

1.33 milliseconds, i.e., out of the 2 milliseconds look time, integration was

performed only over 0.67 millisecond,

Table 6.1 shows the radar parameters used in the simulation. For these set of
typical radar parameters, the signal-to-noise ratio at the input to the receiver
can be computed to be -20 dB using the radar range equation. A complete list of

other simulation parameters is given in Table 6.2.
6.5 SIMULATION RESULTS

The outputs in range channels 32, 28 and 36 were computed for both the analog and
the digital processor using the parameters given above. These channels represent
the in-range and two out-of-range channels all of which contain clutter and noise.
A Monte-Carlo analysis of 30 samples was performed to determine the means and

variances of the outputs. These results are given in Table 6.3 where the output
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Table 6.1 Radar Parameters Used in Simulation

Transmitted Power
Transmit Antenna Gain
Receive Antenna Gain
Wavelength (X-band)
Target Cross Section (Steady)
Target Range

Length of PN Sequence
Clock Rate

Code Period

Target Range Rate
Doppler Frequency
Receiver Bandwidth

Noise Figure

Losses

10 watts

38 dB

40 dB

0.03 meter

1 sq. meter
15000 meters
63

5 Mz

12.6 yuscc.
240 meters/sec.
16 KHz

5 MHz

5 dB

9.5 dB




Table 6.2 Simulation Parameters

Target:

In-range Clutter:

Out-of-range Clutter:

Fixed Clutter:

Clutter Parameters:

Noise:

Sampling Rate:

A/D Converter Input Range:

Look Time:

Integration:

1 sq. meter steady target in range cell 32

Signal-to-clutter ratio = -70 dB

DC-to~AC power ratio = 0.8

Signal-to~clutter ratio = -70 dB
DC-to-AC power ratio = 0.8

Appears in range cell 28

Signal-to-clutter ratio = -60 dB

Appears in range cell 32

Wooded Terrain
Wind Velocity = 18 knots

Clutter doppler spread op = 8 Hz
Signal-to-noise ratio = =20 dB
5 MHz

-18000 to 18000 volts

2 milliseconds for analog processor

1.65 milliseconds for digital processor

Square law detection and integration for 0.67

millisecond in analog processor

128 sample FFT in digital processor followed

by a square law detector




Table 6.3 Simulation Results

Range Bin Range Bin Range Bin
28 32 36
Mean 8692.04 17612.51 8472.89
Analog Processor
Variance |4.6585x10° | 6.5340x100 | 1.4319x106
Mean 0.5044 33.0759 0.4370
Digital Processor
36 Bits
Variance | 0.1752 29.5580 0.1726
Mean 1.2152 32,4057 0.9593
Digital Processor
10 Bits
Variance { 2.9316 91.9885 0.5703
Mean 0.5493 33.3664 0.4443
. Digital Processor
13 Bits
Variance | 0.1910 29.4330 0.2020




b o

of the digital processor corresponds to the output in the doppler channel in

which the target is present. The digital processor was analyzed for three
different A/D converter word lengths: 36 bits, 10 bits and 13 bits. The 36
bit word length was included for validation purposes since the quantization

effects at this word length are inconsequential.

6.6 ANALYSIS OF THE RESULTS

In the case of the digital processors, tue mean of the output is the variance before
detection since a square law detector is being used. Since the original bandwidth

is 5 MHz and the detection bandwidth is 620 Hz (based on the look time), the expected
gain in signal-to-noise ratio is 39 dB. Thus the expected signal-to-noise ratic at
the output without quantization effects is 19 dB. Using the results for 36 bits and
range bins 28 and 32, it can be shown that the signal-to-interference ratio is 18 dB.
This agrees with the predicted value and suggests that the large amount of input

clutter has an insignificant effect on the output.

With a 13 bit A/D converter, the peak signal amplitude is four times smaller than
the quantization interval corresponding to a signal-to-quantization error ratio of
-5 dB. The effect of this is to decrease the input signal-to-noise ratio from -20 db
to -20.13 dB. The results show that the output signal~to-noise ratio is 17.75 dB,
which is a fraction of a dB below that for the casec where the word length is 36 bits.
It should be noted that with i3 bits, the standard deviation of the input noise is

about twice the quantization interval.

When the word length is reduced to 10 bits, the input noisc standard deviation is
one~fifth the quantization interval. The corresponding signal-to-quantization
error is -23,15 dB which has the effect of increasing the input signal-to-noise
ratio from -20 dB to -24.7 dB. From the results it can be shown that the output

signal-to-noise ratio is 14 dB which 1s 4 dB less than the unquantized casce,

6-13




Due to the noncoherent integration and the fact that clutter residues persist
despite the weighting and delaying the start of integration, it is not
straightforward to interpret the signal-to-interference ratio at the output of
the analog processor, The most desirable way to analyze this processor is to
perform an extensive Monte Carlo analysis to ascertain the probabilities of
detection and false alarm. Such a simulation requires an enormous amount of
computation. For purposes of this preliminary comparison, probabilities of
detection and false alarm were computed by using approximate probability density
functions, Probability densities with and wvithout a target were approximated by
a non-central and a central chi-squared distribution respectively. The
appropriate parameters of these distributions were derived using the results of
the simulation. Then, by varying the threshold, a curve of probability of false
alarm versus probability of detection was developed for ecach processor. This

set of curves is shown in Figure 6.5.
6.5 CONCLUSIONS

The results of the simulation show that it is indeed possible to extract the
signal using a digital processor whose word length is such that the signal is
considerably smaller than a quantization interval. Furthermore, detection is
possible even when the input noise standard deviation is smaller than the
quantization interval, Despite the large transients caused by clutter, it is
shown that the analog processor can be used if a proper weighting function is
used. However, for the set of paramcters used, a look time of 2 milliscconds
does not seem to provide an adequate detection performance by the analog
processor. Finally, for a given look time, the digital processor gives a
considerably better detection performance. This is attributable to the abscnce

of undesriable transients and the use of coherent integration.

6-14
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SECTION 7 - SUMMARY, CONCLUSIONS, AND FUTURE EFFORTS

The principal problem that must be addressed in designing a signal processor for
a phase coded CW radar is the large dynamic range requirement that is caused by
antenna spillover and close-in clutter. Since the clutter return could be 60-80 dB
over the target return, the clutter rejection filter must be designed to have a
very short settiing time. Otherwise, the transient response duc to the large
clutter return will have the effect of reducing the signal-to-interference ratio
thereby deteriorating the detection performance of the radar. Since digital
clutter rejection filters, such as delay line cancellers, can be designed to have
very short rettling times, the possibility of using digital processing must be
given serious consideration. Another attractive feature of digital processors is
that they are considerably more flexible than analog processors. The main
disadvantage of digital processing is the introduction of quantization errors

due to the finite word length.

For a given dynamic range rcequirement, quantization errors can be reduced by
increasing the word length., But the high sampling rate made neccessary by the use
of a wideband signal imposes a limit on the word length that can be obtainced f{rom
currently available analog-to-digital converters. At the dynamic range and
sampling rate of interest in this application, the largest word Jength available
has a quantization interval which is much bigger than the amplitude of the target
return. This problem can be partially alleviated by using hybrid processors
where some flexibility of digital processing is sacrificed to relax the stringent

and conflicting requirements of large dynamic range and high sampling rate.

Scveral analog, digital and hybrid configurations were proposed in this report

as candidates for signal processors in a binary phase coded (W radar. Synthetic




input signals including returns due to clutter, target and noise were used along

e a1

SR SAn s S

with digital computer simulations of the processors to show the feasibility of {

digital processing. It was shown that is was possible to dciect a target when i

the target return is much smaller than the quantization interval of the A/D

converter, The target was detectable cven when the input noise was smaller than g

the quantization interval. It was also shown that the analog processor could be

used if the transient response of the clutter rejection filter were controlled by

modifying the input signal by a suitable weighting function.

It must be remarked that this study is incomplete and that the most significant

conclusion is that digital processing is feasible despite the rigid sampling rate

and dynamic range requirements. The following is a partial list of topics that

mus t be investigated before selecting the optimal processors.

1.
f:‘
4 2
3.

Effects of arithmetic roundoff and quantization of filter coefficients
should be studied. Since no adequate thecoretical tools are available,

this must be performed through computer simulation,

Each of the configurations should be analyzed to determine dynamic
range requirements at different stages of the processor. This is
required in order to be able to use the available word length in the

most efficient manner.

The simulation programs must be modificed for use in the SEL computer
and/or the AP 120B array processor. This will facilitate the
computation of detection and false alarm probabilities using an

exhaustive Monte-Carlo analysis.

The feasibility of using a fixed window transveral {ilter for sompling

rate veduction must be investipgated. This is important since such a

7-2 N
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filter can be implemented with much less hardware than a recursive

filter.

5. Adaptive thresholding by the use of constant false alarm rate (CFAR)
processors should be examined. This technique is uscful in avoiding

false alarms in the presence of large uncxp-oted interfcrence sources.

6. MT1l filters other than delay line cancellers can be used for clutter
rejection. These can be of either recursive or non-recurcive varicty.
In the latter casc proper initialization is necossary to avoid transient

effects.

7. The study must be expanded to include the elfects of bandlimiting on
the code and the effects of scanning modulation where a continuous

scan is used instead of a step scan.

8. The processor must be modified to operate in clutter environments
other than ground clutter. Thig entails the use of notch filters for

rejection of weather clutter and chaff.

9. The typical st of parameters used in this study yields an unambiguous

range of 1890 goeters. One way to remove this ambiguity is to increasc

the lensth of the PN sequence.

This, however, reduces the code repetition {requency which in turn
deccreases the separation between blind speeds produced by the clutter
rejection filter, To aveid blind speeds, some method analogous to

stagperced PRF must be employed. The extension of staggeved PRF to phase

coded CW radars is not obvious and nceds further investigation. The

enlarged Jenpgth of the scquence also increases the number of range channels

7-3
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10.

11.

and hence the complexity of the processor. Therefore, alternate

schemes for unambiguous range measurement must be examined.

The maximum length binary sequence does not seem to be ideally suited

for the pulse compression approach. It is therefore necessary to
study other types of'waveform to find one which provides a
satisfactory performance with the pulse compression processor. It
must be remembered that the pulse compression processors are

considerably easier to implement than those using decoders.

Even though some of the digital processor configurations are
mathematically equivalent, their performances may not be identical
because of the nonlinearity involved in quantization. It is
therefore necessary to evaluafe all the configurations to select a
processor which offers the best compromise between perf{formance and

cost of implementation.




APPENDIX A

RESPONSE OF THE FFT PROCESSOR

Let the input to the processor be a sampled complex exponential,

x, = exp (27 j £ n A), n=0,1, . . , N-1 (A1)
where

f = frequency

N = number of input samples,
and A& = sampling interval.

The frequency resolution of the FFT processor is the reciprocal of the input

duration, i.e.,

F = 1/N&, (A.2)

and the kth output sample corresponds to a frequency kF. The frequency response
of the kth frequency bin will be defined as the magnitude of the kth output

sample as a function of the input frequency f. This output sample is given by

, Ml .
X (1) = § Y W (A.3)
n=0
where
w = exp (~273/N) (AL

Using (A.1) and (A.2), (A.3) reduces to

N-1 '
X (£) = i :E: exp (2%jndf ) {A.5) 1
n=0




where

£, = f-kF, . (A.6)

The summation in (A.5) is a finite geometric series and can be written as

X (f) = exp (21 N Afp) -1 . A.
k( ) N exp (2nj 2fy) -1 (A.7)

The above equation can be rearranged to give

sin 7N Afy

. .8
sin m A fr (4.8)

xk<f>i=§

For large values of N and small values of f., the frequency response can be

approximated as,

Xk(f) = sa (v NA f) (A.9)

where the function sa(x) denotes sin x/x.

An examination of the above expression reveals the following properties:
(i) the response of the kth bin is centered at frequency kF,
(ii) the frequency response contains large sidelobes, and

(iii) there is considerable overlap between the responses of neighboring
bins. In fact, at the frequency where the two responses cross,

the gain is about 4 dB below the maximum gain.

If the input is an independent, zero mean noise sequence with variance 1, it can
be easily shown that the output in each bin of the FFT processor is a zero mean
noise whose variance is 1/N. Since the input signal-to-noise ratio is unity, the
gain in signal-to-noise ratio is the same as the output signai—to~noise ratio

which is,




SNR,

i

]

| x(6)] 2

1/N

N Isa (s NAf )'
r
(A.10)




APPENDIX B

RESPONSE OF DELAY LINE CANCELLER

The input is assumed to be a finite duration signal,

r(t) x(t) wp (L) (B-1)

where x(t) is an infinite duration signal and wl(t) is a window function given

by

¥
Jusy

wl(t) for 0 <t< T
= 0 otherwise . (B.2)

The output of the two pulse delay line canceller is

y(t) = x(t) - x(t-a) (B.3)
and the impulse response of the filter is

h(t) = &(t) - &§(t~-p) . (B.4)
The output can therefore be written as

y(t) = x(t) wi(t) ~ x(t=p) wy (t-8) (B.S)

and exists in the interval O<t< T + A.

To avoid the effects of transients, a portion of this signal is discarded.

Specifically, two segments of y(t) in the intervals 0<t<A and T<t<T + A arc not
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used in further processing. This is identical to multiplying y(t) by a window

function wy(t) such that,

wy(t) = 1 for A<t<T
= 0 otherwise - (B.6)

But from the definitions of wj(t) and wy(t), it can be easily seen that
wi(t) wa(e) = wa(t), (B.7)
and wl(t-A) wo(t) = wo(t) (B.8)
Therefore the final output is
z(t) = [x(t) - x(t-a)] wa(t) (B.9)

Thus, the effect of discarding the transients is equivalent to passing the
infinite duration signal through the canceller followed by windowing. The
importance of this is in regard to ground clutter. If the tramsients are not
discarded, the effect of finite observation time is to smear the spectrum of the
input signal. Therefore, the low frequency ground clutter spectrum expands into
the passband of the filter. Discarding the transients improves clutter rejection
performance since spectrum smearing takes place after the filtering which is
designed to attenuate the low frequency clutter components and, in particular, to
suppress the DC clutter completely. It must be noted that this analysis is valid
only for step scan systems since the input amplitude has been assumed constant.
The effect of discarding transients is not so great in contiﬁuously scanned
systems since the antenna pattern automatically produces a spectral widening of

the input signal,




APPENDIX C

COHERENT INTEGRATION FOLLOWING MTI

The input sampled signal is assumed to be of the form,

r(n) x(n) + p(n), n=-1,0,1, ..., N-1

exp(2rj f nA)

where x(n)

(C.1)

(€c.2)

and p(n) is a zero mean, independent noise sequence with unit variance. Notice

that the input signal-to-noise ratio is unity. It is assumed that this signal

is passed through a two pulse canceller followed by an FFT processor. The signal

component of the output of the two pulse canceller after discarding transients is,

x(n) ~-x(n-1)

y(n)

]

exp(2nj £ nA) [l-exp(-27nj fA)]

(c.3)

If this sequence is passed through an FFT processor, the kth output sample is

=z

-1

Yoo = L y (n)w"¥

=3
]
o

where w = exp(-27j/N) .

From (C.3) and (C.4), one can write

N-1
Y(k) = [l-exp(-2mj fA)] = :E: exp(2ni f nA)wi'k
n=0
1 N-1
= [l-exp(-2njfA)] E-:Z: exp(2n1j n Afy)
n=0

(C.4)

(c.5)




where fr = f - kF . (C.6)
and F = 1/Na . ' (.7

It follows that,

sinm NA fo| |,
Nsin w & fr (€.8)

(k) 2 sinn fA

The noise samples at the output of the canceller are
m(n) = p(n) -p(n-1), n=0, 1, . . . , N-1, ©(C.9)

Obviously, this is a zero mean noise sequence but is not an independent sequence
due to the corretation introduced by the canceller. 1In fact, it can be easily

shown that

Elm(n)m(i)] = 2 ifn=i1
= -1 if 'n—i |= 1 ‘
i
!
= 0 otherwise (C.10)

where E[.] denotes statistical expectation.

The kth output noise sample of the FFT processor is,

N-1
M(k) = %- :E: m(n)wnk . (C.11)
n=0

This noise sample has zero mean and a variance given by,

O LS ki
E[ lM(k)l ] = E?- E E z n(n)mG I w . (C.12)
n=0 i=0




Using (C.10), the above equuation can be reduced to

N-1
E[ a0l 2] = LY wmm@ne-Dvkmmnm-1)
N
n=0

"

5} [N ~ NO© + v %))
N

]

4 sin2(wk FA)/N. (C.13)

The total gain in signal-to-noise ratio, which is the same as the output

signal-to-noise ratio is,

P 2
Y (k)
snr, = LY
°  E(lnmI2)
_ 4 sin? of A sin  1NA fr 2 (C.14)
. 2, . )
4 sin“(wkFA) /N Nsin 71 A fyr

In the doppler bin containing the target, f = kF and for large values of N,

(C.14) can be approximated as,

N [sa(m N A f.)]2 (C.15)

n

SNR,

which is the same as that obtained by coherent integration without the delay

line canceller. Thus, introducing a two pulse canceller ahead of the FFT

processor has little effect on the improvement in signal-to-noise ratio.
However, the signal levels in different frequency bins are not the same and
each bin must be assigned a different threshold which takes into account the

frequency response of the delay line canceller.
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APPENDIX D

MTI BEFORE AND AFTER DECODING

The received signal consists of K periods of the code and there are N samples in
each code period. These samples are denoted as r(i), i=0, 1, . . . , KN-1
Let this set be partitioned into K segments of N samples (one code period) each

such that,
rk(n) = r(kN + n) for k =0, 1, . . ., K-1,
and n =0, 1, . . ., N-1, (0.1

The output of the decoder in range channel corresponding to a delay of m samples
is obtained by multiplying r(i) by a periodic repetition of Cp(n) where Cm(.)
represents a period of the code shifted by m samples. Thus, if the output v(i)

is also partitioned as above, then
yg(n) = rk(n) Cp(n) . (0.2)

If this sequence is then passed through a two pulse canceller whose delay is an
integer multiple of the code period, i.e., the delay ic pk samples, the output of

the canceller in partitioned form is

zg(n) =y (n) - yk—p(“)

i

[rp () - rk_p(n)] Cp(n) . .3)

If the MTI is performed before decoding, the output of the two pulsc canceller

in partitioned form is

Xp(n) = rk(n) - rk_pfn) . (D.4)




1f the sequence X (n) is then decoded, the decoder output in the range channel

corresponding to a delay of m samples is,

Vi (n) xe (n) . Cy(n)

[r, (@) - Tkp ()] Cp(n) . (D.5)

From (D.3) and (D.5) it is seen that interchanging the MTI and decoding operations
has no effect on the output. However, it must be noted that this result is based
on the assumption that the canceller delay is an integer multiple nf the code

period. The result is not valid for other delays and for recursive M[I filtcrs.




wover e e A eI e S et e e Ry,

APPENDIX E

OUTPUT OF PROCESSORS USING DLCODERS

In order to demonstrate the equivalence of Configurations D-5 and D-9,
expressions for their outputs are developed in this Appendix. In the development
that follows, the delay linc canceller is ignored since its effects on the two

configurations are identical. The input signal is denoted by the set of samples

{r(i), 1 =0, 1, . . ., KN-1} wherc¢ K is the number of code periods in the look
s ’ )}

time and 7 is the n'mber of sawmples in each code period.
¥

In Configuration D-5, the output of the range channel corresponding to a delay of
m samples is obtained by multiplying the input by a periodic repetition of Cm(n)
where Cp(.) represents a period of the code shifted by m samples. Thus, the
decoder output is given by,
K-1
)’m(i) = r(i) Z Cm(i—kN) (E.1)
k=0

The nth output sample following an NK sample FFT is

NK-1

.y in .
Ym(n) = ZE: Y (Dw (r.2
i=0
where w = exp(- 27 j/NK) . (E.R)

Combining (E.1) and (E.2),

NH-1  K-1

T = ST 3 ) ¢, -k " (..

i=0 k=0
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Each of the K sequences {U(p,n), p=0,1, . . ., N-1} is doppler compensated,

i.e.,

X(p,n) = U(p,n) w'P (E.10)

The output of the processor in range cell m and doppler cell n is then computed

by decoding followed by summation,

N-1

2

p=0
N-1

>

p=0

Vp(n)

p=0

N-1

>

p=0
N-1

2

p=0

X(p,n) C,(p) ’ (E.11)

Zp (n) WP Cm(P)

K-1

2

k=0

K-1

2

=0
K-1
2

k=0

zp(k)wlnk w?P Cm(P)

zp (k) L Cp(P)

r(ki+p) Cpy(p) wiP wikN (E.12)

Comparison of (E.5) and (E.12) proves the hypothesis that the outputs of

Configurations (D-5) and (D-9) are identical.




APPENDIX F°

OUTPUT OF PROCESSORS USING PULSE COMPRESSION

Referring to Configuration PC-2 and ignoring the delay line canceller as in

Appendix E, the output of the pulse compression filter in range channel m is

i ;' given by
‘ N-1
yuk) = Z Cu(p) T (kN+p) . (F.1)
p=0

If the K sample FFT ol this sequence 1s computed, the output sample in the nth

bin is
k-1 X
Yo = ) yp(k) wp" (F.2)
k=0
Here w3 = exp(~27j/K)
= W (F.3)
where
w = exp(-2mj/NK) (F.4)
Therefore,
K-1 N-1
Yp(n) = Z zr(kN*‘p) Cm(p)wnkN . (F.5)
k=0 p=0

Comparison of (F.5) and (E.12) reveals the similarity between the decoder and the
pulse compression approaches, the only difference being the term due to doppler

compensation.

v
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APPENDIX G
CLUTTER GENERATION
It is desired to generate samples of the random clutter components {f;(i)} and
{fq(i)} at sampling intervals of §. It is assumed that the sequence can be
described by a Gaussian distribution with zero mean and unit variance. These
§ sequences are required to be highly correlated having Gaussian power spectrum
1 g centered at zero frequency with a standard deviation of Ope Thus, the desired
't power spectrum is
.}i beg(f) = 1 exp(—f2/20pz) . (G.1)
- \/21! OF
% Consider a continuous linear system whose impulse respomnse is
I g(t) = exp(-tZ/o?) (6.2)
 § ) where j
;1
ﬁ o, = 1/2n0y . (G.3)
‘% - The transfer function of this non-causal system is
e(0)] = —L _ exp(-£2/40d) . (G.4)
3 ?ﬁop
: A Let the input to this system, denoted n(t), be a zero mean, unit variance, Gaussian
noise process with a flat spectrum,
oo (f) = Sfor|f|< 1
nn () 2S

= 0 otherwise . (G.5)

G-1




Then, the output process c(t) is also a zero mean Gaussian process whose power

LN R R SR N

spectrum is
- 12
b (E) = IG(f)I ¢nn(f)
. S 2,2 | 1
_1;.—7 exp(-f /ZoF) for |fl< 35
1'|'O'F
= 0 otherwise (G.6)

The restriction on the region of existence can be removed if S is chosen to be

small enough such that

|| : 1
] -2—s'>20'Fo

(G.7)

From its power spectrum, it is obvious that if the input noise is sampled at
intervals of S, the samples are independent and have a Gaussian distribution with
zero mean and unit variance. Thus, a discrete equivalent of the continuous system
may be written as,

c(t) = 8 En(ks) g(t-kS) (G.8)
k

If c(t) is sampled at intervals of §,

c(md)

S Zn(ks) g(md -kS)
k
S, f(m) . (6.9




The power spectrum of {f(m)} is,

0(E) = F 8 (D)

= ———}-—E' exp(-f2/20§)
S. 4moy

= — 1 exp(-£2/262) (G.10)
2 _f2n op F

Note that the definition of S satisfies the inequality given in (G.7) and that

where S = (G.11)

the power spectrum of {f(m)} is the same as that of the required clutter

components., Thus, the clutter sequence can be generated using

f(m) = En(kS)g(ma--kS) ; - (G.12)
k

However,.it must be noted that the impulse response of the filter has infinite
duration, For implementation in a digital simulation, the impulse response is
truncated to |t|<3S. Since the input noise sampled at intervals of S, six samples
of noise are required in the summation in (G.12). Note however, that several
samples of clutter can be generated from the same six noise samples because the
output sampling interval § is much smaller than S. In fact, I samples of clutter

can be computed from six samples of input noise where I = S/§.




APPENDIX H

PROGRAM LISTINGS

This appendix contains the listings of all the computer programs developed for

this study. The programs re in FORTRAN and are compatible for execution on the

CDC-6600 computer system.
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iUBROUTlNE ANITY

e

EOTE D

SUBROUTINE ANIT(START)

c.....’..’.'.Q......O'I.QQ..0.Q.GQQQ...Cll.'.'li""...'ll.’.'!Ql&'ﬁ.ﬂ'.

CH*#INITIALIZATION FOR NOISE GENERATORS

c'........l..Q.Ql{...'i....'OQ..Q.ll’.'ll‘...Q...QQ'..!Q.'Q...'..l‘l“#&'. ‘

S Rttt it T T e 1

14774 0PT=] FIN 4.,2474355 1

COMMON/RANDM/ARD 4 RND1 »RS
ARD=START
RND1=START#0.000001
RS=47436.0

RETURN

END _ ‘)
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45

| éuaaourznz CLUTTN T4/74  0PT=) FIN 442¢74355 1i

SUBROUTINE CLUTTN(XySCR9XM24SIGMAF ¢NCDEL)
CQQQQQQQQOilQQ.GOQCQQQGQQGQGOQDQ&QQQQQQG#lu&i.i.i.ﬁlbQQQQGCQQQIQ.QQQOQGI
C*#GENERATES SAMPLES OF GROUND GCLUTTER AND ADDS
C#aTHEM TO THE COMPLEX ARRAY X
ConX IS THE INPUT/OUTPUT COMPLEX ARRAY
C*#SCR IS THE SIGNAL TO0 CLUTTER RATIO
C2aNOTE==SIGNAL POWER IS ASSUMED T0 BE UNITY
CeaXM2 IS THE DC TO AC POWER RATIO
Co*#AC CLUTTER HAS GAUSSIAN SPECTRUM
C*aWITH ZERO MEAN .

C*aSIGMAF IS THE STANDARD DEVIATION OF
C*»THE CLUTTER SPECTRUM

CoaNCDEL IS THE RANGE DELAY CORRESPONDING
C#»T0 THE CLUTTER LOCATION
CQQQQGQQQll.#gl#&QQ'IHHN!Q%QQG‘}GQQGQQIQGQQQGG06'#.0#&&00.&!6.l'i&i&.idﬁi#d :

COMMON/ADPAR/DELT+OAD s VMAX :

COMMON/PROPAR/NLOOK yNSAMPP ¢ NFFT ¢NSCLK s NCINT i

COMMON/ XCODE/NSTAGE 4 INIT(10) +FEEDBK (10) +CODE (1024)

COMPLEX X (1) '

DIMENSION XR(4)9XN(12) i

INTEGER CODE

CONST=1,0/ (SQRT (SCR))

NCYCLE=NLOOK/NSAMPP

CALL: RANDU(XRs2)

PI=3.141492654

PSI=2,C#PI*XR(2) _ }

CPSI=COS(PSI)

SPSI=SIN(PSI)

IF (XM2.LT,0) GO TO 20

GO=SQRT (XM2/(1.0¢XM2))

GA=SQRT (0.57(1.04XM2))

6C=60+CPS1 1

GS=GO*SPSI

CALL RANDG(XN912+0.091.0) :

P12=2,04P1 ‘

SIGTAU=1.0/ (PI12*#SIGMAF)

S1GSS=SIGTAU/DELT

S1G1=51GSS/1.,414213562

COEN=0.5/(SIG1#S1G])

1TI=1.2533141372S1GSS

TI=FLOAT(ITI) :

00 10 IC=1+NCYCLE 1

00 11 IN=]1+NSAMPP

J=(IC=1) *NSAMPP¢ID

ICODE=1D-NCDEL ' ]

IF (ICODE«LE+0) ICODE=1CODE ¢*NSAMPP :

Cl=0.0

CQ=0,0

DO 12 I=1,6

M= (6=1)81ITIeJ

B=FLOAT (M)

DUMsB=3,0%T]

EXPT==DUM*DUM*CDEN

HM=EXP (EXPT)

CI=CI+XN(I)#HM

12 CQ=CQOeXN(1+6) #HM

Cl?:FLOAT(CoDE(ICODE))!(€f0GA0CI)

H_

q T o - - - - .
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SUBROUTINE CLUTTN 74774 . OPT=1

CQT=FLOAT (CODE(ICODE) ) # (GS+GA#CQ)
X(J)=X(J)+ CONSTHCMPLX(CIT,CQT)
CONTINUE

CONTINUE

RETURN

CONTINUE

D0 30 IC=1+NCYCLE

D0 31 ID=19+NSAMPP
J=(IC=1)#NSAMPP+1D
1CODE=ID-NCDEL .

IF (1CODE.LE.0) ICODE=JCODE +NSAMPP
CIT=sFLOAT(CODE (ICODE) ) #CPSI
CQT=FLOAT (CODE (I1CODE) ) #SPSI
X(J)=X(J)+ CONSTHCMPLX(CIT,CQT)
CONTINUE

CONTINUE

RETURN

END

FTN 4,2¢74355
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SUBROUTINE CORREL 74774 . OPY=] : FIN 4.2474355 1

SUBROUTINE CORREL (XoNINsNOUT)
(2T IR T T T YT T YT LYY Y Ty Y Yy Y ey Y e T

I C#*PULSE COMPRESSION FILTER FOR THE
C##PROCESSORS USING PULSE COMPRESSION
5 CoeX IS THE COMPLEX INPUT/OUTPUT ARRAY

! Ce#aNIN IS THE NUMBER OF INPUT SAMPLES
. C##NOUT IS THE NUMBER OF OUTPUT SAMPLES
cnlilﬁlilﬁtﬁinlivlcﬁﬂiﬁliiﬂﬁuﬁiGQGQQQQﬁQ#“G!#hlﬁiﬁ“.&bﬂ.b*{dlﬂldG&Gi“ﬁ.'l
. COMMON/PROPAR/NLOOK 4 NSAMPR ¢ NFF T ¢NSCLK s NCINT
10 COMMON/XCODE/NSTAGE o INIT (20) oFEEDBK (10) sCODE (1024)
: COMPLEX X(1)sXOUT
INTEGER CODE
NOUT=NIN+NSAMPP
: NSMPP1=NSAMPP +1
15 NINP=NIN+1
DO 10 IT=NINPsNOUT
I=NOUT=T1+NINP
XOUT=CMPLX(0.0+0,0)
JFIN=NOUT=~]
20 DO 11 J=1,.JFIN
IND=J+I-NSAMPP
IF(CODE (J) «GT0)GO TO 12
3 XOUT=XOUT=-X (IND)

v

3 GO T0 11
25 12 XOUT=XO0UT+X(IND)
11 CONTINUE
X(I)=XouT

10 CONTINUE
DO 20 II=NSMPPlsNIN
30 I=NIN-1T+NSMPP1
‘ X0UT=CMPLX(0.0+0,.0)
D0 21 J=1+NSAMPP
IND=J+ I -NSAMPP
IF (CODE (J) «GT.0)GO TO 22

35 XOUT=X0UT=X { IND)
GO TO 21
22 XOUT=XOUT+X (IND)
21 CONTINUE
X (Iy=X0uT -
40 20 CONTINUE ﬂ

i DO 30 II1=1+NSAMPP
I1=NSAMPP=]]+1
XOUT=CMPLX(0.050.0)
JST=NSAMPP=1+1
g 4S D0 31 J=JSTyNSAMPP
IND=J+ I-NSAMPP
IF (CODE (J) oGTH.0)GO TO 32
XOUT=X0UT=X (IND)
GO0 TO0 31
50 32 XOUT=XOUT+X(IND)
31 CONTINUE !
X(1)=X0UTY . |
30 CONTINUE
RETURN
55 END

H=-5
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SUBROUTINE DECODE 74/74  OPT=1 | ) FTIN 4,2+474355 |

SUBROUTINE DECODE (X oNsIR)

CQ..Q.QQCC..GQDGQGlb.'l“’ﬂQ’lIl.ﬂ"GG“QD”'Gﬁllli.“i“’ﬂ&ﬁﬁ.ﬁﬁ'iGl&...“#‘

Co#IMPLEMENTS THE DECODER

creaX IS THE COMPLEX INPUT/OUTPUT ARRAY
co*eN IS THE NUMBER OF SAMPLES

C*#IR IS THE REQUIRED RANGE BIN

c‘l.l.lii.“.ﬂ“{“QQGGI’#QG#GGGGGQGQ6QGCGQGC“0#.0‘&’6##6'“"660'6GGQGQGGG

10

COMMON/PROPAR/NLOOK y NSAMPR « NFF Ty NSCLK sNCINT
COMMON/XCODE/NSTAGE y INIT (10) s FEEDBK (10) » CODE (1024)
COMPLEX X (1)

INTEGER CODE

NCYCLE=N/NSAMPP

DO 10 I1C=1sNCYCLE

D0 10 ID=1+NSAMPP

J=(IC~1)#NSAMPP+ID

1CODE=ID-IR

IF (1CODE oLE +»0) ICODE=1CODE +NSAMPP

IF (CODE (ICODE) oL T4 0) X (J) ==X (J) :
CONTINUE |
RETURN i
END




UBROUTINE OFT

10

, |

15

20

25

30

35

40

4S

74774  OPT=|

SUBROUTINE DFT(AsN+ISNoNRIN)

FTIN 4.2¢74355

CDQQQQQQQQQ!G#C“QQQQQGDGOQQ“GQ"QGGGGGQQQGGﬁﬁiiiﬂﬂﬁﬂﬁﬂﬂﬁﬂQiﬁﬂd00#00#6&“&

C*#COMPUTES THE DISCRETE FOURIER TRANSFORM OF

CoaTHE

C#axX IS THE COMPLEX INPUT/OUTPUT ARRAY
C#aN 1S THE NUMBER OF SAMPLES IN Xx

C#=]SN
C#=ISN

C##NBIN IS NUMBER OF OUTPUT SAMRLES DESIRED

CoslF
C#20TH

COMPLEX ARRAY X
= =] FOR DIRECT DFTY
= +1 FOR INVERSE OFT

N = 2##M o FFT IS USED
FRWISE DFT IS USED

CQCQQGQQQQQGQb.ﬂ%&ﬂﬂiﬁiﬂbbiﬁ#ﬁ.‘#iﬁlGG#!QI#&Q{QGQQQGGGGGGGGGGQGiﬁ%iﬁ&ﬁﬁﬁ

10

20

30

COMPLEX A(1)9T19T24TEMP X (256)

PI2=6,28318530717959
MASK=1

1GAM=0
IGAM=1GAM+1
M=2##1GAM

IF (N=M)2s491]
CONTINUE
N1=N-1

DO 20 I1=24N1
I1=11-1

IFLIP=0

DO 10 JU=1+9IGAM
LSN=2#%#% (J=1)

IFLIP=24IFLIP+(MASK,AND, (1/LSN)}

IF(IL.LE,IFLIP)GO TO 20
I1=1e1
I12=IFLIpP+]
TEMP=A(12)
A(I2)=A(I1)
A(Il)=TEMP
CONTINUE

00 30 I=1,1GAM
NEL=2##]
NEL2=NEL/?2
NSET=N/NEL
ANG=PI2/NEL
SI=SIN(ANG)
CI=COS(ANG)

DO 30 J=1oNSET
INCR=(J=1)#NEL
S0=0.0

CO=1.0

DO 30 II=1esNEL2
Jl=T1«INCR
Je=Jl+NELZ2
T1=A(J1)

T2=A (J2) *CMPLX(CO+ ISN*SO)

A(J1)=T1eT2
A(J2)=T1~-T2
SN=S0#C1+CO#SI
CS=Co#CI-S0#*S]
C0=CS

$0=SN

G0 TO0 100

H-7
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SUBROUTINE OFT Te/74  OPT=1 FTN 4,2+74355 |

2 CONTINUE
ANG=ISN#PI2/FLOAT (N)
D0 40 I=1oNBIN
X(1)=CMPLX(0+0+0,0)
D0 S0 J=1+N
ARG=ANG#FLOAT ((I=1)% (J=1))
T1=CMPLX (0.,09ARG)
T2=CEXP (T1)
X(I)=X(1)+T2%A(J)

S0 CONTINUE

40 CONTINUE
DO 60 I=1,N

60 A(l)=X(])

100 CONTINUE
IF(ISNsGT+0)RETURN
00 110 1=14N
ACI)Y=A(I)/FLOAT(N)

15 110 CONTINUE

RETURN

END
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SUBROUTINE FFYDEC T4/74  0PT=1 FTN 4.,2+74355 1

SUBROUTINE FFTDEC (X yNSTART 4NSKIP sNBINsNOUT)
CQ.QQ..‘Il'I’QQi‘QG!'l"Q#QDQQ*GQGOG’QQGQﬁQQ'Q.6.IGGQ*GQGGGGQQQQQGQ&Q.QOGGC
Co#FFT PROCESSING FOR THE DECODER APPROACH
CeaxX IS THE COMPLEX INPUT/OUTPUT ARRAY
C#eNSTART IS SAMPLE WHERE INTEGRATIN BEGINS
C®*#NSKIP SAMPLING RATE REDUCTION FACTOR
C#sNBIN IS THE NUMBER OF OUTPUY RINS DESIRED
C##NOUT = NBIN IN THIS SIMULATION
CQI66“.&"#§§§ﬂ“#ﬂl’i##ﬁ###“ﬁo&.#Q’Q#i#i#QG”GGQQ““ﬁGQG’GGGGQGQQGQGQ“G#‘&

COMMON/PROPAR/NLOOK s NSAMPR s NFF T NSCLK sNCINT

COMPLEX X (1)9XFFT(256)

NS=1

ISTIN=NSTART

ISTOUT=0

NOUT=NBIN#NCINT

DO 10 INT=1,NCINT

D0 11 IFFT=1sNFFT

ISAMP= (IFFT~1) #NSKIP+ISTIN

XFFT (IFFT) =X (1SANP)

11 CONTINUE

CALL WEIGHT (XFFTsNFFT)

CALL DFT(XFFTsNFFT,=19NBIN)

DO 12 IFFT=1,NBIN

X (IFFT+ISTOUT) =XFFT (IFFT)

12 CONTINUE :
ISTOUT=TSTOUT+NBIN
ISTIN=ISTINeNFFT#NSKIP

10 CONTINUE
RETURN
END

H-9 i ::.




A s

10

»

15

20

s

T
] éUBROUTINE FFTPC

e

14774  OPT=1

SUBROUTINE FFTPC(XeNSTARTINBIN)

—m

FTN 4.,2+74355 ]

c‘ld..0...l.il'd..ﬁﬂ“ﬁl#&'ﬂ“#i’CGG'C9QGQ#G.G..‘.GQ“GQG0.0C.’GGGG#.“#G!GC

Co*eFFT PROCESSING FOR PULSE COMRRESSION

Co*#CONFIGURATIONS
Ceax IS THE COMPLES INPUT ARRAY

C*aNSTART SAMPLE AT WHICH INTEGRATION STARTS
C##NBIN IS THE NUMBER OF OUTPUT BINS DESIRED

C#Q#Qi."il#&a.9#*0’0“0#&“#“#GQG#0“#*0&#&#.“&'.G&GQ&QGGQQQQ“G*"GQ#Q#“GC

12

13
11
10

COMMON/PROPAR/NLOOK ¢NSAMPRoNFF T oNSCLK9oNCINT

COMPLEX X (1)+XFFT(256)

NCOH=NFF To#NSAMPP

NF IN=NSTART « (NCOH®NCINT) -1

DO 10 INT=NSTARTSNFINsSNCOH

DO 11 ISAMP=) ¢NSAMPP

DO 12 IFFT=14NFFT
J=(INT=1) + (IFFT=1) #*NSAMPP ¢+ SAMP
XFFT(IFFT)=X(J)

CONTINUE

CALL WE SHT(XFFToNFFT)

CALL DOFT(XFFToNFFTe=19+NBIN)

00 13 IFFT=14NFFT
JE(INT=1) ¢ (IFFT=1) #NSAMPP ¢ ISAMP
X(J)=XFFT(IFFT)

CONTINUE

CONTINUE

CONTINUE

RETURN

END
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UBROUTINE FILCAS 14/74 | OPT=]

I
|

20

30
35

0

FTN 4.,2+74355 1

SUBROUTINE FILCAS(XyNSTARTNFIN)

CGQOOCIQQQQGQQ'QQQQQ“QGQG..‘ﬂ““.QGGQ.Q.QG.C'.'....QGG.'C.Q.’O.GQGI"GQQG

Coa IMPLEMENTS RECURSIVE DISCRETE FILTERS.

C##AS CASCADE OF SECOND AND FIRST ORDER SECTIONS
Co##CANONICAL REALIZATION IS USED

CeaX IS THE COMPLEX INPUT/OUTPUT ARRAY

C#aNSTART IS SAMPLE WHERE FILTERING BEGINS
C*aNFIN IS SAMPLE WHERE FILTERING ENDS

Cl!’b’l#ﬂl"ib*ﬁiﬁ’ﬁ#Q.GGG#‘GCQ#ﬁQQQGQQQGGGQG..QQQQ.GGQQQQ.QGQGQG“IGQQQ#

11

13

15
16

12
10

23
24

22
25

30

COMMON/FLYT/NSECNFIRSToNTYPE(10) 9CSEC(2+10) s CFIRSTsCONST
COMMON/PROPAR/NLOOK ¢NSAMPP o NFF T ¢yNSCLK o NCINT
LOGICAL NTYPE

COMPLEX X (1)9Y(3),DUM
DO 10 ISEC=]1+NSEC

DO 11 I=1,3
Y(I1)=(0,0+0,0)

DO 12 I=NSTARTINFIN
Y{1)=X(1)

D0 13 If=1e2
Y(1)=Y(1)=CSEC(IFLISEC)®Y(IF+1)
DUM=Y (1)+Y (3) )
IF(NTYPE(ISEC))GO TO 1S
DUMSDUM-Y (2) =Y (2)

GO0 T0 16
DUM=DUMLY (2) ¢Y (2)
CONTINUE :
X(I)=DuUM

Y(3)=Y(2)

Y(2)Y=Y(1)

CONTINUE

CONTINUE
IF(NFIRST.EQ.0)GO TO 25
Y(1)=(0,0+0,0)
Y¥(2)=(0,0+,0,0)

DO 22 I=NSTARTSNFIN
Y(1)=X{(1)
Y(1)=Y(1)=CFIRST&2Y(2)
IF(NTYPE(NSEC+1))G0 T0 23
DUM=Y (1)~Y (2)

GO T0 24

DUM=Y (1) +Y (2)

CONTINUE

X(I)=DUM

Y{(2)=Y(1)

CONTINUE

CONTINUE

DO 30 I=NSTARTeNFIN
X(I)=X(1)*CONST

RETURN

END
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Iuanourch INTDEC 74774 OPT=1 FIN 4,2+74355 ]
I SUBROUTINE INTDEC (X,NBIN)
CQCQQQCG...l'oii&.’“.'b’ﬁ*’9.!..“.‘.i.ﬂ.Q'.“Ql....'.‘l....'..'..ﬂ’CQ...C
5 C*sINTEGRATION FOR THE DECODER APPROACH
% I CQ..DiQQOO.QGQQQQQ.QGQOGGGG“l.i'#.'GGQQIQ'Q.GQ’..G’...C.'....G.'QO.QQQ.G
;5! COMMON/PROPAR/NLOOK yNSAMPR o NFF T oNSCLK s NCINT

i COMPLEX X (1)
- DO 10 IFFT=1,NBIN

SUM=0,0
DO 12 INT=1,NCINY
10 ISAMP=(INT=1) *NBIN+IFFT

SUM=SUM+CABS (X (ISAMP) ) #e2
12 CONTINUE
X(IFFT)=CMPLX (SUMs0,0)
10 CONTINUE
15 RETURN
END




T

4
SUBROUTINE INTPC T4/74  O0PT=] FIN 4.2¢T74355 |

SUBROUTINE INTPC(XoNSTART)
c........."......C..............'....'..‘..“'..'....'....'..'.."ﬁ..".
C*aNON COHERENT INTEGRATION FOR THE
C*sPULSE COMPRESSION APPROACH .

s c'..."“......'..ﬂ’....’.“......'...ﬁ....'...'....".".......'...'.“".
COMMON/PROPAR/NLOOK ¢ NSAMPP o NFFToNSCLKsNCINT
COMPLEX X (1) e¢XINT
NCOH=NFFToNSAMPP
00 10 I=1,NCOH
10 XINT=CMPLX(0.0+0.0)
D0 11 INT=1oNCINT
J=(NSTART=1)+1¢ (INT=1)#NCOH
XINT=XINTeX (J)
11 CONTINUE
1S X(I)=XINT
10 CONTINUE
RETURN
END




T
éln
" SUBROUTINE MTI 74774 - OPT=1 FIN 442074355 1
SUBROUTINE MTI(XeNINJNPERsNPULSE+NOUT) f
CQ..!..Q.’.QQ5‘...'....'ﬁ“.'.Gl.0OQQQQ...CQ’Q..GG..QC.Q..QC..G.QO...GGOQ
C## IMPLEMENTS THE DELAY LINE CANCELLER
CesX IS THE COMPLEX INPUT/OUTPUT ARRAY
5 Co*eNIN IS THE NUMBER OF INPUT SAMPLES
C*#NPULSE 1S NUMBER OF PULSE CANCELLED
C*&NPER IS NUMHER OF CODE PERIODS IN DELAY
C*aNOUT IS NUMBER OF OQUTPUT SAMPLES
c....ll.l.ii“&iQQQIll'ﬂ'!‘ﬂ.QGGC'#.OQ’..QGC.G'Q....GQQ'.Q..Ql“.i...'QQQ&Q
10 COMMON/PROPAR/NLOOK ¢NSAMPP 4 NFFT ¢NSCLK s NCINT
COMPLEX XSTORE (150) 4 YSTORE (150) X (1)
I MIN=NIN
NDELAY=NSAMPP#NPER
DO 15 IFILT=1+NPULSE
Is MOUT=MIN+NDELAY
DO 10 I=1,NDELAY
XSTORE (1) =X (I)
] 10 CONTINUE
, NDEL1=NDELAY+1
{ 20 D0 11 I=NDEL1+MINJNDELAY
DO 12 J=14+NDELAY
YSTORE (J) =X (T+J=1)
12 CONTINUE
DO 13 J=1+NDELAY
25 X(1+4J=1)=YSTORE (J) =XSTORE (J)
13 CONTINUE
DO 14 J=1NDELAY
f XSTORE (J) =YSTORE (J)
14 CONTINUE
’ 30 11  CONTINUE
MINP=MIN+1
D0 16 J=MINPsMOUT
X(J)==YSTORE (J=MIN)
16 CONTINUE
3s MIN=MOUT
1S CONTINUE
NOUT=MOUT
RETURN
END




SUBROUTINE NOISE 14/74  0PT=] . FTIN 4,2+7435S 1

K

SUBROUTINE NOISE (X)
COIDOQQQ..QGl.QQQ...O.l.6l..GGl'IQQQ.'I'l'!GQQ.QQ.'QQ'OI.QO.QIGOQIOQQ.GG
C#eADDS NOISE VO THE INPUT SIGNAL
CeaX IS THE COMPLEX INPUT/OUTPUT ARRAY i
s C§QQQliGQGQ.GQOOQ.CQ#.QGGQQ‘OQ."IQ.l.!l!Ql'.6..QCOQ6'.6"..‘&"'6..".6! ‘l
COMMON/XNOISE/XMEANSTOEV :
COMMON/PROPAR/NLOOK ¢ NSAMPRoNFF T oNSCLKoNCINT
DIMENSION XU (24)

{ COMPLEX X (1) +GAUSS
10 DO 10 I=1sNLOOK
CALL RANDU (XUs24)
I GAUSS1=0.0
! GAU552=00°
' DO 11 JU=1s12
15 . GAUSS1=GAUSSI +XU(J)
11 GAUSS2=GAUSS2+XU(J+12)
GAUSS]1=(CAUSS1=6,0) #STDEV¢XMEAN
GAUSS2= (GAUSS2=6,0)#STDEVeXMEAN :
GAUSS=CM LX (GAUSS] + GAUSS2)
20 10 X{I)»=X{(1)+GAUSS
RETURN '
END ) :

!
1
!
i
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AIBROUTINE PLOTIP T4/74 0PT=] FTIN 4,2¢74355 1

SUBROUTINE PLOTLIP (XeMXyMSKIPXyMPoMSIZE +FRMyKPERIO)

c............n..il'.‘QQ..G..GCQ.C0."'0.#0#’..6."660'...6’5.0'.....0‘06

C*#GENERATES A LINE PRINTER PLOT

C.......Cl.....’...Q.QQQ’QG.D....Q..'...GQ".IQ.QI'CQ‘..’Q..’.CGGQQQOG.G

OO OOHOO

14

21

24
23

DIMENSION X(1)oXL(110)eW(6)
DATA BLANKsASTRIXeHORIVERT/1IH olH®yIH=91H]I/
DATA W(1)/10H(IX91ISe2Xe/

DATA W(3)/3HALly/

DATA W(4)/9H1XeEV2,6)/
PERIODIC PLOTY

X=ARRAY TO0 BE PLOTTYED
MX=STARTING ADDRESS
MSKIPX=DISTANCE BETWEEN POINTS
MP = NUMBER OF POINTS PLOTTED
MSIZE = WIDTH OF THE PLOT(LESS THAN 110)
FRM = WMS]IZE"

KPERIO = PERIOD

WRITE(6,1)

FORMAT (1H1)

IF(MSIZE4GT4110) MSIZE=110
IF(MSIZEL.GE4110)FRM=3H]110
W(2)=FRM

MMX=MX+MP=]

MA=MX

IF(MALLE.0) MA=MA+KPERIO
XMIN=X (MA)

AMAX=X (MA)

DO S JJ=MXsMMXeMSKIPX

J=JJ

IF(JLLE,0) J=J¢KPERIO

IF (JoGT  KPERIO) JU=U=-KPERIO
IF(X(J) ,OCTXMAX) XMAX=X(J)
TF(X(J) LT XMIN) XMIN=X(J)
CONTINUE

IF ({XMAX=XMIN) ¢LEos]1 E=7)XMIN=XMIN=],E~5
KS=1
'F(XMIN.GTOOOOOOROXMAXOLT.OQO, KS=2
DELX=(XMAX=XMIN) /FLOAT (MSIZE=1)
GO YO (748)4KS
NAXIS=1,0-XMIN/DELX

CONTINUE

D0 13 JA=ZMX¢MMX4MSKIPX

JX=JA

IF (UXoLFEe0) JUX2JXeKPERIO

1F (UXeGToKPERIO) JUX=yX=KPERIO
00 14 J=1eMSIZE

XL (J) =BL ANK

IF (KSeEQel) XL (NAXTS)=VERT
IXu),0¢ (X(JX)=XMIN) /DELX
!F(IXOGT.MSIZE, IX=MSIZE

IF (IXelTel) IX=z}

GO TO (21422)9KS
IF(IX.LENAXIS) GO TO0 23
NAXISP=NAXISe+]

00 24 1=NAXISPeIX

XL (1) =ASTRIX

IF (IXNF«NAXIS) GO T0 25

H-16
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SUBROUTINE PLOTIP 74774  0PV=] . FIN 4,2+74355 ]

XL(IX)=ASTRIX
GO Y0 26
60 25 NAXISM=NAXIS~])
D0 27 I=IX+NAXISM
27 XL(1)=ASTRIX
GO - T0 24
22 1F(XMIN,GT,0.) GO YO 30
65 D0 31 I=IX,MSIZE
’ 31 XL(I)=ASTRIX
! GO T0 26
30 DO 28 I=le1IX
28 XL(I)=ASTRIX
70 26 CONTINUE
WRITE(64WIYJAG (XL (1) o1=1eMSIZE) o X (JX)
13 CONTINUE
RETURN
END




UBROUTINE PNCODE T4/74 . OPT=1 FIN 4.2+7435S 1

SUBROUTINE PNCODE

Cl'ﬂﬂ'l..ll..QQ‘#..GQQQG!C”QCQ.GGGQG.IQ#Gl.’..i#’“h’“ﬂlﬁ'lﬁ.#ﬁGQ.QQG‘GQ

C*#GENERATION OF THE PSEUDO RANDOM SEQUENCE
CQQGDQGQOQGQQQQQGG!QGGGQGGGQQQQ'GQQGGQGGQQQQUQGQDGGGQOQG!#I#GGGQl######t
COMMON/PROPAR/NLOOK ¢ NSAMPP ¢ NFF T oNSCLKoNCINT
COMMON/XCODE/NSTAGE 4 INIT(10) sFEEDBK (10) »CODE (1024)
DIMENSION RGSTRI(19)
INTEGER FEEDBK+CODE ¢RGSTR
DO 10 I=1,NSTAGE
10 RGSTR(I)=INIT(I)
DO 1 I1CODE=1+NSAMPP,NSCLK
KBACK=0
DO 2 I=]1+NSTAGE
KBACK=KRACK<FEEDBK (I)®RGSTR (1)
2 CONTINUE
KBACKH=KBACK/2
a ICODEP=1CODE ¢+NSCLK=1 :
] DO 4 JCODE=1CODE.ICODEP {
CODE (JUCODE ) =RGSTR(NSTAGE) :
20 4 CONTINUE :
DO 3 J=2+NSTAGE ;
I=NSTAGE +2-J :
RGSTR(I)=RGSTR(I=1)
3 CONTINUE
25 RGSTR(1)=KBACK=2#KRBACKH
1 CONTINUE
RETURN
END

&% a

H-18
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deROUTINE QUANT T4/74  0PT=) FIN 4,2¢74355 1

) SUBROUTINE QUANT (X)

c“.ﬂﬂlﬂﬁGQG'QQQGi’#ﬂlﬁlﬂﬂhﬁﬂGG.CCQQEGGGQGGGGOG““QG.GG.‘!GQQGG'“G#&#GQ.Q

C##QUANTIZATION == A/D CONVERSION
C'QQGQl&QOll&o.bnnlbli!lﬁ#iﬂhﬁdibiiidﬁﬂnﬁiiiﬁiﬂQlﬁi#.ﬂﬁdﬂiﬂ“{“ﬂ#ﬁ#ﬁ&#ﬂGG
5 COMMON/ADPAR/DELT 9 QAD 9 VMAX :
COMMON/PROPAR/NLOOK yNSAMPR 4NFFT 4NSCLK ¢ NCINT
COMPLEX X (1)
D0 10 I=1sNLOOK
. X(IY=X(1)/VMAX
10 XA=REAL (X (1))
: X8=AIMAG(X(I))
AX=ABS (XA)
BX=ABS (xB)
TAX=AX/QAD
15 IBX=BX/QAD
: AY=QAD* (FLOAT (IAX) +0,5)
BY=QAD#® (FLOAT (IBX) ¢0,5)
XI=SIGN (AY¢XA)
. X0=SIGN (BY s XB)
20 X(I)=CMPLX(XI¢XQ)
10 CONTINUE
RETURN
END

adtanaCu i € oadiban i e ac dech
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SUBROUTINE RANDG 74774 oPT=1 FTN 4.,2+74355 |

SUBROUTINE RANDG (XeNsXMEANSTDEV)

(oI L LT T LT T Y Y R Y Y R Y R Y R ST Y AT TR 2T YL YT Y2
C*#GENERATES GAUSSIAN RANDOM NUMBERS
CeaN IS THE NUMBER OF NOISE SAMPLES
CoaX IS THE OUTPUT ARRAY
CoaXMEAN 1S THE MEAN OF THE NOISE SEQUENCE
CPaSYDEV IS THE STANDARD DEVIATION
C#a0UTPUT IS AN INDEPENDENT SEQUENCE
I L AL T T Y TR T TR R P Y R T R R A PR L T YT R T R LT T TR L 2y 2
10 DIMENSION X(1)eXU(12)
DO 10 I=14N
CALL RANDU(XUs12)
GAUSS=0,0
DO 11 J=1,y12
15 11  GAUSS=GAUSS+XU(J)

GAUSS=(GAUSS=6,0) #STDEV+XMEAN
10 X ({J)=GAUSS

RETURN

END

T




SUBROUTINE RANDU T4/74 . OPT=1 : FTN 4,2¢74355 ]

SUBROUTINE RANDU(X+N)
o L T T T T Y T Yy T T Y Ty Y e Y T Y T T Ty 2
C#*aGENERATES UNIFORMLY DISTRIBUTED
C#oRANDOM NUMRERS
Ce#aN IS THE NUMBER OF NOISE SAMRLES
CesX IS THE OUTPUT ARRAY
Co2#0UTRPUTY 1S AN INDEPENDENT SEQUENCE
P R Ly gy Y Y Y Yy Y LY T2 T
COMMON/RANDM/ARD 4RND] #RS
DIMENSION X (1)
D0 3 I=1sN
ARNSARD##2eRSH#2
K=ARN/1000000000,
ARD= (ARN~FLOAT(K)*®1000000000.)71000.
IF(ARD)2+¢1,42
1 ARD=1.0
2 RS=RS+1
RND=ARD%0,000001
3 XA{(I)=RND
RETURN
END
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!UBROUTINE R¥S T4/74  O0PT=] FIN 4,2474355 )

I SUBROUTINE RMS(XsNSTART)
CbuiﬂﬁﬁﬂﬁIﬂQGQﬁ#tﬂihﬁ#l#{Hﬂl-d'IH#CHIQ{HMNH#Qﬂi&ﬂﬂ##ﬂlﬁlﬁ#&iﬂ#&GQQGQQQ{HHHHHHHH
C*#COMPUTES THE RMS VALUE OF EACH SAMPLE OF
C#eTHE COMPLEX ARRAY X
S C##RESULT IN REAL PART OF ARRAY X
CQGDRﬁ{#ibi#iaﬂﬁ#b*ﬂ####iﬁﬂﬁuﬁiliﬁﬂﬁiﬂﬂﬂtﬁdl#GQ*}&##GQ&GGGQQQ##G##{ﬁ&ﬁi“t
COMPLEX X (1)
COMMON/PROPAR/NLOOK yNSAMPP ¢y NFFT oNSCLKsNCINT
NCOH=NFFT#NSAMPP
10 NFIN=NSTART+ (NCOHSNCINT) =1
DO 10 I=NSTARTSNFIN
SSQ=CABS (X (I1))
X(I)=CMPLX(S5Q+0,0)
' 10 CONTINUE
~4 15 RETURN
END

1-22 i :




e R

JJBROUTINE SIGNAL 74774  0PT=] FTN 4,2¢74355 1

SUBROUTINE SIGNAL (X)
c&u#n##inliﬁiﬂbi#Glﬂdﬂ“boﬁ&&idﬁQOQHHHHN’.ﬁiio###&!ﬁ(ﬂi#ﬂd#i&#dﬁ#ﬁiﬁco*##a#o
C##GENERATES SAMPLES OF SYNTHETIC VIDEO
C#2 INCLUDES TARGEY RETURNLCLUTTER AND NOISE
C*#CLUTTER INCLUDES IN RANGE CLUTTER
C##0UT OF RANGE DISTRIBUTED CLUTTER
C#eFIXED CLUTTERs ANTENNA SPILLOVER
CeaAND OTHER ISOLATED CLUTTER
Cﬂa&#é##.&ﬁ#l»ﬂ##hQDD*#Q&##D##G#####G#i#oﬂ&#&GQCQQGQC}{!#GGQ#G#QGé###kd&##

COMPLEX X (1) .

COMMON/SIMPAR/NMONTE ¢« INOPT (7)o IPRINT (10)

COMMON/PROPAR/NLOOK 4 NSAMPR ¢NFF T oNSCLK ¢ NCINT

COMMON/SIGPAR/FDOPNDELTA

COMMON/CLTPAR/SCRI +SCRD s SCRF ¢ SPIL 9 SIGMAF ¢ XM2 s NCDELA 9 XM20 9 SIGMAO
1S # ¢NCDELO+SCRO
~ DO 10 I=),NLOOK
10 X(I)=CMPLX(0.0+0,0)

IF (INOPT(1) EQ.1)CALL TARGET (X)
: IF (INOPT(2) «EQe1)CALL NOISE (X)
120 IF (INOPT(3) 4EQ.0)GO TO 11
CALL CLUTT(X9ySCRI¢#XM29SIGMAF ¢NDELTA)
11 IF(INOPT(4),.,EQ.0)G0 TO 12
DO 13 ICELL=14sNSAMPP4NSCLK
IRANG=(JTCELL=1) /NSCLK
5 DENOM=1,0+40,15#FLOAT (IRANG)
WETIGHT= (1 ,0/7DENOM) %3
SCRDR=SCRD#3,4/WEIGHT
CALL CLUTTY (X9SCRDRsXM2SIGMAF 4 ICELL)
13 CONTINUE
30 12 IF(INOPT(5) ,EQ.0)G0 10 14
CALL CLUTT(X9SCRF9=1.,040,0sNCDELA)
14 IF(INOPT(6),EQ.0)GO TO 1S
CALL CLUTT(X9sSCRO9XM204SIGMAONCDELO)
15 IF(INOPT(7).,EQ.0)G0 YO 16
35 CALL CLUTT(XsSPIL9=1.090,040)
16 CONTINUE
RETURN
END

i ke DA ne B,
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UBROUTINE SPCTRM T4/74  0PT=] FTIN 4,2¢74355 1

w

SUBROUTINE SPCTRM(XsNeNPLOT,IOPT)
c#‘o“.#ciﬁéﬁﬁlﬂﬁﬂ#ﬁ#Ql¢¢§69¢ﬂQ’#l6#%#&#Qll#ﬁlﬂiﬂﬁlﬂﬁﬂiﬁ#b.’b&ﬂiﬁQidﬂuﬂi
C24COMPUTES AND PLOTS THE SPECTRUM OF X
CoeX IS THE COMPLEX INPUT ARRAY
5 C#aN IS THE NUMBER OF SAMPLES IN X
C#eJOPT = 1 FOR MAGNITUDE PLOT ONLY
C##IOPT = 2 FOR PHASE PLOT ONLY
C*#]JO0PT = 3 FOR BOTH PLOTS
cb‘&&i&%lhi%ia&iﬁbb#ﬁ&#bbﬁiﬁﬁ&GOGQQ&&ﬁhGQQQG&#&}G*&&GGQGG&Q““#ﬁ#ﬁ##ﬁQﬁﬁl
10 COMPLEX X(1)sY(1024) ‘

DIMENSION PLOT(1024)
DATA FRM/3H100/
DO 10 I=1oN
10 Y(D)=X(1)
b 15 CALL DFT(YoeNy=14N)
PI1=3,141592654
PI2=P1/2.0
NP2=NPLOT/2
NP2P=NP2+1
20 NP2M=NP2=-1
IF(IOPT,EQ.2)G0 TO 15
DO 20 I=1sNP2P
20 PLOT(I+NP2M)=CABS(Y (1))
DO 21 I=1,4NP2M
25 . 21 PLOT(I)=CABS(Y(N+I=-NP2M))
CALL PLOTIP(PLOT+1414NPLOT9100+FRMyNPLOT)
IF(I0PT,EQ.1)RETURN
15 CONTINUE
DO 30 I=1.NP2P
30 YR=REAL (Y (I))
YI=AIMAG(Y (D))
IF (ABS(YR) oLTe140E~09)GO TO 31
PLOT (1eNP2M) =ATAN2(YI+YR)
GO TO0 3¢
35 31 PLOT(I+NP2M)=SIGN(PI2sYI)
30 CONTINUE
DO 40 I=14NP2M
YR=REAL (Y (N¢1<NP2M))
- YI=AIMAG(Y(N+1=-NP2M))
40 IF (ABS(YR) oLTo1.0E-09)GO TO 41
PLOT(I)=ATAN2 (Y1,YR)
: GO T0 49
; 41 PLOT(I)=SIGN(PI2,YI)
r 40 CONTINUE ‘
4s CALL PLOTIP(PLOT 9101 sNPLOT9100sFRMoNPLOT)
RE TURN
END
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UBROUTINE STARY T4/74  0PT=] FTIN 4,2¢74355 |

SUBROUTINE START
CGQQ#ibﬁ.'.ﬂlnﬂ““lG’“‘Iﬂ##"“.Q'Gl..."’ﬂﬂ“ﬁﬁ.’l..ﬂ.&ﬁl*..ﬂ.ﬁ#'GGGGQQ}#G
Co#INITIALIZATION SUBROUTINE
Ce#ALL THE PROGRAM INPUTS ARE READ IN NAMELIST
C*4ARDRND1+sRS ARE INITIALIZATION PARAMETERS FOR
CeeTHE NOISE GENERATORS
C#eNBIT IS THE WORD LENGTH OF A/D CONVERTER
CouFSAMP IS THE SAMPLING FREQUENCY
Co#NSCLK = 1 IN THIS SIMULATION
Ce#VMAX IS HALF THE DYNAMIC RANGE OF A/D CONVERTER
Co2SNRDB IS SIGNAL=TO=NOISE RATIO IN DB
C®eNSEC IS NO, OF SECOND ORDER SECTIONS IN THE
C##RECURSIVE NOTCH/LP FILTER
CosNFIRST IS | IF ORDER OF FILTER IS 0DD
C##0THERWISE NFIRST IS ZERO
C*sNTYPE TYPE OF EACH SECOND ORDER AND FIRST
Co#ORDER SECTION LOGICAL ARRAY
C*a,TRUE. FOR LP AND .FALSE. FOR HP FILTER
Ce#NOTE==ONLY BUTTERWORTH AND CHEBYSHEV FILTERS
Co#CAN BE IMPLEMENTED IN THIS SIMULATION
Co#FDOP IS THE DOPPLER FREQUENCY OF TARGETY
C»sNDELTA IS THE TARGET RANGE BIN NUMBER
C#aNSTAGE IS NO, OF STAGES IN THE PN SEQUENCE GENERATOR
C2#INIT IS THE INITIAL CONTENTS OF SHIFT REGISTER
C*#FEEDBK IS THE FEEDBACK CONNECTION FOR THE
Co#SHIFT REGISTER GENERATOR
C#sNFFT IS THE NUMBER OF COHERENT INTEGRATION SAMPLES
Co*uNCINT = 1 IN THIS SIMULATION
Co*#NMONTE IS NOT USED IN THIS SIMULATION
C#2INOPT IS THE INPUT OPTION ARRAY
C2##INOPT(1)=1 = TARGET IS PRESENT
Ca#INOPT(2)=1 = NOISE IS PRESENT
Co**INOPT (3)=1 = IN RANGE CLUTTER PRESENT
C#8INOPT(4)=1 =DISTRIBUTED CLUTTER IS PRESENT
CaaINOPT(S)=1 = FIXED CLUTTER IS PRESENT
C#aINORT(6)=1 = OTHER CLUTTER IS PRESENT
CosINOPT (7)=1 =ANTENNA SPILLOVER IS PRESENT
C##IPRINT IS NOT USED IN THIS SIMULATION
CawnnnGCR STANDS FOR SIGNAL TO CLUTTER RATIOWwe
C##SCRDBI IS SCR FOR IN RANGE CLUTTER IN DR
C##SCRDSD IS SCR FOR DISTRIBUTED CLUTTER IN OB
C##SCRDBF 1S SCR FOR FIXED CLUYTER IN DB
C*#SCRDBO IS SCR FOR OTHER CLUTTER IN DB
C2#SPILDB IS ANTENNA SPILLOVER IN DB
Co#NCDELA IS RANGE BIN OF FIXED CLUTTVER
C##SIGMAF IS THE CLUTTER SPREAD FOR IN RANGE
C##AND DISTRIBUTED CLUTTERS
Co#XM2 IS THE CLUTTER DC T0 AC ROWER RATIO FOR
C##IN RANGE AND DISTRIBUTED CLUTTER
CoeNCDELO IS RANGE BIN OF O0THER CLUYVTVER
C*#STGMAO IS SPREAD OF OTHER CLUTTER
CoeXM20 IS DC TO AC POWER RATIO OF OTHER CLUTTER
CQQQD.QQIGQQQQQQQQ'O'QI.QQ#GGQQQ“Q'iQ.l.GQ.“.....Q..G.OQCQ..QQ.Q.QGGQQQ.

COMMON/ADPAR/DELT 9 QAD + VMAX

COMMON/RANDM/ARD o RND1 sRS

COMMON/XNOISE/XMEAN+STDEV

COMMON/FLTT/NSECoNFIRSToNTYPE (10) sCSEC(2+10) sCFIRST4CONST

H=-25




SUBROUTINE STARTY 76774 - OPT=) FIN 4,2474355 1
COMMON/XCODE /NSTAGE » INIT (10) yFEEDBK (10 yCODE (1024)
COMMON/PROPAR/NLOOK s NSAMPP s NFF T o NSCLK sNC INT

so{ COMMON/S IGPAR/FDOP +NDEL TA

COMMON/S IMPAR/NMONTE » INOPT (7) s IPRINT (10)
COMMON/CL TPAR/SCRI « SCRD ¢ SCRF s SPIL 9 SIGMAF » XM2 sNCOELA s XM20 4 STGMAD
& yNCDELOsSCRO
- INTEGER FEEDBK »CODE
65 LOGICAL NTYPE
: NAMELIST/RNDGEN/ARD ,RND] o RS
NAMEL IST/AD/NBIT o FSAMP o NSCLK s VMAX
] NAMEL 1ST/NOTS/SNRDR
NAMELIST/FLT/NSECyNF IRST yNTYPE s CSECoCF IRST s CONST

10 NAMEL 1ST/SIG/FDOP 4NDELTA

b NAMEL1ST/PNC/NSTAGE , INIT,EEEDBK

i NAMEL 1ST/PRO/NFFT oNCINT

NAMEL 1ST/SIM/NMONTE » INOPT s IPRINT

NAMELIST/CLT/SCROBI »SCRORD » SCROBF ¢ SCROBO ¢ SPILDR s NCDEL A9 SIGMAF o
75 » XM2sNCDELO »SIGMAG ¢ XM20

NAMELIST/ZPRINT/NBIT oF SAMP sNSCLK s VMAX o SNRDB +FDOP yNDELTA ¢ NSTAGE »

I INIT+FEEDBKoNFFToNCINT NMONTE » INOPT o IPRINT 9 SCRDBI » SCRDBD

2 SCROBF ,SCRDBO s SPILDBsNCDELA ¢ SIGMAF o XM2 4NCDEL O » STGMAO 9 XM20

3,NSEC9NFIR51QNTYPEQCSECQCFIRSTOCONSToARDQRNDIORS

80 READ (S4AD)

' READ (5 y RNDGEN)
READ (SsNO1S)
READ (5,FLT)
READ (55516)
85 READ (5 +PNC)
‘ READ (5,PRO)
READ (5 S1IM)
READ (S+CLT)
WRITE (6 4PRINT)
90 DELT=1.0/FSAMP ;
QAD=1,0/ (2% (NBIT=1)) ;
SCRI=10%% (0,1%SCRDB]) P
SCRD=10%% (0, 1%SCRDBD)
SCRF=10#% (0,1 *SCRDBF)
95 SCRO=10%% (0,1 *SCRDRO)
SPIL=102#(0,1%SPILDB)
SNR=10%% (0,1 *SNRDS)
VAR=1,0/SNR
- STDEV=SQRT (VAR/2.0)
00 XMEAN=0, 0
LENGTH= (29 *NSTAGE ) ~1
NSAMPP=LENGTHSNSCLK
NCYCLE=NFFTANCINT+5
NLOOK=NCYCLE *NSAMPP
05 CALL PNCODE
DO 10 I=1+NSAMPP
10 CODE (1)=2%CODE (I)-1
RETURN
END
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JUBROUT!NE TARGET T4/74  OPT=1 FTN 4.2+74355

| SUBROUTINE TARGET (X)
CGQleﬁﬁll.QQQQDQQQ‘GO»GQGQ#iQG'G.'#QOQQOQQG!QO..QQQGGQQGQQQQQGGQQQOQQGJ
C#»ADDS SAMPLES OF TARGEY RETURN TO0 INPUT ARRAY

' C#aX IS THE COMPLEX INPUT/OUTPUT ARRAY

C*#TARGET IS ASSUMED T0 BE NON FLUCTUATING

C*eTARGET RETURN POWER IS UNITY

c’.'“"“."..ﬁ““QQQQG.'0“ﬂ'“’“’.”50“.“Q.'..“’.Q'...‘Q.....'Q..’..’.Q..'J
COMMON/ADPAR/DELT 9»QAD s VMAX
COMMON/PROPAR/NLOOK ¢ NSAMPR ¢NFF T ¢NSCLKoNCINT
COMMON/XCODE/NSTAGE o INIT(10) oFEEDBK (10) +CODE (1024)
COMMON/SIGPAR/FDOP+NDELTA
COMPLEX X (1)
DIMENSION XR (&)
INTEGER CODE
TPI<6,283185307
CALL RANDU(XR+4)
PSI=XR(2)#TPI
OMDOP=FDOP2TP]
TIME=000
NCYCLE=NLOOK/NSAMPP
00 10 IC=1+NCYCLE
DO 11 ID=]1+sNSAMPP
J=(IC=1)#NSAMPP+1ID
1CODE=1D-NDELTA
IF(1CODEJLEL0) ICODE=ICODE+NSAMPP
ARG=TIME#OMDOP+PS]
XI=FLOAT(CODE(ICODE))#COS (ARG)
XQ=FLOAT (CODE (ICODE) ) *SIN(ARG)
X(J)=X(J)+CMPLX (X]I+XQ)

11 TIME=TIME+DELT
10 CONTINUE

RETURN
END




abBROUTlNE TAYWG 74774  0PT=1 FTIN 4.,2+474355 1

SUBROUTINE TAYWG (XeNLOOK)
L T Y Y Y R Y Yy Y Y Y Y Y Y Y T Y Ty YT S Y Y XY YR Y ARy YR
C*# IMPLEMENTS TAYLOR WEIGHTING FOR ANALOG PROCESSOR
CeaX IN THE COMPLEX INPUT/O0UTPUT ARRAY
S CoaNLOOK IS NUMBER OF SAMPLES IN X
Pl L L R Y YT YR TR Y YL TP T Y YR TR R T Y Y R YR 2 AT Y Y Y Y Yy Y
COMPLEX X (1)
DIMENSION F (9)
DATA F/,4627199¢126816E~19.302744F-2+=0178566E~2+4884107E=3,
10 #=e382432E-30012144TE=39=,4917574E~54~,249574E~4/
N=13500
N2=N/2
DELANG=6.283185307/N
DO 10 K=1sNLOOK
1S WEIGHT=1,0
DO 20 M=1,9
INC=M# (k=1=N2)
ANG=DELANG*INC
20 WEIGHT=WEIGHT+F (M) #COS (ANG)#2,0
20 10 X(K)=X{(K)®WEIGHT
RETURN
ENO

I H-28
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g .lJBROUTlNE WE IGHT 74774  O0PT=) ) FIN 4,2+74355 )

]
i

t

10

1S

SUBROUTINE WE IGHT (XsN)

CQlQ#‘..Q.IGQQ*.&OQ’G“&Q&QCQGG.GQQQ.GOi#iﬁ."'...’“l..l'...QGG.QQQ..‘G“G

C#e#HAMMING WEIGHTING PRIOR YO0 FFEY PROCESSING

P T T L Y T Y Y Y T Y YT T R PR Y YR Y Yy T Y P YT LYYy
DIMENSION X (1)
COMPLEX X
NZ=N/2
P1=3,141592654
DELANG=PI/FLOAT (N)
ANGs-P]
DO 10 I=1sN
ANG=ANG+DELANG
WIND=0,54+40,46%#C0S (ANG)
X(I)=X(I)HWIND

10 CONTINUE

RETURN
END




