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INTRODUCTION

In November 1976, the FAA Associate Administrator for Air
Traffic and Airway Facilities requested assistance from the
Asgociate Administrator for Engineering and Development in
certain analytical activities relating to air traffic
separation.(l) In part, that request asked for an examination
of the soundness of the current standards for the horizontal
separation of aircraft in the continental U.S. The request
also called for an enhancement of analytical methods for the
operational evaluation of future standards.

The response to that request is a program within the FAA's
Office of Systems Engineering Management (AEM-100) to study
VOR-defined air route separation. This study's initial goal is
to develop an understanding of the relationship of safe route
spacing to system performance on the high altitude CONUS en
route airways. The system consists of both the airborne and
ground elements of navigation and air traffic control. After
the safety/performance relationship 1is better understood,
improved specifications of navigation and control system
performance needed to support specific route spacings can be
developed.

The FAA's VOR-defined air route separation program is based on a
data collection followed by modelling and analytical
activities. The precursor to the data collection was a mini
data collection in 1975 done by MITRE with support from ANA-~220
at  NAFEC.(2) From this experience, MITRE wrote the
specifications for the main data collection.(2,3 The main
data collection was planned and conducted by NAFEC (ANA-220)
from September 1977 to April 1978.(4) At ‘the present time,
NAFEC is reducing the data and compiling the data base.

Concurrent with the data collection, there are several analyses
being performed which address the relationship of navigation and
ATC system performance to safety of operations on the VOR route

system. These analyses address the potential for collision
between aircraft assigned to different routes under various
conditions. NAFEC's analysis addresses the potential for

collision between aircraft assigned to parallel routes under the
assumption that there is no radar being used to separate the
aircraft.(5) There is also an effort at Princeton University
to address the potential for <collision of aircraft on
intersecting routes where no radar coverage is available.(6)

1-1




The first volume of this report describes MITRE's Conflict
Monitoring Analysis., This analysis addresses the potential for
collision and the controller intervention rate for aircraft
assigned to same direction parallel routes when the controller
monitors aircraft movements with radar surveillance. The
appendices in this volume present the details of the analysis
performed to estimate the probability of horizontal overlap and
controller intervention rate.

Appendix A describes the conflict region boundary. This
houndary demarcates those pairs of aircraft which are projected
to be in conflict from those pairs of aircraft which are not
projected to be in conflict, Appendix B describes the
estimation of the probability of horizontal overlap given that
the aircraft pair is on the conflict region boundary. In order
tn make this estimate, one needs to be able to find the
probability of being observed within the conflict region when
there are uncertainties in the position and velocity estimates
from the tracker. The estimation of this probability is given
in Appendix C. It is also necessary to be ab’e to numerically
convolve probability distributions in this analysis. The Fast
Fourier Transform is used to do this. This procedure is
described in Appendix D. As part of the probability of
horizontal overlap estimation one needs to estimate the
probability of alongtrack separation. This estimate is
developed in Appendix E.

In all of the analyses mentioned ahove one needs the probability
that an aircraft pair has a particular crosstrack separation and
crosstrack closing speed. Since the data is taken on single
aircraft, a procedure is required to convert the single aircraft
data into aircraft pair data. This procedure is described in
Appendix F.

The controller intervention rate due to conflict alerts was
estimated by simulation. The simulation 1is described in
Appendix G. The NAS Conflict Alert function which was emulated
in the simulation is described in Appendix H.

A list of all the variables and symbols used in both this volume
and Volume I can be found in the glossary in Appendix 1. The
references for this volume are found in Appendix J.
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APPENDIX A

THE CONFLICT REGION BOUNDARY

This appendix will develop the concept of the conflict region
boundary. As indicated in Section 3 of Volume I, the conflict
region boundary in the analysis is a straight line on the
crosstrack separation, crosstrack closing speed plane. The
equation for this line and the assumptions that were made in
constructing the line will be developed in this appendix.

The situation is the following: A pair of aircraft are flying
the same direction on two parallel routes., They are assumed to
have the same forward speed but each aircraft can have different
alongtrack and crosstrack component speeds. The aircraft are
positioned on their respective routes as shown in PFigure A-1.
The aircraft are projected ahead along straight line paths for a
time TL., 1If within that time they are separated by less than a
distance D, then the aircraft pair is said to be in potential
conflict,

The sign conventions for the deviations and velocities are as
follows: Crosstrack deviations and crosstrack velocities for
the individual aircraft are measured with respect to the route
centerlines of the respective routes and are positive in the
direction toward the other route. 1In Figure A-1, Y;j and Vyj
are the crosstrack deviation and velocity, respectively, for an
aircraft on route i. The crosstrack separation between a pair
of aircraft is denoted as y and is positive when the sum of the
crosstrack deviations is 1less than the spacing between the
routes. Alongtrack displacement between the aircraft, x, is
measured with respect to the aircraft on route 1. The
alongtrack displacement x, is positive when the aircraft on
route 2 is ahead of the aircraft on route 1, With these
conventions, the distance between the aircraft (d) as a function
of time (t) (assuming rectilinear motion) is

2 2
d =\/{x + (sz - vxl) c} +{y - (VyZ + Vyl) t} (A-1)

If we let

x = V.2 =V, (alongtrack closing speed)

y = Vyz + Vyl (crosstrack closing speed)

A-1
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and solve (A-1) for y then

. 2 LJ .
y = yt 1\/; - x2 - cz x2 - 2txx (A-2)

The objective in this analysis is to arrive at a relationship
between the crosstrack separation of an aircraft pair and the
conditions under which a potential conflict would exist. Thus,
one would want to know when the aircraft pair first enters into
potential conflict., This can be determined by letting d equal
f the threshold distance for a potential conflict, D, and t equal
; the 1look-ghead time, TL, Hence, one finds the crosstrack
t' separation, y, at which the threshold separation, D, will be
achieved at time TL in the future.

1 It is assumed at this point that prior to entering into
f potential conflict the aircraft are oriented with respect to
1 each other in the same way that their respective routes are
: oriented and they are closing in the crosstrack direction. In
other words, with reference to the sign convention used in
Figure A-1, the crosstrack separation and the crosstrack closing
speed are both positive prior to entering into potential
conflict., With this assumption, the plus sign in front of the
radical in equation A-2 is chosen.

Making the substitutions into equation A-2 we can define the
conflict region boundary as:

y=% 1 +Vp? - x% - 1% £ - 211 x & : (a-3)

Given TL, D, x, and X one could plot the conflict region
boundary on the ¥, y plane. However, X in general can take on
many values for a given value of y. 1In fact, if the maximum
crosstrack speed of an aircraft is vymax’ then the range of
alongtrack closing speeds (%) for a given crosstrack closing
speed (¥) is

— - . i
\/VZ'vz \/V2 (V ) <\ v* 2 22
max - Y <x<y Vo=V -y - -
ymax ymax (ymax Y) \ Vymax

(A-4)
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where V is the forward speed of the two aircraft. It should be
remembered that the x dimension is measured with respect to the
position of the aircraft on route 1,

If it is assumed that the distributions of crosstrack speed for
single aircraft on the two routes are the same and the aircraft
all have equal speed, then the expected alongtrack closing speed
(B(%X)) over all values of y will be zero. To get a first order
look at the conflict boundary we substitute %=0 into (A-3) to
arrive at

y=3yTL +\/Dz - % (A=5)

& The conflict region based on (A-5) is shown in Figure A-2.
; Recall that the line in Figure A-2 defines the point at which
the threshold separation, D, is projected to be violated at a
time TL in the future. Since the aircraft pair is closer
together for smaller values of y, the region to the left of the
line in Figure A-2 represents combinations of y and § where the
threshold separation 1is violated prior to time TL. Note also
that the y-intercept of this curve is ‘/Dz - xi, which
depends on the initial alongtrack separation x. At the point
y=0 the horizontal separation will be /D2 - x2, 1In other
words, if the aircraft were not closing on each ;;;hg;: S:F'=0,i=())
but their horizontal separation were less thenD2 - xZ then
the aircraft pair would be in potential conflict. The maximum
value for § is 2 Vypey since each aircraft could be flying
away from its route centerline with no more than the maximum
crosstrack speed Vyp,y.

When proximity is discussed in the Conflict Monitoring Analysis,
its meaning is based on the allowable range of x values. One
thing which should be noted about equation (A-5) is that there
is a limited range for x. If |x|>D, then the square root in
equation (A-5) gives an imaginary number. This means that if
x=0 and the aircraft are separated alongtrack by more than D
then there can be no potential comflict., 1In other words, if the
aircraft are not closing in the alongtrack direction (%=0), then
no matter how close they are in the crosstrack direction they
will always be aseparated by more than the distance D. Aircraft
which are spaced alongtrack greater than a distrance D are not
proximate because they cannot be in potential conflict and hence
the analysis indicates that they cannot collide.

A-b4
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The expression for the conflict region boundary given in
equation (A-5) and illustrated in Figure A-2 was used in the
Conflict Monitoring Analysis. Recall that it was derived from
equation (A-3) by replacing X by its expected value. Equation
(A-5) was wused because it is simpler than (A-3) (being a
straight line) and it is a reasonable approximation to the
conflict region boundaries with x¥0.

To see how good an approximation equation (A-5) is we shall go
back and investigate equation (A-3). From equation (A-3) it is
spparent that for a given value of §, the value of y will be a
minimum when

z=0% - (x + TL )2 (a-6)

is a minimum greater than or equal to zero. The value of y will
be a maximus when 2z is a maximum. However, it is necessary from
(A~4) that

il< i<'i2 (a-7)
wvhere
: 2 2 \/ 2 3
X, = Ve - vy - Vo - (y - <
! ymax. - 4 vymax)
and

. 2 . 2 \/ 2 2
X. = \/V - -V - Ve -
2 (y mx) vy'max.

1f we let M = x + TL X, then equation (A-6) is a parabola as
shown in Figure A-3. The value of M must be between the values
of M; and M3 to satisfy equation (A-2). [If either My or
ﬂz ie outside the range -DE M D then the minimum 3 is zero.
If both My and M; are inqide the range -DS MED then z is
the wninimm of D2 - ¥ a pZ - H%. e maxinum =z
is the maximm of D2 - N¢' and D2 - H?‘ if M} and
Mz are both on the same side of the origin. “If M; and Mg
are on opposites sides of the origin the maximum z is D2,
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From the above considerations the conflict region boundaries for
the range of possible x values given in equation (A-7) can be
drawn for various values of alongtrack separation (x). Figures
A-4 through A-6 show a set of conflict region boundary envelopes
for x = 0.0 nmi, x = #3.0 nmi, and x = +5.0 nmi. If a truly
conservative risk estimate were to be made, then the left-most
conflict region boundary should be used. This boundary would
allow the aircraft pair to be closer together before the
regsolution maneuver is executed and thus increase the risk of
collision,

To get an appreciation of the quality of the use of x = 0 in
equation (A-3) it is instructive to look at the distributions of
early and late detections which would result from the use of the
X = 0 conflict region boundary. Such distributions were
constructed for a number of values of the crosstrack closing
speed (y) for several values of x. A set of these distributions
are shown in Figures A-7, A-8, and A-9. Each distribution is
scaled relative to the frequency with which the particular value
of y is expected to be observed.

Figure A-7 shows that when x = 0, the aircraft are nearly always
detected early using the x = 0 conflict region boundary.
However, the maximum time difference is only a few seconds. 1In
Figure A-8, when x = +3 nmi, the aircraft pairs could be
detected early or late. At the lesser values of y the
distribution is more or less symmetrical, while for greater
values of y the distribution is skewed toward a later (more
conservative) detection. When x = +5nmi (see Figure A-9), one
always detects late by wusing the x = 0 conflict region
boundary. The spike at y = 10 kts indicates that 20X of the
aircraft pairs will be detected more than 200 seconds late.
Thus, from the consideration of the early/late detection
distributions it appears that the use of the x = 0 conflict
region boundary is prudent if not some what conservative.

Another consequence of not letting x = 0 is that x would no
longer be required to be within the range -D=<x sD to define a
conflict region boundary. If x # 0 and |x| is chosen greater
than D, there will be a range of conflict region boundaries as
dep ted in Figure A-10. This figure represents the envelope of
conflict region boundaries for |x| = 6.5 nmi. For |x| greater
than this the aircraft would be too far apart to be in conflict
even when % # 0.
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One assumption wade in this analysis should be highlighted. For
this analysis the forward speeds of both aircraft were assumed
to be the same. For the high altitude CONUS airspace with many
aircraft with the same performance capabilities flying at the
same altitude this assumption should be a reasonable. However,
there are some slower aircraft in the high altitude airspace.
If one wanted to account for these speed differences, the entire
analysis could conceivably be done on a pair-by-pair basis with
the results properly weighted. For expediency, the different
speed case was not considered in this analysis but will be
addressed in the future.
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APPENDLX B

COMPUTATION OF THE PROBABILITY OF HORLZONTAL OVERLAP

INTRODUCTION

B2.

In order for a pair ot aircratt to collide, the pair must first
penetrate the conflict region boundary described in Appendix A.
Therefore, the probability of horizontal overlap can be
calculated as the product of the probability that the aircraft
pair is on the conflict region boundary and the conditional
probability that the pair has a delay time and an avoidance
maneuver turn rate which would result 1n horizontal overlap
given that the pair is on the conflict region boundary.

First, this appendix will iscuss the distributions of the time
delay and the turn rate which were wused tfor this analysis.
Second, the appendix wili describe using these distributions to
calculate the conditional probability that an aircraft pair has
a delay time and a turn rate which would result in horizontal
overlap given that the pair is on the conflict region boundary.
Finally this appendix will iliustrate the <alculation of the
probability that an aircratt pair s an ‘he conflict region
boundary. This then provides all the informat: n necessary to
estimate the probability of harizontal overlap.

DELAY TIME

The delay time in the modei 15 defined to he that time when both
aircraft are in the conflict region and are tlying straight.
This includes the time between the actua' penetration of the
conflict region boundary and the detection of the potential
conflict. The delay time will alsm include the time taken for
the controller to recognize the conflict, to decide, and to
communicate instructions to the pilot. and for the pilot to
start to take action on the instructions. The total delay time
will be the sum of the above listed delays. We will first
examine the delay due to the detection process and then address
the remainder of the delay.

B2.1 Delay Due to Detection

Consider a pair o. aircraft transgressing the conflict region
boundary as shown in Figure B-1. At radar update 1 the pair is
just outside the conflict region boundary. At update 2 the pair
is just inside the boundary. At subsequent updates the pair is
further inside the conflict region. As shown in the figure, it

»

|

e A e D e e A e 1 4 .A_m.vdn.—..:;.:J

5



S —

CROSSTRACK CLOSING SPEED

CROSSTRACK SEPARATION

FIGURE B-1
PROGRESSION OF A PAIR OF AIRCRAFT
ACROSS THE CONFLICT REGION BOUNDARY
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is assumed that the crosstrack closing speed is constant., This
assumption is based on the prior assumption that the velocities
of the individual aircraft remain constant after the pair
crosses the conflict region boundary. As discussed in Appendix
A the conflict region boundary is defined under the assumption
that %x=0. 1In terms of Figure B-l this assumption means that on
the average the conflict region boundary is the same for each
radar update. Even though the expected value of X is zero, %
can have values in the range given in equation (A-4). For most
of the values of % in this range the change in the value of x
over a update interval of time will be insignificant. The cases
of larger changes of x over an update interval will be very
infrequent. For a given value of x (alongtrack separation) and
¥ (crosstrack closing speed) we want to construct a probability
density function of the time interval between the time the
aircraft pair enters into the conflict region and the time it is
detected as being in potential conflict.

The detection process is based on a set of surveillance returns
which have been processed through an alpha-beta tracker. The
position and velocity estimates from the tracker are assumed to
have normally distributed correlated errors with zero bias.
Referring to Figure B-2, one can visualize the detection
process. The aircraft pair crosses into the conflict region
with a given crosstrack closing speed (§) and is a distance F
inside the conflict region boundary when the initial radar
obgervation is made. After the next revolution of the radar
antenna (after dt hours), the aircraft pair has a crosstrack
separation of Yz’p. The crosstrack separation lost between
Y].,F’ and YZ,F is G’idt.

At each crosstrack separation Yi,F’ there is a probability
PNDi,p, that the estimates of the crosstrack separation and
closing speed will indicate that the aircraft pair is still
outside the conflict region. The computation of this
probability is discussed in Appendix C.

Since each radar update is assumed to give an independent
measurement of the aircraft positions, the probability of not
being detected in the conflict region during the first i
updates is given as

i,F L
mo—" = [] e, . (B-1)
k=l ’

B-3




CONFLICT REGION

BOUNDARY
CONFLICT |'NO CONFLICT
—————
CLASS INTERVAL CLASS INTERVAL CLASS INTERVAL
3 2 1
G 3 G
F
1
Y3,F Ya.F e Yo

G = CROSSTRACK SEPARATION LOST DURING ONE RADAR UPDATE INTERVAL
(CLASS INTERVAL)

F = CROSSTRACK DISTANCE INSIDE CONFLICT REGION AT INITIAL RADAR
OBSERVATION

Y°= CROSSTRACK SEPARATION AT THE CONFLICT REGIOM BOUNDARY

Y = Yo- F - (i-1)G CROSSTRACK SEPARATION AT RADAR UPDATE i AFTER

i.F CROSSING INTO CONFLICT REGION

FIGURE B-2
CROSSTRACK SEPARATIONS DURING THE DETECTION PROCESS
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The probability of first detecting an aircraft pair in the
conflict region in the class interval i (see Figure B~2) is

PFD; ¢ = PND I~L,F (1-pND; p) (B-7)

It should be remembered that the initial observation of aircraft
pair was made when the aircraft pair was inside the conflict
region by a crosstrack separation distance F, The distance F is
a random variable with a probability density function q(F).
Since the time of entering the conflict region is in no way
related to the timing of the radar scans, it is reasonable to
assume the F ig uniformly distributed between 0 and G. Thus

(B-3)

1A

)
1A
7]

q(F)=1/G 0

Therefore, the probabilty of first detection in class interval i
is

G
1
PFD, = E/ PFDi’F dF (B-4)
]

In the actual computation a set of N equally spaced initial
positions were selected. Thus

n
1
PFD; = {6 ;g; PFDy (5-1yo/N (B-5)

The quantity computed in (B-5) is the probability that an
aircraft pair with crosstrack closing speed y will be first
detected in class interval i, The class interval width is G
(see Figure B-2) is the crosstrack separation lost during one
: radar update.

B2.2 Delay Due to the Controller, the Communication Link, and the
Pilot

After the aircraft pair is detected as being within the conflict
{ region there will be an additional delay while the controller
decides what to do and the resolution commands are transmitted
to the pilot. The pilot then has to decide what to do and start
* to turn his aircraft,




The various components of this delay are very difficult to model
because of the human element. However, there is data available
from a simulation done in Great Britain on controller response
to threshold ttansgression.”) The histogram of delay times
} with a computer-assisted system is shown in Figure B-3. These

delay times were measured from the time of presentation to the
controller to the time the controller communicates with the
pilot.

Even though the controllers in the simulation had a workload in
addition to their monitoring role, one must still remember that
the controllers knew that they were in a simulated environment.
For this reason the histogram data in Figure B-3 were fit to a
Gamma function to give the delay distribution a long tail, The
Gamma function fit is also shown in Figure B-3.

The collision risk will be sensitive to the delay time. This
means that the conservativeness of the analysis could be
dictated by the chosen delay function. The particular delay
function which was fit to the histogram data has a long tail
which was truncated at 600 seconds for computational reasons.
This length of time is approximately one-half the flying time
through a sector. With this length of delay omne could argue
that possible failure of the controller to notice the potential
conflict or short term communication breakdowns or other outages
are essentially accounted for.

B2.3 Total Delay

The delay due to the detection process is independent of the
delay due to the controller/communication/pilot reactions.
Therefore, the total delay is the sum of two independent random
variables. The probability density function of the sum of two
independent random variables 1is the convolution of their
probability densities. The technique used to convolve the
probability density functions is the Fast Finite Fourier
Transform. The Fast Finite PFourier Transform technique is
discussed in detail in Appendix D,

B3. TURN RATE

In the Conflict Monitoring Analysis the turn rate is specified
as a range of bank angles since it is the bank angle that the
pilot controls when he makes a turn.

We will assume that the bank angle chosen by the pilot to make
his turn back to his assigned route centerline will be in the
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range of 10 degreea to 30 degrees. The minimum bank angle of 10
degrees means that the pilot will make a definite resolution
maneuver. The maximum bank angle of 130 degrees was chosen
because it is the angle which usually demonstrates the threshold
of passenger discomfort due to g forces. It is also assumed
that the choice of each bank angle within this range is equally
likely. The probability density function of the bank angle is
shown in Figure B-4.

The distribution of bank angles must be related to a
distribution of turn rates in order to find the relationship
between the turn and the time and distance required for the
maneuver. If the pilot makes a coordinated turn then

w = g (tank)/v (B-6)

where w is the turn rate, g is the gravitational coastant, V is
the forward velocity of the aircraft, and « is the bank angle.

If the pdf of « is uniform as shown in Figure B-4, then the pdf
of wj{w), can be shown to be

; v
jd = f ;%:anKLSwﬁé-MnKU
(B-7)

(KU -KL}g(l + Xg‘i’

The pdf j(w) that corresponds to the bank angle pdf in Figure
B-4 is shown in Figure B-5.

B4. HORIZONTAL OVERLAP REGION

Up to this point we have developed the probability density
function of the total delay after an aircraft pair penetrates
the conflict region and the probability density function of the
turn rate used by an aircraft to return toward its route center
line. The problem now reduces to finding the probability that
the aircraft pair will come into horizontal overlap given that
1) the pair passes into the conflict region, 2) there is a
delay, and 3) there is a turn back toward the route centerline
by one of the aircraft.

After the aircraft pair passes into the conflict region, the
aircraft are assumed to continue flying in a straight line for a
delay time ty, Then one aircraft will make a horizontal turn
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with a turn rate .,. At some point after the pair enters the
conflict region, either a minimum separation between the
aircraft will he achieved after which the aircraft will
separate, or the aircraft will collide. With a delay and then a
turn there are four ways in which minimum separation can occur,
First, the minimum separation can occur at that time when the
valocities of the two aircraft become parallel. A second way is
for the aircraft to reach their minimum separation before one of
the aircraft starts to turn. A third way would be for the
minimm separation to occur during the turn and before the
velocities become parallel. The fourth case is where the
absolute minimm separation occurs after the velocities bhecome
parailel. Only the firat three cases are of interest because
the fourth case implies that the paths of the two aircraft cross
without a colligion and then one of the aircraft turns back into
the path of the other aircraft.

To analyze the first three cases we will start the aircraft pair
in the condition of horizontal overlap. The aircraft will then
be "flown backwards in time". One aircraft will execute a turn
at a turn ratew while the other flies straight. The turning
aircraft will then come out of its turn and fly a straight
path. Both aircraft fly (backwards) along their respective
straight paths until they reach positions which will place them
on the boundary of the conflict region. By doing the analysis
this way one can identify those combinations of turn rate and
delay time which would place an aircraft pair ,in horizontal
overlap given that the pair started from a position on the
conflict region boundary.

To find these combinations of delay times and turn rates we
consider the scenario shown in Figure B-h, Aircraft 1 is on the
conflict region boundary at position XlO, Y1y with velocity
Vx1,  Vyy while aircraft 2 is at position Xy ~¥yq9 with
velocity Vo, Vy2.

The velocities are such that

v \/& 2 v 2 \/V 2 + Vv 2 (B-8)
x1 M yl x2 y2
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The trajectory of aircraft 2 which flies the straight course is:

X,(t) = X0 vV ot

x2

(B~-9)

Y =

The trajectory of aircraft 1 which flies the straight course for
a time ty then a curved course for a time t, is:

- - v
X ty e Xm*Vxlrd+a(ms;5~m<(g+ur';)

Vs ) ay s Vot + % (s1n(g v wi) - <t ¢) (B-10)
where as in Figure B-6

£ = the initial heading of aircraft 1,

v = the initial heading of aircraft 2
such that

vxl =V Bing

Vye2 = V sinv

Vy1 = V cosg
Vyz =V cosv.

The time that aircraft 1 is in the turn, t., is given by

e =p 228 ocre (B-11)

where P is a factor which delineates the three cases discussed
above. 1If P=0 then there is no turn and the minimum separation
will be when both aircraft are flying straight. If P=1 then
aircraft 1 will have made its turn to come parallel to aircraft




2 at the point of minimum separation, [f 02 P <1 then the
separation at time t will be during the turn of aircraft |1
before the velocities of the two aircraft become parallel,

There are two conditions that are imposed on this scenario:

1. The aircraft pair starts on the conflict region
boundary

2. The aircraft pair ends up in a horizontal overlap
situation,

The first condition is specified by the expression

Yo ¥p = (Vyy-Vy)TL + VBZ-&pg - Xyg)? (B-12)

where TL is the 1look-ahead time and D is the threshold
separation which is tested for in the conflict alert function.
The second condition is that the aircraft pair end up in
horizontal overlap. If we assume that the aircraft are
represented as right cylinders with radius R, this means that
the aircraft will be in overlap if their ceanters are separated
by less than a distance 2R. Therefore, if

2 2
{XZ(C)‘xl(t)} + {Yz(t) - Y]_(t)} © (2R)2 (B-13)

then the aircraft will be in a conditon of horizontal overlap at
time t.

Substituting (B8-9) and (B-10) into ({B-13) and using (B-8),
(B~11), and (B~12) we can rearrange terms to arrive at

td2(12 + K2) + tg (2Ix + 2TJH + 2KLH + 2 KM) + (x2 +

J2 42 + 2JHx + L2 HZ + M2 + 2LMH - 4RD)=0 (B-14)




where H=1/.,

= ylainv - Aint )
=y [P(V-g)sin v = cosf + cos( £(1-P) + Pv)]
= V (cosv - cos{)

V(P( v-£) cos v = sin(§ (1-P) + pv) + giné]
= (vyl - Vyz) TL + 2747 - y

X R o

One can find the range of values of ty for which equation
(B-14) is true by using the quadratic formula. Equation (B-14)
will be true for ¢ty between the roots of the expresion
obtained by setting the lefthand side of equation (B-14) equal
to zero. However, in order that this expresgion have real roots
the following expression must be true:

“H2(1L - JK)Z + 2H(IL - KJ) (Kx ~ IM) + 4R? (12 + k2)

+ 2IKMx - I2M2 - g2 %2 >0 (B~-15)

Therefore, restricting our attention to the range of values of H
for which (B-15) is true will insure that there will be real
values of t4 which satisfy (B-14)., However, in order that
(B-15) be true for real values of H, H must lie between the
roots of the expression obtained by setting the lefthand side of
(B-15) equal to zero. This expression will have real roots if
the following inequality holds:

7 97 9 bo I 4
(IL-k0) 2 (k=102 + (TL-3K) 2 (4R% (124K %) + 210tk - T2¥P—k2x7) > 9

(B-16)
But (B-16) reduces to

2 2 2 2
R™ (IL - KJ)” (I” + K7) >0 (B-17)

which is always true. Therefore, the solution to (B-15) is for
H between

(Kx = IM) - 2R + K
IL - JK
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and

\ 2
(Kx_- M) + 2R 24k

IL - JK

The additional stipulation on H is that it be positive. This
means that the turning aircraft is turning back towards its
assigned route rather than away from it. This is the range of H
values for which (B-14) is satisfied by real values of ty. As
an example of three different conditions consider Figure B-7.
Given the radius of the airecraft (R), the initial alongtrack
spacing (x), and the initial crosstrack closing speed (§), a
"crescent-shaped" region 1in t4-w space can be constructed.
The region inside the crescent are those t4,u, combinations
(given R,x, and ¥) for which the aircraft pair start on the
conflict region boundary and end in a horizontal overlap
condition.

To compute the probability of being within a crescent shaped
region in Figure B-7 one would really have to ask for the
probability of also being within Ax of x and Ay of y. To
approach this problem numerically we will divide up the range of
7 and the range of x into small cells. For instance, consider
Figure B-8. Here we have a cell which is 1 nmi in x and 10
knots in §. 1f we were to select those x, ¥ combinations shown
by the x's in Figure B-8, we could construct a t4-w crescent
region for each, The result of doing this for P=1 aad
Vy1=+200 kts is shown in Figure B-9. On the scale shown in
Figure B-9, the crescent regions are lines.

If other values of P between 0 and 1 and other values of V vyl
are used, Figure B-9 is expanded to get a region in tg-uw space
such as the one shown in Figure B-10. This figure was
calculated for P=0,1/2, and 1, and for five different values of
Vg1 and Vyy which could result in y. The dots represent the
length and” width of each crescent shaped region.

The dots in the upper left hand corner of Figure B-10 are those
which correspond to the minimum time delay necessary for the
centers of the aircraft to overlap when no turn is executed.
One way in which these points can be identified is by performing
a grid search over various values of crosstrack closing speed
(y), alongtrack separation (x), and crosstrack speed partition
between the two aircraft (F, to be defined below).
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It could be that a particular x, y cell does not have any
"straight 1line" overlaps. The problem is to detecmine the
existence of such straight line overlaps within an x, y cell and
if there are such points then find the one with the minimum time
delay from the trangression of the conflict region boundary to
overlap.

This problem is a nonlinear programming problem with equality
and inequality constraints. The problem can be structured as:

minimize ty = TL + p2 - x2 (B-18)
y

subject to:

F-1=<0

Y o f=

g 1-F=0

y ‘§150

¥9 - ¥<0

X - x1=0

X2 - x<0

(1+B2)x2 - 2TLyBx + TL2y2B2 - D282 = 0 (B-19)
where
2

B .\ﬁz - Py - \g,z -~ (FVp-3)

y

TL = look ahead time
D = Minimum radar separation

Vp = Maximum observed crosstrack velocity (single
aircraft)

X1,X9 = limits on x

1,92 = limits on §

B-21
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The object is to find x, y, and F such that the above conditions
are gatisfied. Since the general solution is difficult we will
investigate the existence of straight line overlaps by
considering equation (B-19). This equation sets the condition
that the aircraft overlap. Solving this equation for x gives:

/ .
% % 2 2.2
-'r:.'B+\/D 1+B)-B Tiy
x Yy " = 5 S (B-20)

1 + B

If x is substituted back into the expression from which equation
{B-19) was derived, it is found that the only applicable root
for x is the one with the "+' sign in equation (B-10). The
values of x for the spectrum of F and ¥ values are shown in
Figure B-11. From this figure one can see that for cells with
|x] >3.5 nmi there are no straight line overlaps ~- aircraft are
too far apart from each other in the alongtrack direction for
there to be an overlap. Once the existence of a straight line
overlap is determined for a particular x, ¥ cell, the problem is
to find the combination of values of x, y, and F which minimize
ty given in equation (B-19). A close approximation to the
minimum value of ty is to choose the maximum value of y in the
cell and then choose the maximum feasible value of x given that
¥. This then is how the point labeled "A" in Figure B-10 is

determined.

For any time delay greater than A for this x, y cell, the
assumption is made that the aircraft pair will overlap before
starting an avoidance maneuver. For time delays from A down to
where the pattern of dots ends, one would say that there was
horizontal overlap for those time delays at the particular turn
rate. To describe this region an envelope of the lower boundary
of the pattern of dots was approximated by a function of the
form:

tg=A - Clw. (B-21)

The curved dashed lines in Figure B-10 show the envelope fit to
the dots. When the dots in the upper left hand corner (straight
line overlaps) are present, the A value ia (B-21) (which is the
asymptote of equation (B-21)) is set to the minimum upper left
hand dot. The envelope curves are then least square fit to the
minimum dot at each value of w.
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The meaning of Figure B-10 is depicted in Figure B-12. For any
delay time greater than A, the aircraft pair having a crosstrack
closing speed and an alongtrack sepration which places it in the
cell in Pigure B-8 is assumed to overlap while still flying
straight. For delay times less than A, the turn rate will
determine whether the pair will overlap. Therefore, the shaded
region in Figure B-12 represents those values of ty and. for
which aircraft pairs will overlap given that the aivcraft pair
was initially on the conflict region boundary within the
specified ranges of x and y.

It should be mentioned at this point that for a given cell in x
and ¥, the horizontal overlap region in ty andw does not
always have the form shown in Figure B-12., Although Figure B-12
is the most common form there are three other forms as shown in
Figure B-13. Figure B-13a shows the case where the minimum time
delay is for the straight line collision only. Thus, regardless
of the value of ,, the aircraft pair will overlap for time
delays longer than A. That is, for any turn, as long as the
delay is less than A, the horizontal overlap will be avoided.

For a given range of x and y values it is easy to check the
existence of a straight line overlap. It may turn out that
there are no straight line overlaps possible within the given
range of x and y. 1In this situation there can be two forms of
the t4, horizontal overlap region as shown in Figures B-13b
and B-13c. In Figure B-13b the envelope of the overlap region
has the same functional form as the region in Figure B-12,
namely that of equation B-21. But since no straight Lline
collisions are possible, equation (B-21) is fit finding the
value of A via least squares fitting of (B-21) to the maximum
and minimum points (at each w) in the region.

The second case where no straight line overlaps are possible is
shown in Figure B-13c. 1In this case there is apparently no
asymptotic behavior to the horizontal overlap region. Hence,
equation (B-21) does not hold. 1In this case the envelope of the
overlap region was fit to the functional form

tg = Cln w + A, (B-22)

The lower boundary of the horizontal overlap region was found by
least squares fitting the minimum values of ty for each ..
Using the same value for C, the upper boundary was found by a
least square fit on the maximum values at each w. The same
value of C was used for the upper and lower boundaries so that
the upper and lower boundaries would not cross.
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BS. COMPUTATION OF THE PROBABILITY OF HORIZONTAL OVERLAP

We now have all the eclements necessary to compute the
probability of horizontal overlap. 1f an aircraft pair is
initially on the conflict region boundary and has a specific
time delay followed by a specific turn rate then there will be
overlap in the horizontal plane. 1f being on the conflict
region boundary is independent of the time delay and the choice
of the turn rate, and the choice of the turn rate is independent
of the time delay, then the probability of horizontal overlap
bagically will be the probability of being on the conflict
region boundary times the probability of having a particular set
of delay times and turn rates.

The conflict region boundary discussed in Appendix A is a
surface in the three dimensional space x, y, and y as shown in
Figure B-14. To estimate the probability of being on this
surface, the surface is enclosed with I cells of width AX, AV

and Ay;, centered at the points Xi, Y¥i,» and y; for
i=1,...,T. The probability of being on the conflict boundary is

given by
1
P{ CB.
iz:l [ l] (B-23)
I
= Z p|[|x - x; <&/2, |y - y <48y, /2, 1y = 3,1 <AY/2]

i=1

p(cs]

3 As discussed previously .n this appendix, the horizontal overlap
regions (associated with the conflict boundary) were defined in
terms of cells in the x, y plane, centered at the points x;,
and y;, and of fixed width Ax and AY. Given these fixed
values for each i, there is a unique value of vy (y;), and a
unique value of Ay (Ay;{) which will enclose the conflict
surface. These values are derived from the definition of the
conflict region given in equation (A-5).

We now turn over attention to evaluating

p[cni} = P{lx = Xl<ax/2 |y - y<ayi/2, 1Y - ?11<A:&/2]

(B=-24)
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for any 1. Now, the aircraft enter their respective routes
independently, Therefore, an aircraft pair's alongtrack
separation (before a controller intervention) will be
independent of the pair's crosstrack separation and crosstrack
closing speed, Thus (B-24) can be rewritten as

P[Csi] =P [?x - X{«’Ax/z] * P [Jy - yo<dy /208 - :3i4‘<_\,\’r/2]
(K-25)

The probability of x (the alongtrack separation) being in the
range X;~Ax/2 to x;+Ax/2 will depend on the traffic loading
on each route. The estimation of this prohability is discussed
in Appendix E. As shown in that appendix this probability is
constant over the ranges of x under <consideration (i.e.,
aircraft pairs separated alongtrack by less than 5 nmi). The
probability is denoted as P,, and will depead on the traffic
loading and the cell size Ax, but not the position of the cell,

X;., Thus (B-25) can again be rewritten as

P[CB{] = 2ax * P(vi, Ayi, Yir a0 (B-26)

where

P(:fi, a7, Vi Air). = P ﬁy -y Ay /2,17 - ?iI<A5’/3:]

The probablity P(y;, Ayi 9y;,» Ay) in (B-26) 1is the joint
probability that the aircraft pair has a crosstrack separation
in the ith cell and has a crosstrack closing speed in ith cell.
This joint probability can be estimated from the data collected
by the FAA. (4) Since the data was gathered on individual
aircraft, a convolution of the data is required to generate a
bivariate histogram of crosstrack separation and crosstrack
closing speed. Appendix F discusses the procedure used to
construct the bivariate histogram.

For each cell as shown in Figure B-14 there will he a horizontal
overlap region in ty-. space. Such a horizontal overlap
region is shown in Figure B-15. From sections B2.3 and B3.0 of
this appendix we have a histogram of delay time and a histogram
of turn rate. These histograms are shown along their respective
axes in Figure B-15. Assume that there are m cells in the delay

B--20
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histogram and n cells in the turn rate histogram. Consider the
kth cell in the dalay histogram and the Vth cel!l in the turn
rate histogrem. As shown in Figure B-15 this combination of the
kth delay and the /(th turn rate is in the horizontal overlap
region. Let us define the quantity ryp; with the following
property:

0 <Tgp;i=1 and is in the same proportion that the k: cell
is enclosed within the horizontal overlap region
corresponding to the ith conflict regon boundary cell,

Let us also define the probability that time delay has a value
in the kth cell as Py; and the probability that the turn rate
has a value in the {th cell as P{., 1t should be noted that
both ryp; and P,; depend on i, the conflict region boundary
cell, The values of ryp; will obviously depend on the
location of the aircraft pair on the conflict region boundary
because there is a different horizontal overlap region for each
position on the conflict region boundary. The delay time
histogram will also depend on the position on the conflict
region boundary because the delay due to detection of the
potential conflict will depend on the crosstrack closing speed
of the aircraft pair.

We can now write down the probability that an aircraft pair will
be in horizontal overlap. That probability is

I _ a m
= k=1

i=1 /=1

All of the terms in this expression are computable based on the
analyses in this appendix and Appendices C,D,E, and F.
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APPENDIX C

PROBABILITY OF OBSERVING AN AIRCRAFT
PAIR WITHIN THE CONFLICT REGION

INTRODUCTION

cZ.

This appendix addresses the applicable conflict region, the
tracker errors, and the computation of the probability of being
detected in the confli.t region.

Consider an aircraft pair separated by a crosstrack distance vy
and closing with a crosstrack speed y. What is the probability
that the aircraft pair is detected to be in potential conflict
based on the information from one radar scan? The probability of
observing an aircraft pair as being in potential conflict
depends on two factors-—the radar/tracker performance and the
conflict region. Tracker performance is based on the
propagation of the surveillance errors through the tracker. In
our model it is assumed that the the crosstrack closing speed
and the crosstrack separation error distribution is a bivariate
normal with zero mean.

THE CONFLICT REGION

As defined in Appendix A, the conflict region is that region in
the crosstrack closing speed ~ crosstrack separation space where
an aircraft pair, if projected sghead along a straight path for 2
minutes, will come within 5 nmi of each other. The shape of
that region for the true crosstrack separation and crosstrack
closing speed is shown as the solid line in Figure C-1,

In Section C4, we will discuss estimating the probability that
an aircraft pair is observed inside the conflict region given
that the pair is truly inside the conflict region. 1In that
estimation process we will integrate a Dbivariate normal
distribution over a polygon. Thus, we have limited the extent
of the conflict region by considering the maximum crosstrack
closing speed to be 10V,, ... If the maximum crosstrack
closing speed based on da{a is 2Vymax9 then the choice of
10V nax should be ample to include’ the errors introduced by
radar and tracker which would indicate that the aircraft pair is
in potential conflict.
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C3. THE TRACKER PERFORMANCE

The performance of the tracker is characterized by errors in the
crosstrack separation and «crosstrack closing speed. These
errors are assumed to be correlated and normally distributed.
The manner in which the parameters of the bivariate normal were
estimated was through a simulation of the NAS tracker.

C3.1 The Tracker Simulation

The simulation was constructed to represent the performance of
the NAS tracker for discrete targets from a single radar. The
exact scenario which was run was idealized for ease of traffic
generation but at the same time would show the performance of
the tracker to be worse than one would expect from a typical
pair of aircraft flying the routes.

The simulation consisted of flying a pair of aircraft on a set
of parallel routes. The radar which observed these aircraft was
situated between and at one end of the routes. Since the radar
errors in azimuth are greater than the radar errors in distance,
this orientation of the radar to the routes is the worst for
estimating the crosstrack positions and crosstrack velocities of
the aircraft. This is another conservative aspect of this model.

Since the spatial relationship of the aircraft to the radar is
important, the aircraft were placed on their respective routes
in alongtrack proximity to each other. Alongtrack proximity is
defined as being within an alongtrack distance for which a
potantial conflict is possible. (In the case of the conflict
region being used this means that the aircraft has to be
separated alongtrack (interroute) by less than 5 nmi.) Thus,
once the first aircraft was placed on its route, the second
aircraft was placed randomly on its route within alongtrack
proximity of the first aircraft.

The tracks of the aircraft were idealized to sinusoids., When an
aircraft flies with turns (such as a sinusoidal pattern) the
tracker will lag the aircraft through the turns. Therefore, it 1
i8 important that the sinusoids of the two aircraft not always
be in the same synchronization or the results will be biased,
The basic assumption is that the navigation on the two routes is
independent., A particular synchronization of the sinusoids for
each replication of the simulation would definitely invalidate
the assmption of independence. Therefore, for each replication
the initial heading of each aircraft was randomly chosen from
among those headings possible for the specified sinusoid.

] c-3
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C3.2 The NAS Tracker

The NAS tracker is a himodal! alpha-beta tracker. The equations F
which describe the tracker are as follows:

Xgn = X p(a-1) * @ (Xpp=Xp(a-1))

Yan = Yp(n-1) + @ (Ypu-Yp(n-1))

Vxn = Vx(n-1) * B (Xyp=Xp(n-1))/t

Vyn = Vy(n-1) * B (Ypq-Yp(n-1))/t

(c-1)
Xpn = Xgn * Vxat
Yen = Ygn + Vynt
where
X

sn, Ygn = X,Y position estimates for scan n

Xpn, Y%n X,Y predicted postion estimates made at
scan n for the position at scan n+l

Xens  Yen = X,Y  veported positions from the
surveillance system at scan n

Ven, Vyn = X,Y velocity estimates for scan n
@ = tracker position gain
B = tracker velocity gain

The bimodal aspect of the tracker comes into play through the
choice of the parameters o and B. 1f the predicted position
from the previous scan is within a circle of a given radius of
the reported position, then it is assumed that the aircraft is
flying straight and the appropriate o and  are used. 1f,
however, the predicted position is outside the circle but within
a circle of larger radius, then there is a possibility that the
aircraft is making a turn and another ¢ and B are chosen. 1If
the predicted position is outside the larger circle, the return
is no longer associated with the track and the track goes into
the coast mode. In the coast mode the track is extrapolated to

the next radar update time using the last predicted position and
the last estimated velocity. After the track coasts for several
congsecutive scans, the track is dropped. The values for o and f
are given in Table C-1.
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C3.3 Simulagion Results

The statistics of interest are the mean, standard deviation and
correlation coefficient of the <crosstrack separation and
crosstrack closing speed errors. Since we are interested in the
separation/closing speed errors on a per update basis, the
averages and standard deviations are taken over all the
individual updates for all replications. This procedure will
give larger standard deviations than if, for instance, we had
taken the mean separation and closing speed errors of each
replication and then found the standard deviation of these
means. The manner in which the means and standard deviations
were computed 1is, therefore, more appropriate to the use of the
statistics.

The beacon radar was assumed to have a range quantization of
0.125 nmi and an avionics bias error of .7 upsec (.113 nmi). The
one sigma azimuthal error of the beacon was assumed to be .26
degrees, If these errors are assumed to have a fixed value,
then the important parameters in this simulation are the period
and amplitude of the sinusoid pattern that the aircraft fly.
Table C-2 shows the variation in the crosstrack separation and
crosstrack closing speed errors for three different
period/amplitude combiaiations. The data that was taken in the
Cleveland ARTCC has shown that it is not unusual for aircraft to
wander 4 nmi off their assigned route centerline. The tracks
also oscillated about the route centerline and, while the tracks
were not truly sinusoidal, they appear to have periods
approaching 100 nmi. A reasonable range of values for the
tracker performance would be a crosstrack separation error
standard deviation between .45 and .70 nmi, a crosstrack closing
speed error standard deviation between 50 and 160 kts, and a
correlation coefficient of -0.8. For the risk analysis reported
in volume I of this report a value of .7 nmi was used for the
one sigma value of the crosstrack separation error, 160 kts was
used for the one sigma value of the crosstrack closing speed
error, and -.8 was used for the correlation coefficient.

The histograms of the marginal distribution of <crosstrack
separation and crosstrack closing speed errors are shown in
Figures C-2 and C-3, respectively for the case of a period of 60
nmi and an amplitude of 4 nmi, also shown in these figures are
the normal distribution fits to the simulation results. As one
can see from Figure C-2 the normal assumption is quite good for
the crosstrack separation error distribution. The crosstrack
closing speed errors are unimodal and symmetrically distributed
(see Figure C-3). However, this error distribution is not fit
very well by a normal curve. The bulges in the histogram
between 150 and 300 kts are probably due to the fact that the
aircraft are flying a sinusoidal pattern.

c-6
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C4. INTEGRATION OF A BIVARIATE NORMAL DISTRIBUTION OVER A POLYGON

The problem of computing the probability of observing an
aircraft pair within the conflict has been reduced to finding
the wvolume wunder a bivariate normal distribution over a
polygon. To illustrate this, consider Figure C-4. The polygon
defined by the points A',B',C', and D' is the conflict region
discussed above. Let an aircraft pair have a crosstrack
geparation of u and a crosstrack closing speed of pg as
shown in Figure C-4. The output of the tracker will have errors
which are assumed to be distributed normally in crosstrack
separation and crosstrack closing speed. The ellipses shown in
Figure C-4 represent constant probability lines from the
bivariate normal distribution of errors of the tracker.

If the polygon in Figure C-4 is denoted as B, the probability of
observing the aircraft pair in that polygon given that the pair
is at My and My is

(C-2)

where 5, is the standard deviation of the tracker's crosstrack
separation error and oy is the standard deviation of the
tracker's crosstrack closing speed error. The quantity P is the
correlation coefficient between the errors in the crosstrack
closing speed and the crosstrack separation.

The first step in computing the integral (C-2) is to transform
the y and y axes using the following transformation:

C-10
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(C-3)

where
P#1

Making this transforuation circularizes the bivariate normal
probability density function under the integral in (C-2). This
makes the correlation between the random variables u and v equal
to zero. Another important feature of this transformation is
that straight lines are mapped into straight lines and convex
polygons are mapped into convex polygons. Schematically, Figure
C-5 shows the result of mapping the polygon B in y,V space into
u,v space,

Since a polygon can always be defined by a set of triangles, we
will compute the probability over the polygon by accounting for
the probability over a set of triangles that define the
polygon. Therefore, consider a triangular area in u, v space as
shown by the triangle OA'B' in the Figure C-6a/b. The
probability of being within that triangle can be computed by
standard methods. Let the point S be on the line connecting A'
and B', such that SO is perpendicular to the line A', B', If
the point S lies between B' and A', as shown in Figure C~6a then
the probability of being within the shaded triangle is

-
where

h i3 the distance from the origin to point S,

ky is the distance from point S to point B',

c-12




FIGURE C-5
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FIGURE C-6
GEOMETRY FOR INTEGRATION OVER A TRIANGULAR REGION IN u-v SPACE
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ko) 1is the distance from point S to point A', and the
function V will be defined helow.

If the point S does not lie hetween B' and A', as shown in
Figure C-6b, then the probahility is given by

V(h,kz) - V(h,k1) (C-5)
where k9 >kj

As derived in Reference (83), the function V can be written in a
Taylor expansion:

where A=k/h <1, a=1/2h2 35d h >0 and k >0. TIf)\ >1, then
equation (C-7) can be used in conjunction with (C-6):

1 V(h,k) + V(k,h) = (P(h)-1/2) (P(k)-1/2) (c~-7)
where
h
\-1 5
¢ (h) =(\/27f) f exp (—C‘/Z)dt (c-8)

-

Returning to Figure C-6, we can see that the values of h, k1,
and ky can be determined from the following expressions:

|u2vl - ulvzl

Tl

(c-9)




To compute the probability over the polygon shown in Figure C-5,
we could divide the polygon into triangles as shown in Figure
C-7. 1In this particular example the aircraft pair is within the
conflict boundary 8o that the origin in u,v space will be
within the transformed conflict region polygon. This means that
the probabilities of being within triangles I, 1I, 1[I, and IV
in Figure C-7 are added. 1If the aircraft pair were not within
the conflict region then the u,v origin would not be within the
transformed conflict region polygon. Figure C-8 sghows such a
configuration. To compute the probability of being within
polygon A'B'C'D' one would find the probabilities of being
within triangles I, 1I, I[II, and IV and then compute the
probability as

P(A'B'C'D")=P(D)+P(I1)-P(IIL)~P(IV). (c-10)
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FIGURE C-8
THE PARTITIONED TRANSFORMED CONFLICT REGION
(ORIGIN EXCLUDED)
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APPENDIX D

THE FAST FINITE FOURIER TRANSFORM

D1. INTRODUCTION

The purpose of this appendix is: 1) to give a general des-
cription of some of the properties of the finite Fourier
transform, including the propertics which enable the "fast"
calculation of the transtorm; 2) to describe the use of a

fast Fourier transform computer program for computing
convolutions and 3) to present a fast finite Fourier transform
computer program. There nre many applications for the fast
finite Fourier transform which are not treated here, such as for
the estimation of spectral density functions and Fourier series.
Articles in Reference 9 include a discussion of the fast
Yourier transform algorithm and its history, as well as a
treatment of some applications.

The finite Fourier transform, F(n), of a finite, complex series,
f(t) where t=0,...,T-1 is given by the series
1 1;1 2mint
Fin) = = —
") T 12;) f(tye T for n=0, - -, T-1. (D-1)

The finite Fourier transform is the finite analogue of the usual
discrete Fourier transform and enjoys manv of the properties
associated with the infinite dimensional version. The pro-~
perties of the finite Fourier transform are discussed in Section
2 of this Appendix. The fast Fourier transform is a computation-
al procedure used for efficently calculating the finite Fourier
transform. It is not an estimation procedure, but simply an
efficient calculation procedure. The fast Fourier transform
algorithm permits calculatign of (D-1) in approximately Tlog.T
operations instead of the T operations required for its direct
calculation. The properties of (D-1) which lead to this effi-
cient calculation procedure are outlined in Section 3 of this
appendix. Section 4 of this appendix discusses certain features
of the finite transform which are necessarv for the correct use
of the fast Fourier transform computer program and for the correct
interpretation of the results when it is used to calculate con-
volutions. Finally one computer program which can be used for
calculating the fast Fourier transform is presented in Section

5.

PROPERTIES OF THE FINITE TRANSFORM

First, since the finite Fourier transform defined bv (D-1)

D=1




is a finite sum of finite valued tunctions, 1L alwiays exists
and is finite. The properties presented in this section do not

require any assumptions (other than finiteness) concerning

the function f(t). However, restrictions on {{t) are fre-
quently required for estimation procedures biased on the tinite
transform.

If the finite Fourier transform of a function f(t) is defined
by equation (b-1), then using the fact that

Co~ 2ni =2nimt .
1 L Lint L T if n = m mod T

Z ! 1 (=)
(b (\ = .
() otherwise,

it is possible to show that the inverse relationship

1 -1 s2mint
f(e) = - Z F(n) T for t=0,..., T-1 (h=3
T
n=0

also holds. Thus, the finite Fourier transform satistfies
conditions which are similar to the infinite dimensional
discrete Fourier transform. Functions such as f(t) and F(n)
which satisfv (D-1) and (D-3) are referred to as finite trans-
form pairs.

By definition of the finite transform in (D-1), it is vasv
to see that F(n) is periodic with period T. Since vl“lk = 1

for any integer k, we have that

;T 2 (kK
F+kT) ~ = 3 () ¢ T
“Tor=0
1 T-1 S dmint Jritk
= - L ’(l) o T v
T =0
2nint
T_ ~ ——— et
1 Xl f() e T = F,
=T  t=0

for any integer k and n=o,...,T-1.

n-2
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D3.

By the same argument, cguation (D-3) implics that (1) =
f(kT+t) for any integer k and t=0,...,T-1. Thus, the finite
transforms are computed under the assumption that f(t) is
periodic with period T.

A useful property of the finite transform is that if () is
a real valued function, then

F(n) = FX(T - n) (h-4)

for n=n,,..,T/2, where * denotes complex conjupate.  Thus,
F(n) is uniquely determined by its values at the points
n=0,1, .. .,T/2.

Finally, the most important property for the analvsis pro-
sented in this paper is that convolution and point bv point
multiplication are dual operations in time and frequency, i.c..
if f(r) and F(n) are finite transform pairs and g(tr) and
{n) are finite transform pairs with the same domain 1,1
Ny...,T=-1, then

T -1 T

\g‘ f{t - u) r(u) = \\‘ F(n) L) ¢ L . (D-)
~o

1 ~27int

u =0 n

Because of the operational efficiency of the fast Fourier
transform algorithm, the calculation of the left hand sid.
of (D=3 proceeds most officientlv by calculating ¥F(n) and
G(n) via (D-1) and then using (D=3) te obtain the inverse
transform of F(n) G(n). This method will be most efficient ]
as long as the total number of eperations* required to

calculate the left hand side of (D=5) dircetiv (T2) is

greater than the number required to caleunlate ¥, ¢(n) and

the inverse transform of IF(n) “(n) (3T]0ng). Thus it T is

a power of 2, using the fast Fourier transtorm as described

above to calculate the left hand side of (D-3) is more

efficient than direct calculation as long as T>16.

THE DOUBLING ALGORITHM

Consider a series f(t) of length T = 2N.  Then the finite
transform of f(t) is given by (D-1) to be

* Complex multiplications and zdds

D=3




IN-1.

(h-6)

Then the

N -
] . St
Fln) - = Zd f(t) IN for n - G,. ..,
2N
L=ty
lot
f”(L) = {(2t+1) for t=0,. ..,y - |
o the series of odd numbercd clements ot f(t) and
f.(t) f(2t) tor t=0,--+, N-|
be tte series of even numbered elements of f(t).
finite transforms of f (t) and {,(1) are given by (D-1) to be
p Nl CLANEY
Fo(n) - - 2: fo(t) ¢ N
N
t=1()
and
N-1 Jrint
Fofn) = = %> fo(t) « N
- =101

Now, from (D=-6) we carn write F
as follows

_ N-1
S 2N F(n) = Z P(20+41)
t=hH
or
N—
N 2rin l
N2F(n) = e 2N ~ 2:
N
t=o
N-1 2rint
1 TR
YT ()
N
t=0

Thus, since

N~

(1) in terms of Fo(”)

f@lL“(2t+llA N-1
v 2N +
t=u
_Zrinq
fo(t) e N
tor n=0,. - ,2N.

4

and F ()
o

Srio(an)

f(2t) e 2N .




in

" The fi gu rc'_-.'r—l.o.;z ."—F'—g—i;on

2ui (n+N) Juin
e 2N = ~¢ 2N tor n=0,---, N=-},
we have
2min

<2F(n) = ¢ 2N Fo(n) + F.(n) for n=0,. . . N-]
-7
o (h=-7)

NS O TS R T Fo (m) 4+ Fo(n)  for n=N, 2N-1

()-7) are the so-called doubling algorithm.  Given

{re enlations

e ffni:e transforms of the two sceries consisting of the odd

2nd even numbered elements of a series of length T=2N, (D-7)

-=ables calculation of the transform of the total series by
complex multiplications. Thus, if we denote by Qyn the number

nf multiplications required for calculating the transform of

an N point arrav, using (D-7) to calculate the transform of

have that

a 2N point arrav we
UZN = )u\ + 0
Since v, = 1, this implics that
Uy e sNTogoN.
Thus, the fast Fourier transform algorithm reduces the number

: . . w2 . :
of complex multiplications from the TT required bv the direcet

calculation to = IR
: 2Tlog2T.

If the length of the data, T, is a power of twoe, the fast
Fourier transform proceeds as follows:
1, The serievs of data is split into T subscries of

each sorics
called

Fourier transform for

transforms are

length 1. Thus, the
is the series itself.

the first level transforms,

These T

1. .
on page D-1 is obtained by doubling 3T1n5,!

order to incTude the number of complex additions.

-5




2o The doublbing alyorithm (L) Ta appiiced o 4l
and T/24kUN Hirst Tevel transiorms o compute the
transforms for the second Tevel subsorfes L, whete
k=0,---,1/2, These arce the finite transtormia of e
I/2 subserics of length 2,

1o Doubling ventinues in this wav until finally th
transforms of the two subscries of lenpth T/ are
combined via the doubling alporithm to give the
finite transform of the entire series,

The faust Fourier transform program presented in Scection D cperates
solelv on data arravs of length a power of two. Other com-

puter programs (using similar algorithms) can handle serics

of any length.  In gencral, the restricrion te a length of o

power of two has not been too restrictive.  The series is

simplw filled with zeros to give it the proper length.

Je.  FEATIRES
This section will discuss several features of the use ot tix
fast Fourier transform. These include features relating to
the {nput of data for transformation, the required length
of the input, and the interpretation of the output when the
fast Fourier transform is used to perform convolutions,  Rouewli-
edire of these features wis necessary for correct usce of the
fast Feurier transform in the analvsis presented in this
paper. A more complete description of the fast Fourier
transform and features applicable in other tvpes of analvsis
may be found in Referenco 9.

As mentioned previously, the finite Fourier transform overates
under the assumption that the function to be transformed s
periodic with period T. Thus, the algorithm caleulates the
finite transform of a periodic extension of the data observed
between t=0 and t=T-1. f the data = (t) represents observa-
tions which are symmetric abont zero, i.e., if actual observa-
tions were taken At Lz_T/:+1’..._T/: then the data should

be shifted in the following wav before its finite transform

is calculated. Definec

2(t) Tor t=0, « o« /2

vit) = ) (- 8)
wlt=T) for t="1/2 4+ 1, + « « -1,

(PR




Then the devired transform o =0ty i+ obtained by trans-

forming »{(t). 1t would also be possible to transform the
function v(t) - x{t - J/) +1) tor t=0, - . . T-1 instead..
This represents a shifted version of the periodic exteasion
of (D=-8) and its transform would just be a shifted version
of the transform of (bD=8). (D-8), however, directly repre-
sents the function which is symmetric about zero.

There .are several teatuares of the finite Fourier transiorn
which must be considered vhen it is used to caleulate

convolutions.  Firvst, let ao consider the convolution of two
function: V(t) and ¢ (t). Lot ns assume that £(t) was ob-
served for t=0,- -, 1=-1 und p(t) was obscerved for t=0,---, N-1,

Let T be a power of two, with the property that
T2 L4+ N - (D=9)

Then define (1) =« fort = 1L,---, T=1 and g(t) = 0 for

t = Ny, =1, The convelution of f(t) and g(t) can then

fre computed via (D=7). Once wav to justify the constraint
h-9) is to view the convolution in (D-5) as the probability
function of the sum of two independent random variables with
density functions f(t) and g(t) respective v. Then if f(t)

is defined for [ data points and g(t) is defined for N darta
points, the sum of the two random variables will have a domain
of definition of N+[-1 data points.

The finite Fourier transform presented above is defined for a
tunction f(t) observed at values of t=0,..., T-1. Tn practice,
observations are frequentiy taken at a fixed sampling interval,
sav &, which is not necessarilv unitv,  In addition, the first
ohservation of real data mav not correspond to an observation
At zero. For example, in the analysis presented in this paper
it was desired to corpute the convolution of two probability
functions, svametric about zero, observed in 1/2 mi intervals.
There wis no zero eobservation; instead, observations within
1/2 mi of zvero fell into one of the intervals EgS‘O.) or
[U.,.S). The finite transform can still be used to calculate
the convolution of such tunctions,  The following analvsis
provides the kev to intospvetation of the results.

» LYY L3
Let us assume that we have two sets of T data points «(s)
and y(s) (including tle necessary number of zeroes to satisfv
{D-9)) observed in time intervals of A starting ar time a.
Thus x(s) and v(s) are dofined for s = At + a where
tet, e 0 T=1, T order to calculate the convolution of x

|
i




and v, we sot

o) (Nt )
and
plt) - v(Ar + ) for t O, P=1. (b=

The functions f(t) and p(t) are now in a tform to use the fast
Fourier transform methodology to calculate the convolution. We
have from (D-5), that the output of the fast Fourier transtfornm
convolution computation would be given by h(t), where,

T=1
hit) = 2: f(t-u) glu) t=0,..., T=1,

u=i)
Substituting for f and ¢ from (D-10), we have

T-1
hi(t) = }: x(&(t,—u) + ;x) v{Au + a).

u=1)
This rcan be written as

T-1
hit) = Z X <(At + 2a) - (Au + a)) vi{du + a).

u={)

Since the expressions involving u in the abov: equation are the
same, this can be written as

h{t) = 2zt + 2a) for t=0,.--, T-1. (D-11)

In (D-11), z@@t + 2a) represents the desired convolution of
x(s) and y(s). (D-11) implies that the series of points
representing the convolution of two functions are observed
at the same time interval as thc original series, namelv Q.
However the fact that the first observations in the initial
series were offset from zere by "a" units, implies that the
first point in the convolved series will be offset from

zero by "2a" units.

For the example mentioned above, the obscervation intervals

were 1/2 nmi, so that & = 1/2, The first observation intervals
were centered at 1/4, so that a = 1/4. Thus, the convalation

of x(s) with y(s) has the interpretation (D-11), or

hit) = z(c/2 + vy for t=t,.-+, T-1.
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D5,

Thus, the firal item in the arrav returned by the program,
namely h(0), represents the desired convolved density

fun-tion, 2z, evaluated ot /2 nmiL Because of the periodicity ot
the tinite Fourier transtoerm, we have that the last item in t he
data arrayv h(ty, namelv hil=1) is equal to h(-1). Thus, we have
that =017 ) = 210), o that the last itew in the array returned
bw the finite transform computer program represents the desired
convolved density function evaluated at zero,

The same characteristic applicvs when (b-95) is used to determine
the convolution of three shifted functions as was done in

the analysis discussed in this paper to include distributional
characteristics of delay, bank :ngle,and detection (Appendis (),
In this rase, it can easily be verified that

hit)y = -(at + 3a)  for t=0,---, T-~1. (D-12)

Let us assume that,d= 1/2 and a = 1/4 as before. Thus, the

first cell of the arrav h(t), (corresponding to t = 0),

actually represents the convolved density data o centered uat
.75 nmi. The last item in the arrav h(t) (orresponding to
t = -1) represents the convelved density dita centered at

.20 nmi.
THE COMPUTER PROGRAM

The fast Fourier transform program used in this analvsis is a
FORTRAN 1V program which was obtained from Dr. Robert Shumwayv

of George Washington Universitv and is attributed to Norman Brenner

of MIT Lincoln Lab. Tt is listed in Table D-1. The call
statement to the subroutine is:

CALL FFT (NN, DATA, SIGND)

where,

DATA is a complex double precision array of length
‘_"\“. [t contains the data to be transformed
on the call and the transformed data on
return.
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THIS SUBROUTINE COMPUTES THE
=2%*NN POINT COMPLEX DOURLE PRECISION ARRAY.

TABLE -1

THE FART FINITE FOURJER TRANGFORM
COMPUTER PROGRAM

SUBROUTINE FFTINN,DATA,SIGNI)
IMPLICIT REAL*B (A-H,0-27)
DIMENSION DATA (1)

DATA TWOPI/6.283185307200/

[NPUTS: DATAC.) COMPLEX L= 2%*NN POINT ARKAY
NN POWER OF ~ CORRESPONDING

DATAL )

S16N1 1. OR -1. (DOUBLE PRECISION) DEPENDING ON
WHETHFR THE DIRECT OR INDIRECT TRANSFORM IS

DESIRED

OUTPUTS : DATA(,) COMPLEX DOUBLE PRECISION L. POINT ARRAY OF

TRANSFORMAT LONS .

DATA(N) = SUM FROM T = O TO T = L-1 OF
DATA(T) * EXP(SIGNI*2*PIATANAT/L)
WHERE N = 0,1,...,L-1 AND 1 = SQRT(-1.)

Na2hA NN+ )

J=1

DO 5 I[=1,N,2
IF(1-11,2,2
TEMPR=DATA(J)
TEMPI=DATA (J+1)
DATA(J)=DATA(T)
DATA(J+1)=DATA(I+1)
DATA(I )=TEMPR
DATA{I41)=TEMPI

MaN/2

TF(J-M)5,5,4

J= =M

M=M/ 2

TF(M=-2)5,3,%

1= J+M

MMAK=2
IF(MMAX-N)7,10,10
[STEP=2*MMAX
THETA=SIGNI*TWOP I/ FLOAT (MMAX)
SINTH=DSIN(THETA/2.D0)
WSTPR==2. DO*SINTH*SINTH

WSTPI=DSIN(THETA)
WR=1.DC
WI=0.0D0

DO 9 M=1,MMAX,2

DO 8 I=M,N, ISTEP

J= THBAX
TEMPR=WR*DATA(J)-WI*DATA(J+1)
TEMPI=WR*DATA (J+1)+DATA(J)*WVI
DATA(J)=DATA(I)~TEMPR
DATA(J+1)=DATA(T+1)-TEMPI
DATA(1)=DATA(1)+TEMPR
DATA(I+]1)=DATA(I+1)+TEMPT
TEMPPR=WR

WR=WR*WSTPR-WI *WSTP 14+WR

WI=WI *WSTPR+ TEMPR*WS TP [+W{

MAY= [STEP
50 TO 4
RETUR™
END
D-10
— A

FAST FINITE FOURITE TRANSFORM OF A




NN is the power of two corresponding to the
length of the data series.

SIGNI is double precision +1., depending on
whether a direct or inverse transform
is desired.




APPENDIX E

PROBABILITY OF ALONGTRACK SEPARATION

E1. INTRODUCTION

In Appendix B there is a term Py, which is the probability of ‘
that two aircraft, cleared on adjacent parallel routes, have an

alongtrack separation of x+ Ax/2, This appendix will show ‘
that P,, is constant over the range of alongtrack separations ‘
being considered. This will be followed by a discussion of the ‘
relationship between P ., and P,, the probability of @
alongtrack overlap. The estimation of P, using an analytical :
model will then be addressed, ;

E2. DISTRIBUTION OF ALONGTRACK SEPARATION

To show that P ,, is coastant for | x+ Ax/2)< D we first
investigate the distribution of alongtrack separation between
aircraft that are assigned to adjacent parallel routes.
Consider the situation depicted in Figure E-1. The aircraft on
the same route are separated by a distance W, The air traffic
control rules state that W has to be greater than some minimum
digtance D (the ralar separation). Since W is a random
variable it has a probability density furction which can be
written as

0 U<WsD
f(w) = (E~-1)

g (W) DeW

where g(W) is an arbitrary probability density function.

Now, the aircraft on vroute 2 are assumed to operate
independently from the aircraft on route 1, Thus, if we have
aircraft Ay and B} on route 1, then an aircraft Ay on
! route 2 would in general be positioned between the two aircraft
; on route 1 as shown in Figure E-1. The alongtrack distance from
Ay to A} is denoted as xy while the alongtrack distance
from Ay to By is denoted as x;. Since the position of
Ay with respect to Ay andBy is randomly chosen, the
digtances x1 and x9 are random variables.
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E3.

From renewal theory (Reference 10) we have two results. The
first result is that the random variables x; and xq are
identically distributed. The second result is that this
probability density function is given as

<

i —_/.E(W) dw
(E-2)

2

hix) =
41;; W) dW

But, we are only interested in the probability density function
of x (i.e., x; and x9 in Figure E-1) in the range of 0 to
D. One recalls that this is our definition of proximity from

Appendix A. Thus, if we are considering 0 x D, then equation
(E-2) becomes

x<D x<D
L;jf(W) oW l—fO aW , (E-3)
h(x) = o -

ECH) - EW)  E(W)

where E(W) is the expected value of the variable W. Equation
(E-3) tells us that the probability density function of x is
constant over the range 0< x< D, This means that it is equally

likely to find adjacent route aircraft separated betwen 0 and D
nmi.

RELATIONSHIP BETWEEN Pr. AND P

In the notation of Appendix B

= P X - X3 <A:(/2- .
P ” ["{ ‘(1_‘ ]
(E-4)

For 'xi+ax/2LiD, the results of renewal theory (equat’on (E-3)
tell us that

Pax = AX/E(W). T €




From the procedural collision risk model we have

Py = P[x< ZXX] (E-6)

Since 2 A, <D, and the distribution of alongtrack separation
between aircraft on adjacent routes is uniform within the range
0 to D, we can write

N (E-7)
X - _Dx
P P
X AxX
Rearranging terms one arrives at
?‘ Ax (E'B)
> - X
Ax 2
2A pd
for lxi + Ax/2| D.
Therefore, we have determined that P is a constant that 1is

related to P, as shown in equation (E-8)., The next section
will discuss how one can estimate P,.

E4. ESTIMATING Py

An analytical model to estimate P, was developed by the ICAO
Review of the General Concept of Separation Panel (RGCSP)
(Reference 11). For aircraft that are coaltitude, in level
flight, and flying the same direction, the analytical model
gives a value of P, as

/ h
5 = 4AKN1V2
"x N+
YN ) (E-9)
where A\x is the length of the aircraft,
\ is the average velocity of the aircraft, the average

velocity being the same on both routes, and




N; is the flow rate on route i.

The validity of this analytical model was tested by comparing
the results from (E-9) with data on observed aircraft passings
in an operational environment. This comparison was made using
data from a two week period in the FAA's large scale data
collection in the Cleveland ARTCC (Reference 12).

Since equation (E-9) was developed under the assumption that the
flow rates N; are constant during a steady-state period, it
was necessary in Reference 12 to determine the flow rates over a
set of assumed steady-state periods. Time periods for 1/2 hour
to 6 1/2 hours were investigated. The ratio of the total flying
time in passing to the total flying time was computed for each
day. These values were compared to the P, values calculated
from the model under the various steady state assumptions for
each day and for the entire time period.

The results from the investigation of the data showed that the
interarrival spacings are consistent with a Poisson process.
Also, there was a diurnal pattern observed in the data. From
day to day there was some variation in the arrival rates for a
particular "steady-state" time period but not more than one
would expect from a Poisson process. This result allowed the
combination of the data in the same ''steady-state" period across
all days., 1t was concluded in Reference 16 that the 1/2 hour
"gteady-gtate" time period gave the best approximation to
steady-state. For this steady-state time period, the data
derived values of Py, and the analytical model derived values
of Py, were comparable over a long time period for same
direction flight on both routes. Therefore, for properly
interpreted data, the analytical model provides a vehicle for
estimating the fraction of the flying time spent in passing.




APPENDIX ¥

CALCULATION OF THE JOINT CLOSING SPEED-SEPARATION

HIQTOCRAM _FROM SINGLE _ AIRCRAFT _DATA

The Conflict Monitoring Model requires the probability that an
aircraft pair has a crosstrack closing speed and a crosstrack
separation within a given range. Since the FAA's data
collection could not take this data on aircraft pairs, single
aircraft data on crosstrack deviations and crosstrack speed that
was taken was used. This appendix will outline the procedure to
convert a joint histogram of crosstrack deviation and crosstrack
speed to a joint Thistogram of crosstrack separation and
crosstrack closing speed.

First let us assume that we have the bivariate probability
density function of the crosstrack deviation and crosstrack
speed from single aircraft observations. We will call this
probability density function for aircraft on route i

£1(Y;,Vy1). We could then compute another probability
density function, g, a function of y = Y,-yy, Vy1» and
Vy2 as
20
E(viyl,Vyz) =l/ fl(Yl,Vyl) fz(y~Y1,Vy2)dY1 (F-1)
-4

But we really have histogram data rather than a probability
density function so that we will denote f£{(Y; Vyi) as the
estimate  for fi(Yivvyi) based on _ the h1stogram data
fi(Yi,Vyi). The quanfities f and f are related by the
following expression:

fi<Y11vyi)= gi(Yi’Yyi) (F-2)
AY 4 »;ﬂ>

where AY is the histogram cell size for crosstrack deviations
and AV, is the histogram cell size for the crosstrack speed.
We can then write the estimate for the function g as




-~ 7, v ¢ = ~ i~
E (/ yi? jYZ) Zrl (Yl Vyl) le (Y - Yo’ vy2) Y

AY Av AY
Yl‘-oo y A AV
(F-3)
@ hpd ~
- £ (Y v -
= Z 1 10y 6 (y Yl’v‘,‘?)
Y ==00 AY (AV “
B y
But
~ 7
vV .y =% , , “
Therefore
0
g (y v ,V ): oy i ~
LI l 2 I Y ’V { - 1 \
7Ly 2:: 1 ( 1 yl) 2 (¥ Yl’]_vz) (F-5)
] ¥ ==

The expression in (F-5) is the histogram convolution of the
crosstrack deviations. The result, g, is a histogram in terms
of the gpacing between the aircraft and their individual
crosstrack velocities. By letting y= Vy2-Vy1, we can
change the variables in the function g. Thus -

2y, Vy1,Vy2) = & (v,Vy0-5 ,Vy9) (F-6)




T e A o,

By summing over Vyz we 4arrive at

)
gly,y) = Z gly, Vyz-f;’, VyZ) (F-7)

V) ==a0
The histogram ¥(y,y) is the desired histogram, The histogram is
centered on a crosstrack closing speed of zero and a crosstrack
separation of zero. To use the histogram it has to be shifted
30 that its center corresponds to the spacing between the routes
to which the aircraft have been assigned. Once the histogram
2(y,9) has been computed, the probability that an aircraft pair
has a given range of crosstrack closing speed and crosstrack
separation can be estimated by adding up the appropriate cells
of the histogram.
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APPENDIX G

INTERVENTION RATE SIMULATION

INTRODUCTION

This appendix wil!l discuss the estimation of the controller
intervention rate. The  estimate of this system performance
measure was obtained through a simulation. The input data to
the simnlation will be described followed by an outline of the
steps the simulation performs to arrive at the intervention rat
estimates. The analysis of the output from the simulation s
dealt with at the end of the appendix.

THE INPUT

G2.

G3.

The data which were used  In the simulation were smootheld
aircraft tracks which are part of the FAA's VOR navigation data
collection. About 100 aircraft on cach of two selected routes
in the Cleveland ARTCC were randomly chosen over the time period
of the data collection. The only requirement an these aircrafl
were that they had actually f{'own the entire route segments of
interest. The other data use) in the simulation are shown in
Figure G-1. These data includ- the radar noise and the location
of the radar, the route coor. ‘nates, the sector houndaries, a
random number seed, thy number of route spacings and
replications for the simulation to consider, and the requested
flow rates of the traffic on the routes. The time duration 7
the simulavion is also specitind.

THE SIMULATION FLOW

The  object of the simulation s to estimate the contreller
intervention rate at several route spacings for several tiow
rates along the routes. Since this 1s a simulation
"experiment," several replications should be made so  that
meaningful statements an he made concerning the results.

To minimize the cost  of  these  numercus  runs, a def{inite
simulation run strategy was emploved. The strategy depends on
the use of the same traftic for each different route spacing
during the same replication of the simulation. The minimum
route separation to be considered (8 nmi) was run first. Of the
traffic run on the routes spaced a4 minimum distance apart, only
a subset of the traffic would form the set of potential
conflicts for the next set of wider spaced routes. In « ther
words, with the same traffic, atrcraft which are not projected
to get near to other aircraft at the narrower route spacing will

G-
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not be projected to get near to other aircraft when the routes
are farther apart. Of course some care must be taken in
choosing the definition of what it means to be projected to get
near to another aircraft for the purposes of carrying the
aircraft along to the next route spacing. The reason for this
care is that an aircraft pair may barely not be detected in
conflict at one route spacing but might be detected in conflict
at a wider route spacing. For instance, at the narrow route
spacing, a deviating aircraft might be projected to pass in
front of an aircraft on the adjacent route but with enough
separation not to cause an alarm. However, with the aircraft in
exactly the same positions except on routes that are spaced
farther apart, the projected minimum separation might be small
enough to trigger an alarm. To guard against not including such
aircraft in the wider route spacing sample an additional
"window" which is larger than the conflict alert criteria was
employed.

The flow of the simulation itself is rather straightforward as
shown in Figure G-1. First, the traffic is generated. This is
done by randomly selecting a track from the track data. This
data consists of the best estimate of an aircraft's position
every 12 seconds during the time the aircraft was observed in
the FAA's data collection, Next an entry time is chosen for
that aircraft. The entry time 1is chosen such that the
interaircraft entry times ave exponentially distributed
corresponding to the desited average flow rate on the route.
Since exponentially distributed interaircraft entry times could
allow two aircraft to be very closely separated in time along
the same route, a check is made to insure that the radar
separation is not violated between aircraft on the same route.
If an aircraft pair is detected to violate the separation
standard, the second aircraft is delayed at the route entry
point to insure the minimum separation, plus a buffer, between
the two aircraft.

After the traffic is generated, the coordinates of the aircraft
positions are transformed to correspond to two routes that are
spaced at the minimum spacing., At this point the simulation has
a string of positions and times that is organized by aircraft.
To simulate radar returns, the aircraft positions must be
organized by time. This is achieved by sorting the aircraft
position records by time (radar update).

The simulation can now track and perform conflict alert on the
aircraft positions. But before the simulation can perform
either of these functions on a particular set of aircraft,




certain conditions must prevail. The first condition is that
the time of the radar update must be between the starting and
ending time values of the simulation. These values are set when
the traffic is generated to account for the "end effects" of the
simulation. The simulation does not start until the latter of
the first aircraft on each route exits the sector. The
simulation ends when the earlier of the last aircraft on each
route enters the sector. After the starting update, the tracker
will maintain a track on all the aircraft.

The positions of the aircraft from the "track data" have been
smoothed as part of the FAA's ddta collection program.
Therefore, radar noise (azimuth and tange) is added to the
position reports prior to going into the NAS tracker in the
simulation. The tracked aircraft are then subjected to the
conflict alert function if two further conditions are met. One
condition is that both aircraft have to be within the sector of
interest. The other condition is that there has not been a
previous conflict alert declared on this aircraft pair.

An gircraft pair which satisfies the above conditions are then
passed to the conflict alert function where the pair is
subjected to a set of coarse geographic and velocity filters.
Passing these coarse filters indicates that the pair is near and
generally closing on each other. The aircraft pairs that pass
the coarse filtering are then subjected to a set of fine
filters. These fine filters project the positions of the pair
ahead in tiwe. If, within a given look-ahead time, the pair is
projected to be separated by less than a certain distance, then
the pair is called a conflict pair. If the pair passes the fine
filtering in two out of the last three passes through the
filters then the pair is in potential conflict. 1In the NAS, the
controller 1is alerted to this conflict pair by the NAS
automation blinking the aircraft symbology on his screen. 1In
the simulation, the potential conflict is tallied as part of the
simulation statistics. The current conflict and predicted
conflict parameters are the same ones used in NAS. 1In addition
other parameters are used by the simulation to identify those
aircraft pairs which should be included in the next wider route
spacing run. The definitive formulation of the NAS Conflict
Alert function can be found in Reference (13). Appendix H gives
a detailed description of the horizontal components of the NAS
Conflict Alert.

Referring back to Figure G-1, we can see that after the conflict
alert has been performed, we have a list of nearly conflicting
pairs of aircraft to be used in the simulation of the next wider

G-4
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route spacing. 1If there are no more nearly conflicting pairs or
there are no more route spacings to consider, we go back to do
another replication of the simulation. If there are nearly
conflicting pairs and more route spacings then the simulation
reassigns, the nearly conflicting pairs to the routes. The same
entry times that they had originally are maintained. The newly :
assigned aircraft's positions are then transformed to correspond 3
to the new route spacing. The 1loop is thus closed and the 3
processing continues until all the route spacings and
replications are done.

G4. THE OUTPUT

The output from the simulation consists of several statistics.
First, the traffic generator lists the traffic characteristics:
the particular aircraft chosen, their entry times onto the
routes, the delays that were incurred, and the realized average
traffic flow rates. The tracking and conflict alert part of the
simulation records another set of statistics. These include
the number of flying hours in the sector, the number of aircraft
generating those flying hours, the maximum instantaneous
aircraft count (IAC), the number of hours the conflict alert
function was ''watching” the sector, and the number of conflict
alerts declared. Other miscellaneous statistics concerning the
detailed workings of cenflict alert are also :aken.

G5. THE ANAYSIS OF THE OUTPUT

As Reference (14) points out, there are basically two types of
simulations as far as the analysis of the simulation output is
concerned -~ terminating and steady-state. The difference
between these is the desired result. 1In all cases a simulation
has to be terminated after some finite time interval. In some
cases, one wishes to evaluate steady state property of the
system as if the time interval goes to an infinite length. 1In
other cases, the behavior of the system over a defined
(terminated) length of time is desired such as the peak of the
traffic demand. The simulation of conflict alerts belongs to
the terminating type of simulation. One of the results of
Reference (14) is that for a terminating simulation the usual
statistical tests and procedures can be applied to the output
from the simulation.

pure

In the particular simulation described above, the event of a
conflict alert occurs over a period of time. It is also as
likely that this event will occur in one interval as in any
other and that the occurrence of the event has no effect on




whether or not another occurs. The number of events in a fixed
time with the above attributes is often assumed to have a
Poisson distribution. 1In fact in the results section (Section 5
in Volume 1 of this report) it is shown that the number of
conflict alerts per hour from the simulation does look as if it
were Poisson distributed.

The result we are looking for is the expected value of the
Poisson distribution. The unbiased and maximumm Jlikelihood
estimator is the sample mean. This is the number of conflict
alerts divided by the number of hours which were simulated. We
can also construct a confidence interval for the expected value
of a Poisson distribution (Reference (15). 1If

=-n.n .
f(n) = e‘n§ n=0,1,2.,, (6-1)

i
1

thea for any value n' and o<.5, lower and upper limits of may
be determined such that

Q0 - n
b ok
n=n' n!
(¢-2)
and
n' e /\b)\n
b =0
n=0 n!
such that X\ The values of )\, and )\ are tabulated

for 100(1- ZG’Z = 951 and 99T significance levels in Reference
(15). These tables are applied to the simulation output to
construct 95% confidence intervals for the expected rate of
conflict alerts. The results are shown in Section 5 of Volume I
of this report.
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APPENDIX H

THE NAS CONFLICT ALERT

In Section 3.1.1 of Volume I of this report it was stated that
the conflict alert function in the NAS computer was not modelled
precisely in the Conflict Monitoring Analysis. The NAS Conflict
Alert function uses both horizontal and vertical filters when
determining the condition of conflict between a pair of
aircraft., Since we have assumed the aircraft to be in straight
and level flight at the same altitude, this appendix will
discuss only the horizontal filters used by the NAS Conflict
Alert function,

In the NAS computer the Conflict Alert performs a series of
tests to determine th2 conflict status of a pair of aircraft.
The tests are structured in such a way as to minimize false
alarms, maximize the chance of an alarm on a true conflict while
at the same time minimizing the computational complexity of the
tests.

After the tracks are geographically sorted and tested for being
near in altitude, a series of horizontal filters are applied.
The filters are diagrammed in Figure H-1. The Conflict Alert
has two types of hori:ontal filters, coarse and fine. For each
type there may be twc levels designated as A and B, The type
and level of the filter will depend on the previous history of
the aircraft pair with respect to the Conflict Alert function.
The values of the Conflict Alert parameters are summarized on
Table H-1.

The process starts with position estimates (X;, Xjo Yy,
Y:) and velocity component estimates (ii, X3, ?i, ?j)
ol aircraft i and j. It is first determined what type and level
of filter should be used. The choice will depend on whether the
aircraft pair has been observed previously and, if so, what the
result of the previous Conflict Alert tests were. If the
aircraft pair has not passed any filters successfully in the
past two applications of the filters, a level A filter is used.
1f a level A filter is required then a coarse horizontal filter
is performed on the position estimates:

(X;=X;)2 + (¥;-¥;)2 < MAXR2 (8-1)

where MAXR=55 nmi. 1If the aircraft are separated by more than
55 nmi they are no longer considered by Conflict Alert.
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If the coarse filter is passed the positions and velocities of
the aircraft pair are subjected to the fine filter of level A,

The fine filter first checks if the aircraft pair is in current
lateral conflict., If

R = (X;~X;)2 + (¥;-¥;)2 (B-2)

is less than SEPRZ, a current horizontal conflict exists. For
level A SEPR = 5 nmi and for level B SEPR = 4.2 nmi.

If the aircraft pair is not in curreat conflict, it could be in
predicted conflict. This part of the fine filter projects an
aircraft pair ahead in a straight line for a certain period in
time and tests to see if the aircraft come within a given
distance of each other during that time interval. This check is
done in several steps to reduce computation time. The Ffirst
step is to determine whether the tracks are generally converging
toward each other. If we let

Vc=(xi-Xj)(ﬁi—kj)+(vi—Yj)(?i—?j) (1-3)

then the inquality V. < VELC must be satisfied to continue
testing. For both level A and level B, VELC=8 nmiZ/hr. The 3
sign of quantity V. indicates a closing condition in the X :
and Y directions. If the aircraft were closing in both X and Y
simultaneously then J. would be 1less than zero. If the
aircraft were opening in both X and Y simultaneously, then V.
would be positive. If the aircraft were closing in one
direction and opening in the other direction, the value of V.
may be positive or negative. Even if V. is positive the miss
distance might be small enough to qualify as a potential
conflict. Thus V. is tested against a positive number.

If the aircraft are closing, they may be doing so very slowly,
If the closure is too slow there cannot be a conflict within the
prescribed time interval. If we let

V2=(k;-k5)2 + (¥;-E52 (H-4)

then the inquality v2 >CLOS2 must be satisfied to continue
testing. CLOS is equal to .7 nmi/min for both level A and level

The predicted minimum separation is tested next. The time to
ninimum separation, Tms is -VC/VZ. 1€ V2=0, then
Ta=0. The square of the predicted minimum separation is

(H-5)




Lf R% <SEPMZ then the checking can continue. For level A
SEPM is set to 6 nmi. For level B SEPM is set to 4.8 nmi. The
window is opened wider on level A to allow for a turning
aircraft to be detected at the earliest moment.

After it is determined that the aircraft are predicted to close
to less than the preset minimum, a test is performed to
determine if the minimum separation 1is violated within the
look~ahead time (WRNT). For level A WRNT = 2.5 min. For level
B, WRNT = 2.0 min. The minimum separation is violated within
the look-ahead time if one of the following conditions holds:

e The time to minimum separation, T,, is"less than or
equal to WRNT or

e The square of the separation predicted at WRNT violates
the separation limits.

The square of the separation predicted at WRNT is given by
RZ(WRNT) =R3+( 2V *WRNT) +V2*WRNTZ  (H-6)

Violation of the separation limits occurs when
RZ(WRNT) < SEPPZ,

The value of SEPP for level A is 6 nmi. For level B the value
is 4.8 nmi. Here again, the longer time window on level A is
designed to allow more efficient detection of accelerating
aircraft.

If an aircraft pair passes both the fine horizontal filter and
the fine altitude filter (which is not being considered here) at
level A then it is placed in a conflict pairs table. On the
next tracking cycle this conflict pair will be tested against
the level B set of filters. An aircraft pair is eligible for
controller alert generation if it has been determined to be in a
condition of conflict at least twice in the past three sucessive
applications of the filters. This procedure reduces the rate of
false alarms due to noise in the surveillance system. Once an
aircraft pair has been in a condition of conflict for the 4
requisite number of successful tests, the pair will be
identified to the controller by flashing data blocks and list
displays at the controller's position. This Fflashing will
continue as long as the aircraft pair continues to meet the
Conflict Alert criteria or the coatroller manually turns off the
alarm.




The parameters in Table H-1 labeled as Near Conflict parameters
are those used by the inturvention rate simulation described in
Appendix G. These parameters ace used to identify thuse pairs
of aircraft that might he potential conflict pairs in the
simulation run at a wider route spacing.
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APPENDIX T

GLOSSARY

The total delay time at which the aircraft
pair will come into horizontal overlap
before there is an avoidance turn. (Figure
3-5, Volume I).

One corner of the polygon B (Figure C-4,
Volume IT1).

The alongtrack positions of two aircraft on
their respective routes (Figure E-1, Volume

11).

Azimuth Count Pulse. A unit of angular
measure equal to 1/4096 of a circle (.0879
degrees) (Table 5-1, Volume T).

A parameter of the integral of the circular
normal prohability function (Equation C-6,
Volume T1).

The polygonal area over which one computes
the probahility of observing an aircraft
pair (Fipure C-4, Volume TI).

One corner of the polvgon B (Figure C-4,
Volume TT).

The alongtrack position of an aircraft on a
route (Figure E-1, Volume 11).

The starting time of the periodic
observations (Section D-4, Volume II).

A parameter used to fit the envelope for the
horizontal overlap region (Equation B-21,
Volume TT)

Closing Speed Threshold parameter (Equation
H-4, Volume II).

One corner of the polygon B (Figure C-4,
Volume 1I1).




Dl

Dyin

E(W)

FFT

£(n)
F(n)
f(e)

£(W)

-f‘(Yi ,Vyi)
Foln)

folt)

The minimum projected separation between an
aircraft pair used by the conflict alert
function (Equation 3-4, Volume I).

One corner of the polygon B (Figure C-4,
Volume T1).

The separation between two aircraft
(Equation A-1, Volume II).

The minimum separation between a pair of
aircraft (Figure 3-~3, Volume I),

The expected value of the separation between
aircraft on the same route (Equation E-3,
Volume 11).

The crosstrack distance inside the conflict
region at the initial radar observation
(Figure B-2, Volume IT). The partitioning
parameter for the crosstrack closing speed
(Equation B-18, Volume II).

The Fast VFourier Transform (Appendix D,
Volume TT).

The Poisson probability density function
(Equation G-1, Volume II).

A finite Fourier transform (Equation (D-1),
Volume IT.

A finite, complex series (Equation D-1,
Volume II).

The probability density function of the
separation between two aircraft on the same
route (Equation E~1, Volume II).

The histogram data corresponding to fﬁ.
(Equation F-2, Volume II).

The even elements of the transformed series,
F(n) (Equation D-6, Volume II).

The even elements of the series f(t)
(Equation D-6, Volume II).




fi(Yi’Vyi) The joint probahility density function of
crosstrack deviation and crosstrack speed
from single aircraft observations from
aircraft on route i (Equation F-1, Volume

7).

\

£ (¥i,Vyi) The estimate  for f;(Yj Vyi) (Equation
F~2, Volume I1).

fi(Yi,Vyi) The histogram data associated with the
probahility density function

fi(Yi,Vyi) (Equation F-2, Volume IT).

Foln) The odd elements of the transformed series,
F(n) (Equation D-6, Volume II).

f,(t) The odd elements of the series f(t)
(Equation D-6, Volume IT),

G The crosstrack separation lost during one
radar update time 1interval (Figure B-2,
Volume I1).

g The gravitational constant (Equation B-6,
Volume II).
G{n) A finite Fourier Transform (Equation D-5,

Volume II).

g(t) A finite, complex series (Equation D-5,
Volume IT).

g(v,y) The derived histogram  of crosstrack
separation and crosstrack closing speed.
(Equation F-7, Volume IT).

8(Y,Vy1,Vy2) The joint probability dgnsity function of
the crosstrack separation and the two
crosstrack speeds (Equation F-1, Volume IT).

Q(y,vyl,vyz) The estimate for g(y,Vyl,Vyz) (Equation
F-3, Volume II).

E(y,Vyl,Vyz) The histogram data corresponding to 7.
(Equation F-4, Volume II).

H Dummy Variable (Equation B-14, Volume I1).
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h(t)

h(«)

h(x)

1AC

j(w)

k],kz

Ni,Ny

A distance defined in Figure C-h, Volume II

The convolved density function {(Equation
D-11, Volume II).

The probability density function of the bank
angle x (Figure B~4, Volume II),

The probahility density function of the
alongtrack distance between aircraft on one
route and an aircraft on an adjacent route
(Equation E-2, Volume I1).

Dummy Varigble (Equation B-14, Volume TI).

Instantaneous aircraft count (Appendix G,
Volume I1).

Dummy Variable (Equation B-14, Volume II).

The probability density function of the turm
rate w(Equation B-7, Volume II).

Dummy Variable (Equation B-14, Volume IT).

Distances defined in Figuce C-6, Volume IT.
'
Dummy Variable (Equation B-14, Volume II).

Dummy Variable (Equation BR-14, Volume 1II),
(Appendix A, Volume II).

The maximum separation at which Conflict
Alert will continue to comsider a pair of
aircraft (Equation H-1, Volume IT).

The half series length (Equation D-A, Volume
1I), also the number of equally spaced
initial positions in the Conflict Region
Boundary (Equation B-5, Volume II).

Index of the FFT (Equation D~1, Volume II).

The average flow rate of aircraft on routes
1 and 2 (Equatiom 3~7, Volume I).

The factor which delineates the three cases
of overlap (Equation B-11, Volume II).




v rm——

PFD

PFD{,F

P?

PNDi,F

PNDi,F

P(CB)

P(CB;)

P(HO|CB;)

The probability of first detecting an
aircraft pair on update i. (Equation B-4,
Volume IT).

The probhability of first detecting an
aircraft pair on update i given the first
observation was at F. (Equation B-2, Volume
1.

The proportion of time that the horizontal
separation is lost (Sectiom 2.2, Volume 1),

The probability that the time delay has a
value in the kth cell. This probability
will also depend on the conflict region
boundary cell, i. (Equation B~27, Volume II).

The probabhility that the turn rate has a
value in the /th cell (Equation B-27, Volume
1),

The probability that the aircraft pair will
not be detected in the conflict region on
radar update i given the first observation
was at F (Equation B-1, Volume II).

The probability of not being detected in the
conflict region during the first i updates
given the first observation was at F.
(Equation B-1, Volume II).

The proportion of time that the alongtrack
separation is lost (Section 2.1, Volume 1).

The proportion of time that the crosstrack
separation is lost (Section 2.1, Volume I).

The probability of an aircraft pair being on
the conflict region boundary (Equation B-23,
Volume IT).

The probability of an aircraft pair being on
the conflict region boundary in integration
cell i. (Equation 3-2, Volume I).

The probability of an aircraft pair coming
into horizontal overlap given that the pair
started on the conflict region boundary in
integration cell i (Equation 3-2, Volume 1),
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P(yisayisViag)

q(F)

SEPM

SEPP

SEPR

The joint probahility that the aircraft pair
has a crosstrack separation y; in the ith
cell and has a crosstrack closing speed y;
in the ith cell (Equation B-26, Volume I1),

The probability that an aircraft pair has an
interroute alongtrack separation Ax
(Equation 3-4, Volume I).

The number of multiplications required for
calculating the transform of air N point
array. (Equation D-7, Volume TI).

The probahility density function of the
distance inside the conflict region boundary
at which the first observation is made
(Equation B-3, Volume IT).

The radius of the right cylindrical
collision shape (Section 3.2, Volume T),

The predicted minimum Separation (Equation
H-5, Volume IT).

The lateral separation between tracks
(Equation H-2, Volume II),

Predicted separation at the warning time
(Equation l-6, Volume II),

The proportion of the %k th cell in the
overlap space is enclosed within the
horizontal overlap region corresponding to
the ith conflict region boundary cell
(Equation B-27, Volume 11).

Minimum Separation Parameter ({Equation H-5,
Volume II).

The separation at the warning time parameter
{Equation H-6, Volume II).

The current lateral conflict threshold
(Equation H-2, Volume 1I).

The number of elements in the series on
which the FFT operates (Equation D-1, Volume
11).




ty

TL

VELC

The time variabhle, also a summation index

The total delay time from the time the
aircraft pair enters the conflict region to
the time one aircraft starts its avoidance
maneuver. (Equation B-10, Volume I1).

The 1look-ahead time in the conflict alert
function (Equation A-3, Volume IT).

Time to minimum separation (Equation H-5,
Volume II). ‘

The time the aircraft is in the turn to the
point of closest approach (Equation B-10,
Volume I1),

The time the aircraft pair 1is at the
conflict region boundary (Figure 3-3, Volume
.

The time at which the system has cognizance
that the aircraft pair 1is within the
conflict region (Figure 3-3, Volume 1),

The time at which the aircraft start its
avoidance maneuver (Figure 3-3, Volume I).

A coordinate axis used to circularize the
bivariate normal distribution (Equation C-3,
Volume 11).

The u coordinate value of point A' (Equation
C-9, Volume I1).

The u coordinate value of point B' (Equation
C-9, Volume I1).

The forward velocity of the aircraft
(Equation 3-7, Volume I).

A coordinate axis used to circularize the
bivariate normal distrihution (Equation C-3,
Volume 11).

Converging speed indicator (Equation H-3,
Volume I1),

Converging speed threshold parameter
(Equation H-3, Volume II).
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v2

xn

Vxl,VxZ
ymax
vn

Yy1:Vy2

V(h,k)

Vi

Va

WRNT

Closing speed indicator (Equation H-4,
Volume I1).

The tracker x velocity estimate for scan n
(Equation C-1, Vnlume IT),

The alongtrack speeds of aircraft on routes
1 and 2 (Figure A-1, Volume II).

The maximum crosstrack speed observed in the
data (Equation A-4, Volume I1).

The tracker Y velocity estimate for scan n
(Equation C-1, Volume II).

The crosstrack speeds of aircraft on routes
1 and 2 (Figure A-1, Volume IT).

|

I
The integral of the <circular normal
probability function (Equation C-6, Volume
In.

The v coordinate value of point A' (Equation
C-9, Volume II).

The v coordinate value of point B' (Equation
C-9, Volume IT).

The separation between two aircraft on the
same route (Figure E-1, Volume IT).

Warning Time (Look-~ahead time) (Equation
H~6, Volume II),

The alongtrack, interroute, separation
between a pair of aircraft (Section 3.2,
Volume I).

The alongtrack, interroute, closing speed
between a pair of aircraft (Equation A-1,
Volume 11),

The bounds on the value x (Equation A-7,
Volume I1).

The alongtrack position of an aircraft on
route i (Figure A-1, Volume II).




.

X;(e)

xio,Yio

x(¢t)

The alongtrack component speed of an
sircraft on route i (Equation H-3, Volume
11).

The alongtrack tragectory of the aircraft om
route i (Equation B-9, Volume II),

The alongtrack, interroute, separstion of an
aircraft pair in the ith integration cell
(Figure 3-4, Volume 1),

The tracker predicted X position estimate
made at scan n for the position at scan n+l
(Equation C-1, Volume II).

The reported X position to the tracker from
the surveillance system t scan n (Equation
C-1, Volume 11).

The tracker X position estimate for scan n
(Equation C~1, Volume I1).

The X and Y positions of an aircraft on
route i when it is on the conflict region
boundary in conjunction with another
aircraft on the other route. (Equation B-9,
Volume IT).

A series of data points (Equation D-8,
Volume I1).

The crosstrack separation between a pair of
aircraft (Section 3.2, Volume I).

The crosstrack closing speed between a pair
of aircraft (Section 3.2, Volume I).

The crosstrack deviation of an aircraft from
the centerline of route i (Figure A-1,
Volume 1II). Also the Y  component
(crosstrack) position of an aircraft on
route i (Equation H~-1, Volume II).

The crosstrack component speed of an
aircraft on route i (Equation H-3, Volume
11).




Y;(e)

Yi

z(t)

The crosstrack trajectory of the aircraft on
route i (Equation B~9, Volume II).

The crosstrack separation of an aircraft
pair in the ith integration cell (Figure
3-4, Volume 1),

The crosstrack closing speed of an aircraft
pair in the ith iantegration cell (Figure
3"&, vol“‘e I) .

The crosstrack separation at radar update i
after crossing into conflict region and
being initially observed at F (Pigure B-2,
Volume II).

The tracker predicted Y position estimate
made t scan n for the position at scan n+l

(BEquation C-1, Volume II).

The reported Y positién to the tracker from
the surveillance system at scan n (Equation
C-1, Volume II).

The tracker Y position estimate from scan n
(Equation C-1, Volume II).

The crosstrack separation at the conflict
region boundary (Figure B-2, Volume II).

A shifted series of data points (Equation
D-8, Volume II).

A variable which is minimized and maximized
in Appendix A. (Equation A-6, Volume II).

The convolved density function (Equation
D-11, Volume II).

The NAS tracker position gain (Equation C-1,
Volume 1I), and the significance level for
he confidence interval of the expected value
of he Poisson distribution (Equation G-2,
Volume IT).

The NAS tracker velocity gain (Equation C-1,
Volume II) .

A fixed sampling interval (Section D-4,
Volume 11).
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KL/l

Ké

The histogram cell size for crosstrack speed
(Equation F-2, Volume II),

The integration interval in the alongtrack
dimension (Figure 3-4, Volume I).

The integration inverval in the crosstrack
dimension (Figure 3-4, Volume I).

The integration interval in the crosstrack
closing speed dimension (Figure 3~4, Volume
1).

The Thistogram cell size for crosstrack
deviations (Equation F-2, Volume IT).

The bank angle of the aircraft making the
avoidance maneuver (Equation B-6, Volume II).

The lower, XL, and upper, KU, hounds on the
bank angle distribution (Equation B-7,
Volume TT}.

A parameter of the integral of the circular
normal probability function (Equation C-6,
Volume TI), and the parameter of the Poisson
distribution (Equation G-1, Volume II).

The lower and upper confidence limits on the
expected value of a Poisson distribution
(Equation G-2, Volume IT).

The length of the rectangular collision
shape which represents the aircraft (Table
5-1, Volume T).

The width of the rectangular collision shape
which represents the aircraft (Tabhle 5-1, Volume
1.

The expected value of the crosstrack separation
of an aircraft pair (Equation C-2, Volume II).

The expected value of the crosstrack closing

speed of an aircraft pair (Equation C-2, Volume
11).
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&(h)

The angle the velocity vector of the aircraft on
route 2 makes with the crosstrack axis (Figure
B-6, Volume 11).

The angle the velocity vector of the aircraft on
route 1 makes with the crosstrack axis (Figure
B-6, Volume II).

The correlation coefficient bhetween the errors
in the crosstrack closing speed and separation
(Equation C-~2, Volume IT).

The normal probability integral (Equation C-8,
Volume IT).

The turn rate of the aircraft making the
avgidance turn (Equation B-6, Volume II).
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