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1. INTRODUCTION

In this final report, we present our work performed for the
period 1 November 1979 to 30 December 1980 in the area of
efficient coding and decoding of speech. Much of the work has
been previously reported in project quarterly progress reports
and will be summarized. In addition, three topics, time domain
noise shaping, direct encoding of the 8 kHz sampled speech
signal, and the computational complexity of the algorithm, were
investigated during the last contract quarter. These topics are
detailed fully. As a conclusion to the report, strategies for
efficient algorithm implementation are presented and analyzed

based on the results of the project research.

While reading this report, it is important for the reader to
keep in mind the goal of this project. The encoding algorithm is
designed for the processing of speech already sampled at 8 kHz
and quantized at 64 kb/s. The encoded speech is to be stored in
digital format at approximately 16 kb/s. The encoding, storage,
and decoding processes should not degrade the quality of the
speech as measured by preference tests comparing the original and

processed speech.
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1.1 Organization of the Report

The report is divided into four parts:
o0 An overview of the final APC algorithm.
© The issues of quantization, coding, and stability.

O Quality improvements through noise shaping and pitch
prediction.

© The computational complexity and implementation of the
algorithm,

Section 2 presents an overview of the final APC algorithm.
The processing steps are identified and the parameters are given.
The details of the optimization of these parameters are discussed

in later sections.

Section 3 is mainly concerned with the signal processing and
information theoretical aspects of the project. e
variable-length coding scheme was compared to optimal .19
algorithms and found to be nearly optimal. The adaptive
quantization was analyzed and improved. The basic adaptive
predictive coding (APC) algorithm was found to be unstable under
certain conditions. The cause of this instability was

ascertained and a corrective procedure implemented.

Section 4 is primarily concerned with improving the

algorithm based on perceptual criteria. Noise shaping, both
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remporal and spectral, were implemente2 and @evaliated DO
listening tests. Inclusion of pitzh prediction in +the algorithm

was also evaluated,

Section 5 is concerned with implementation issues. The
computational requirements of the algorithm were examined with
the aim of reducing the complexity for a practical
implementation. Several prospective architectures are proposed
and explored with regpect to the existing technology. Issues of

performance, flexibility, and cost are examined.
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2. OVERVIEW OF THE ADAPTIVE PREDICTIVE CODING (APC) SYSTEM

Adaptive predictive coding ‘APC) 1s 2 simpie nexhod 2f 4data

)]

compression for speech communication. An overview of =n
compressicn process as part of a complete input/storage/output
system is shown in Pig. 1. In this project, the input speech is
digitized before the APC process and has the characteristics as
shown: sampled at 8 kHz, bandlimited 300 to 3300 Hz, and

corrupted by noise and distortions.

The implementation of the APC system employs the "noise
feedback" configuration in Fig. 2. This configuration permits
simple (low computational complexity) implementation of the
perceptually-optimized spectral noise shaping as discussed in
Section 4. The specific parameters used in our implementation
are shown in Table 1. In the APC algorithm, the input speech
signal is resampled to a 6.67 kHz rate, adequate for the given
input speech bandwidth. The processing then proceeds in
non-overlapping consecutive frames of 25.5 ms duration. Each
frame is windowed by a Hamming window and an optimal eighth-order
all-zero inverse filter is computed by a 1linear prediction
recursion. Each filter is quantized via the log-area-ratio (LAR)
parameterization to 33 bits. An additional 6 bits per frame is
used to quantize a gain parameter. The total bit rate used for

parameter specification ig 39 bits per frame or 1530 b/s.
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DATA COMPRESSION
OVERVIEW

i 1:4 64 <aPS

INPUT §4 x8Ps : 16_K2PS -
SPEECH COMPRESS ICN STOPAGE EXPANS ION A

FIG.

1.

8-bit PCM MEDIUM
8 kHz

INPUT SPEECH CHARACTERISTICS:

1. BANO-LIMITED 300-3300 Hz
2. SAMPLED AT 8 kHz
3. CORRUPTED BY:

A. ACOUSTIC NOISE
B. QUANTIZATION NOISE (8-RIT PCM)
C. OTHER DISTORTIONS (E.G., PHASE HITS)

4. 10<SNR<30 d8

Overview of the Data Compression System

Inc.

SuTPUT
SPEECH
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SYSTEM SPECIFICATIONS

Frame Si1ze : 25.5 mMs
204 sampLEs AT 8 KHZ

NON-OVERLAPPING CONSECUTIVE FRAMES

PARAMETERS : 8 LAR'S : 55544433 = 33pBITs
1 GAIN 6 BITS

ToTAL 39 BITS
PARAMETER BIT RATE 1530 B/s

POLE-ZERO NOISE SHAPING:
DAMPING FACTOR ON POLES : 1.0
gy " " zeros : 0,4707 (1600 Hz)
NoISE FEEDBACK CONFIGURATION
ADAPTIVE NON-UNIFORM QUANTIZER

SeLr-SyncHronIZING Cope: 0,10,110,1110, ...

AVERAGE = 2.16 §§#§fg 14413 B/s

ToTaL AVERAGE RATE 16000 8/s
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The resampled speech is filtered by the quantized inverse
filter, A(z). The output of this filter, the residual, is then
input to the APC loop. The design cof the adaptive quantizer in
the loop, a non-uniform guantizer matched to the variable-length
entropy-coding scheme, is discussed in Section 3.4. The
guantization error at the system output is colored noise with
spectral shape that is a function of the speech spectrum. The
pole-zero noise shaping scheme is determined by the APC 1loop
feedback filter, A(z/8). This is fully discussed in Section 4.1.
An average of 2.16 bits per sample 1is used in the adaptive
quantization. Thus, the total bit rate for quantized parameters
and signal is 16 kb/s. The encoded signals are multiplexed for

storage on a digital storage medium.

The synthesis is performed by filtering the quantized signal
by the all-pole filter, A'l(z). Finally the speech signal is

resampled to the original 8 kHz sampling rate.
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3. QUANTIZATION, CODING, AND STABILITY

This section considers issues that are related to the design
of fundamental processing blocks in the system. The *topics are
concerned with the signal processing and perceptual aspects of
the encoding algorithm. The topics include investigation of
fixed-length and variable-length codes, the related quantization

schemes, and the stability of the APC feedback loop.

3.1 vVariable-Length Coding Techniques

In general, use of a variable-length code allows
guantization at a lower distortion (RMS error) for coding at a
given bit rate than is possible with a fixed-length code at the
same bit rate. This is due to the matching of the lengths of the
code words to the sample amplitude probability distribution.
Techniques are available that yield bit rates that are

arbitrarily close to the entropy of the quantized samples [1].

A subclass of variable-length codes are the
self-synchronizing codes. Self-synchronizing codes have the
property that the bit stream is uniquely decodable starting in
the middle of a codeword sequence. This is a great advantage in

a system where trangmission errors are possible. The

self-synchronizing codes, however, are suboptimal and therefore
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may require a larger bit rate than an optimai code for any given
quantization. The degree of suboptimality of a particular
self-synchronizing code was evaluated for the APC system in order
to determine whether the advantages of synchronization outweigh

the disadvantages of a larger encoding rate.

An optimal coding scheme requires knowledge of the sample
amplitude probability distribution. The actual distribution is
calculated and used in determining the code. Since the code
varies as a function of the signal, the code (or equivalently the
sample amplitude distribution information) must be transmitted to
the receiver. The bit rate to transmit this overhead information
may be greater than the bit rate savings due to using a better

code.

For the APC system, we determined the average bit rate
penalty for coding with the self-synchronizing code. The rate
for the self-synchronizing code, 2.147 bits per sample, was
compared to the entropy of the dquantized samples over an
utterance and the bit rate using a Huffman code optimized to the
sample distribution of the utterance. These rates do not include
any overhead information. The average improvement in bit rate in
using the Huffman code was 0.003 bits per sample. The entropy
was only 0.038 bits per sample less that the self-synchronizing

code rate.

10
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From this experimen:, we conclude that “he penalty for using
a self-synchronizing code is minimal. Attempts *o optimize the
coding scheme may actually increase the bit rate due to the

transmission of overhead information.

3.2 Comparison of Variable-Length to Fixed-Length Coding

The majority of APC systems employ fixed-length coding
schemes. The advantage of a fixed-length code is that the number
of bits per second is a fixed, known quantity. The number of
bits that a variable-length <code, specified by the average
statistics of speech, will use to encode an utterance is a
function of the actual statistics of the utterance. The rate may
be larger or smaller than the design goal. The problems that

this can cause are discussed in Section 3.3.

This section describes 1listening experiments comparing
fixed-length coding schemes to variable-length coding at the same
average bit rate. Two types of fixed-length coding schemes were
considered. In the first scheme, the gain factor used to adapt
the quantizer is updated only once per frame. The quantizer
itself is a fixed non-uniform unit-variance quantizer with 4
levels. The Qquantizer is designed as a function of the
statistics of its input for minimum mean-squared error [2]. The

gquantizer output is encoded with a fixed-length code of 2 bits.

11
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The second scheme employs segmented guantization, either
with or without bit-allocation. In segmented quan-ization, each
frame is subdivided into smaller segments, typically up to 10 per
frame. One global gain factor is used for the whole frame and,
in addition, "delta-gain" values are derived for each segment %:o
account for the difference in energy between a particular segment
and the global gain. The quantizer output is again encoded at an
average of 2 bits per sample. The delta-gain values are encoded
at the rate of approximately 25 bits per frame to maintain a

total encoding rate of 16 kb/s.

The delta-gains can be used in two fashions. In the first
approach, they are used to normalized each individual segment
into a unit-variance signal. In this approach, a 4-level
quantizer is used for all samples. A special case of this
approach is first scheme described above where there is only one
segment per frame. In the second approach, we use the principle
of bit-allocation to allocate more or less quantization levels
for each segment depending on the value of its delta-gain. This
scheme, segmented quantization with bit allocation, requires the
availability of several fixed quantizers to be used where
appropriate. The possible choices range from 0 bits per sample

to 4 bits sample. The optimal choice of how many bits to use for

12
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each segment is given by bit allocation under “he zonstraint that

the total number of bits used per frame is constant.

In informal 1listening tests we compared the outputs of
several segmented quantization schemes having 1,3,5 or 10 equal
segments per frame, with or without bit allocation, to the output
of the entropy-coded variable-rate system, all operating at 16

kb/s.

It was concluded that the entropy-coded system produces a
superior output speech quality and, therefore, we continue to use

variable~length codes in our final APC system.

3.3 Frame Synchronization using Variable-Length Codes

Channel errors can have a major effect on the performance of
the system. In analyzing the effects, we have distinguished
between two problems caused by channel errors: sample
synchronization and frame synchronization. Sample
synchronization is a problem if a channel error causes an
erroneous decoding of many samples after the error. The
self-synchronizing code eliminates this problem. A channel error
will only cause an error in decoding the sample containing the
channel error. The error in decoding, however, will be the

decoding of two samples when only one was transmitted or decoding

13
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of one sample when two were transmitted. This can cause loss nf

frame synchronization.

The number of bits used to encode a frame of speech using a
variable~length code is not fixed. It can vary depending on the
statistics of the speech signal in the frame. The duration of
the frame or, equivalently, the number of samples is
predetermined. Bach frame, information related to the linear
prediction filter and the quantization adaptation are multiplexed
into the encoded bit stream before transmission. Under the
conditions of an error-free channel, it is possible to separate
(demultiplex) the parameter data from the coded samples because
of the fg;ed number of samples per frame. If the channel does
cause bit errors, the receiver may decode more or less samples
than were actually transmitted. Unless specific synchronization
information is also transmitted, it may not be possible to
determine at the receiver which bits represent frame parameter

data and which are encoded samples.

For this reason, we have investigated a scheme that will
force the number of bits used to encode each frame to a
predetermined constant. Then, the receiver can separate
parameter data from coded samples by the number of bits received,

not the number of samples. At a frame rate of 40 frames per

14
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sacond, we allocate 39 bits for sarameter da-a and 361 bi=s for
encoding of the speech residual ver frame for a rasultant bHis
rate of 400 bits per frame or 16 x5/s. An additional effect of
this conversion to a fixed number of bits in each frame is *:hat*
no buffering longer than a frame 1s necessary for transmission

over a fixed-capacity synchronous channel.

The method employed to force the number of bits to the
required constant is an iterative technique. A frame |is
quantized and coded by the APC loop. The gain (normalization) of
the quantizer is adjusted as a function of the number of bits
used for the encoding. This iterative procedure converges
rapidly. For a maximum of 5 iterations per frame, the difference
between the desired number of bits and the number of bits
actually used averages only 7 bits per frame. The algorithm
forces the actual number of bits used to be 1less than the
required number. Filler bits are inserted to account for this

difference.

This algorithm to fix the number of encoding bits does
increase the computation per frame. Each iteration requires the
computation of the APC loop including filtering, quantizing, and
coding. Since the algorithm will be implemented by the sponsor

with a magnetic storage disk as the channel, channel errors are

15
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very infrequent. Therefore, we nave eliminated this fixed ra-e

conversion process from the APC algorithm.

3.4 Quantizer Design

The design of the quantizer is dependent on the amplitude
4Aistribution of the gquantizer input as well as the coding
algorithm. The amplitude distribution of the normalized APC
residual can be modeled well by a Laplacian probability density.
It has been shown that for a Laplacian probability density the
optimum mean-squared error duantizer at a given entropy is
uniform. Since the variable-length code attains a bit rate
nearly equal to the entropy, the uniform quantizer will be close

to optimal at a fixed average encoding bit rate using the

variable-length code.

We have seen before that a process may be optimal in one
particular (and often easy to measure) variable such as
mean-squared error but not optimal perceptually. Since the final
judge to the quality of the encoded speech is a human listener,
we seek to optimize in the perceptual domain. Thus motivated, we
experimented with a class of non-uniform quantizers, which,
although sub-optimal in a minimum-mean-gquared-error sense, could
yield results perceptually superior to the case of uniform

quantization.

16
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The non-unifsrm  guantizatian can 2e  implamen-ad a3

w

nonlinearity 2ridr O a unifarm Juantization With =r-e inverse of
the nonlineari«y af-er the iniform guan+tizasion. The
nonlinearities were fixed, i.a., no% adapted as a fincticn »f =re
input signal. Listening experiments were performed comparing =-=re
non-uniform quantization %o the uniform guantization at the same

encoding bit rate.

The listening tests showed that the inverse U-law with a
value of p=12.5 was perceptually better than the other
non-uniform quantizers and the uniform quantizer. The main
feature of this non-linearity was that the quantizer step size
decreased with increasing amplitude. A simple 2-segment
piece-wise linear approximation to the inverse p~-law was then
implemented as is shown in Fig. 3. The normalized step size of
the middle bin (centered around 0) is 1.13 with the outer bin
step sizes of 0.8s6. The percentages of samples (for our data
base) that are quantized into each bin are shown as the vertical
hight in the histogram. Also given in Fig. 3 are the
variable-length, self-synchronizing codewords assigned to each

quantization bin.

Based on the results of listening tests with this simple

quantization scheme, we have included this non-uniform quantizer

17
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intc the APC system. This hnas no effect 2n the use of <he

self-synchronizing variable length coding scheme.

3.5 Stability Analysis of the APC System

In our investigation into APC systems, we have noticed that
the processed output often contains frames with large amounts of
distortion, perceived as "glitches" or "beeps". An examination
of the signal to guantization noise (S/Q) for those frames shows
a much higher noise level that expected. The usually accurate
approximation of the S/Q for the APC system without noise shaping
is the product of the linear prediction gain, S/R or Vgl, and the
quantizer input to quantization noise energy ratio, W/Q. Noise
shaping reduces the S/Q by some amount (which is a function of
the input speech and the particular noise shaping) less than the
prediction gain. These high distortion frames can be identified
by an S/Q that is much lower than this approximation. Often, the
S/Q is negative (in dB), i.e., the noise energy is greater than

the speech signal energy.

An analysis of the APC feedback 1loop, discussed below,
indicates that during those frames, the system is not stable.
Although the autocorrelation method, wused 1in the Llinear

prediction analysis, guarantees that the all-pole filter |is

19
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stable, the stability of the APC feedback 100D <zZannot oe
guaranteed 1in general. Because *+he feedback 1oop contains a

nonlinear element, t-e guantizer, classical stability analysis
techniques cannot be applied directly. By making some reasonable
simplifying assumptions, a parametric analysis was performed
using the noise-feedback configuration of the system (see Fig.

2).

The power gain (PG) of a filter is the ratio of input to
output power for a white noise input signal. When the PG of the
APC loop feedback filter, A(z)-l, is greater than the quantizer
input to quantization noige power ratio, W/Q, the system is not
stable. If a uniform quantizer with variable-length coding is
used, the quantization noise level is fixed. Then, W/Q and the
bit rate will increase until W/Q is larger than PG. Attempts to
iteratively adjust the quantizer to force a fixed bit rate (as
described in Section 3.3) will fail because this changes neither
PG nor w/Q. There will be no value of quantizer
gain-normalization that will yield the required bit rate. If a
fixed-length coding scheme were used, the bit rate would always
be constant. The quantization noise would increase until the
noise can no longer be modeled well by white noise. This has the
effect of decreasing the feedback filter PG until the system is

stable.

20
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The system 1is stable {f PG 1is less =han W. 3. S y3%em
performance, however, 4025 suffer if PG is close o W/),. 1€ W 3

is 5 dB greater than PG, the S/Q is reduced oniy 2 4B. I[€ W/2 is
only 1 dB greater than PG, the S/Q is reduced by 7 4B. Thuas,

even if the system is stable, performance can be degraded.

There are two schemes we have implemented to solve the
stability problem, both relying on reducing the power gJain of the
feedback filter. 1In the first method, if the PG is large enough
to cause a loss in S/Q of more than 1 4B, the PG is reduced by
modifying the feedback filter. This modification is produced by
changing the signal autocorrelation vector for the frame and
computing a new linear prediction filter. This new filter is no
longer the optimal linear prediction filter. The resulting loss
in prediction gain, however, is more than compensated for by the

increase in S/Q.

The second method is a consequence of the noise spectral
shaping scheme we have implemented. The noise spectral shaping
algorithm has the effect of modifying the feedback filter in a
manner that reduces the power gain. Experimental results show
that when the noise spectral shaping described in Section 4.1 is
used and there is no iterative modification of the quantizer,

then the effect on the bit rate is minimal. For this system

21




G Tam g (Ey GED EES eets s e

Report No. 4567 3ol 32ranec< and Newman Inc.

where there 13 not a requirement for a Zixzxed =i

r

rate /only a
fixed average bit rate), noise shaping is the preferred method to
reduce the ©problem of instability. This is Adiscussed

additionally in Sectior 5.1.1

22
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4. NOISE SHAPING AND PITCH PREDICTION

*n this section, we consider i{ssues tha* are directed toward
improving the perceived quality of the processed speech. Most of
the results rresented here are the result »f informal 1listening
tests. The results of these experiments show that the value of a
parameter that has been optimized perceptually is often different
than if the optimization were by signal-to-nocise ratio, minimum
mean-square error, or other easily measured quantity. The
experiments presented here evaluate the effects of spectral and
temporal noise shaping and the inclusion of a pitch prediction

filter into the system.

4.1 Spectral Noise Shaping

The APC system without spectral noise shaping has an error
which can be modeled well by white noise. For a given order of
prediction filter, tiis system is optimal in terms of the minimum
mean-square error. We have previously shown that the system with
a white noise error is not optimal in terms of perceived quality
of the output speech. Spectral noise shaping attempts to improve
the quality of the processed speech by minimizing the
detectability of the noise. This noise shaping is a dynamic
process, adapting at each frame as a function of the input speech

signal.
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We investigated severa. Jdifferent spectral noise shaping

schemes. Because of the oro

()

ect emphasis on reduced
computatinnal complexity, the noise shaping schemes that we
implemented were all simply Aderived from the all-vole linear

prediction estimate of the speech short-time spectrum.

The noise shapings all had poles and/or zeros at the same
frequencies as the frequencies of the poles in the linear
prediction filter. The bandwidths of the resonances were varied
in the experiments by moving the poles and/or zeros closer to the
origin in the z-plane. The preferred spectral noise shaping

filter is given by

X (1)
= Alz/3)
B(z) Az
with
8 = 0.4707

where 1/A(z) is the linear prediction estimate of the speech
spectrum and # is the damping parameter. The value of $=0.4707
produces a bandwidth increase of the resonances of 1600 Hz. An
example of the spectral noise shaping is shown in Fig. 4. The
all-pole model of a typical vowel spectrum is plotted along with
the spectral envelopes of quantization noise with and without the

noise shaping. Without the noise shaping, the noise is modeled
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well by white noise. With the noise shaping, the error is shaped

as a function of the all-pole speech spectrum.

This noise shaping, having poles at the same locations in
the z-plane as the linear prediction all-pole filter and zeros at
the same frequencies but closer to the origin, is simple to
implement in the APC noise~feedback configuration. The only
additional computation involved is 8 multiplies per 25.5 ms frame
to modify the feedback filter coefficients in accordance with the
damping. As mentioned in Section 3.5, the modification of the
feedback filter to implement the noise shaping lowers the power
gain of the filter and reduces the problems due to instabilities

of the feedback loop.

4.2 Temporal Noise Shaping

In this section we describe our efforts during the last
quarter of this project to control the variations of the output
noise energy in APC. Our experiments were motivated by the
observation that sometimes the output noise is more aﬁdible
during some intervals of the speech than in others. It is
recalled that we are using an adaptive quantization scheme with a
gain factor, at each frame, given by:

25

S




Report No. 4567

Bolt Berarex and Newman :nc.

| J ]

ALL-POLE MODEL OF SPEECH SPECTRUM

OLE-ZERO NOISE SHAPING FILTER
-

APC NOISE WITHOUT NOISE SHAPING

——

RELATIVE ENERGY (dB)
|

1k 2k 3k \

FREQUENCY (Hz)

FIG. 4. Spectral Noise Shaping in APC
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where E; is the energy of the linear prediction residual at the
ith frame. Thus, the output noise energy in APC is proportional
to Ei and varies in time from frame to frame. To have control

over the noise level in time we decided to use the following

' 3 -
G, = 1/ VE| £ (1)

1

expression for the gain:

where Y is the new parameter to control the extent of time~domain
noise shaping. Ej is the geometric mean of all E; values, l<icM,
where M is on the order of 150 frames. Note that the case y=l is
a special case of noise shaping that results automatically from
the conventional implementation of APC. For Y=0 there is no
noise shaping because the gain Gi is constant and equal to
1/ VEO' For that case, the output noise level is constant in

time and proportional to Eg.

Under the condition that E; be the geometric mean value of

E.

ir it can be shown that all cases operate at the same average

bit-rate and at the same average segmental signal-to-noise ratio
(SNR). What is different for different values of Y is the total
output noise power, measured over M frames, and the manner in
which the noise energy varies in time. The effect of non-zero
values of Y on the operation of the APC system is the trading of

bits among frames, such that the SNR of some frames isg improved
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at the expense of decreasing the SNR of other frames, while

maintaining the same average bit-rate.

We experimented with different values of Y. For Y<l, the
SNR improves at those frames where Ei>EO relative to the case
with Yy=l. However, the SNR decreases at those frames where
E; <Eq. relative to the case with Y=1, and the SNR decreases where

E;>Eq-

For a clean speech data-base, informal 1listening tests
showed that a wvalue Y=0.9 is perceptually optimal. However, €for
the noisy speech data-base used in this project we were not able
to find a value of Y that ylelds results perceptually superior to
the case Y=l. Por that reason, we have not included time-~domain

noise shaping in the final APC system.

4.3 Pitch Prediction

The prediction filter determined by the eighth-order linear
prediction algorithm is a "short-time" prediction based on the
first eight terms of the speech autocorrelation vector. Speech,
however, has a large correlation at delays equal to the pitch
period, on the order of 3 to 20 ms. The pitch predictor is a
second predictor filter to account for this "long-time"

correlation.

28




- —— —atona

Report No. 4567 Bcl* Beranex and VNewnman Inc.

For this investigation, we implemented pi%ch predictors »nf
order n, l<n<5. The pitch predictor i3z implemented as an n-%tap
finite impulse response (FIR) filter. The pitch predictors were

implemented in the APC system with spectral noise shaping.

Listening experiments using noise-corrupted speech
utterances were performed comparing the system with each of the 5
pitch predictors to the gystem without ©pitch prediction.
Although there was a slight improvement in quality with the pitch
prediction, we feel that the improvement was not adequate to

offset the additional computational cost of the implementation.
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5. ALGORITEM IMPLEMENTATION

In this section, we consider the issues germane to efficient
implementation of the APC speech coding algorithm. The algorithm
resulting from our research described in this report is examined
to determine its computational complexity. To reduce the amount
of computation required for the algorithm, several modifications
have Dbeen examined. These modifications and their effect on
system performance are described. Finally, we discuss several

possible architectures for implementation of the system.

5.1 Computational Complexity of the APC Algorithm

The APC gystem is comprised of two major tasks: analysis
and synthesis. The implementation of these tasks may be of very
different architectures. This reflects differences in
computational complexity and in the requirements of input and
output performance. 1In Fig. 5, the system flowchart is annotated
with the approximate number of thousand multiply-accumulate
(KMAC) operations per second. This is a reasonable approximation
of the complexity of the algorithm for a processor where
computational speed is the overall limiting factor. Since the
APC system redquires much filtering, this assumption should be

true for most processor implementations. We see from the
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flowchart that over half of the total compu%ation i3 %5 implement

the resampling operations. This 135 4discussed in 3Secticn 3.0..2

and 5.1.3.

5.1.1 APC Feedback Loop Stability

In Section 3.5, the 1issue of the stability of the APC
feedback loop was discussed. Two methods of solution for the
stability problem were proposed. Both methods rely on reducing
the power gain (PG) of the feedback filter. The first method
uses an iterative technique to modify the prediction filter found
in the 1linear prediction analysis. By adjusting the
autocorrelaticn vector of the input speech frame, a filter with
smaller power gain is produced with little loss in prediction
gain. Referring to Fig. 5, the linear prediction recursion must
be performed for each iteration. The windowing of the frame and
the autocorrelation calculations are not repeated. From the
standpoint of computational requirements, this technique is not
very costly. The other method, however, requires no additional

computation.

The second method uses the spectral noise shaping in the
noise~-feedback APC configuration. The modification of the

feedback filter to implement the desired noise shaping has the

effect of reducing its power gain. This method, therefore, is

preferred for use in the aystem.
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5.1.2 EBfficiencies in Resampling

As seen in Fig. 5, the resampling operations account for
over half of the computation involved in the APC system. The
resampling is implemented by interpolation and decimation
operations involving filtering. Because of the decimation
involved, finite impulse response (FPIR) filters do not require
more computation than would infinite impulse response (IIR)
filters. A shorter length FIR filter, however, would reduce th=2

computation.

The original algorithm used an equal-ripple design FIR
filter of length 250. The results of our listening tests show
that a Hanning window design FIR filter of 1length 100 is
adequate. This results in a savings of 60% of the computations
over the system with a filter of length 250. This assumes that
the system is used with 3.8 kHz lowpass anti-aliasing filters
before the A/D converter and after the D/A converter. This
filter of length 100 is used in determining the number of

calculations in FPig. 5.

Further 1listening tests were performed with filters of
length 64. This would yield an additional 36% savings in
computation over the FIR filters of length 100. These filters

degraded the processing for the system with 3.8 kHz 1lowpass
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anti-aliasing filters. When 3.2 kHz lowpass filters were used,
the degradation was not audible. Thus, the sponsor should

consider using 3.2 kHz lowpass anti-aliasing filters 1in the

synthesis stage of the system.

5.1.3 Coding of the Residual Sampled at 8 kHz

The input to the APC system is noise-corrupted speech that
has been bandlimited to 300 - 3300 Hz. The sampling of the
gspeech signal is at 8 kHz, adequate to represent a 4 kHz
bandwidth signal. Since the system encoding bit rate is fixed at
16 kb/s, the average number of bits per sample may be increased
by sampling at a frequency of 1less than 8 kHz. With this
motivation, the resampling operations have been included in the
encoding algorithm. The input speech is resampled from 8 kHz to
6.67 kHz before processing and resampled from 6.67 kHz back to 8
kHz at the output. This change of sampling rate increases the
average number of bits per sample from 1.789 to 2.147. The
effect is to increase the average residual-to-noise ratio (W/Q)
from 9.2 4B to 11.0 4B, an increase of 1.8 dB. 1If we consider
only the noise that is within the apeech band, the increase is

only 1.0 dB.

Because the resampling operations require a large amount of

algorithm computation, we investigated methods of eliminating
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resampling from the algorithm. The resulting computational
requirements due to coding directly at 8 «Hz are shown in Fi7j. 5.
The computation for analysis decreased by about 32% while the
computation for synthesis drops by 663%. The number of operations
assumes that 8 pole 1linear prediction analysis 1is still
sufficient. Using 10 pole analysis would reduce the savings due

to 8 kHz coding.

It was conjectured that our improvements to the algorithm
quality would allow the slight degradation caused by having a
lower W/Q. Since this was a major modification to the algorithm,
several of the parameters, especially the spectral noise shaping,
needed to be reoptimized for the direct encoding at the 8 kHz

sampling rate.

First, we investigated a technique designed to take
advantage of the oversampling of the signal at 8 kHz. This
technique was designed to reduce the noise within the speech band
while increasing the noise in the 3.3 to 4.0 kHz region by a
spectral noise shaping scheme. Examination showed that the
maximum gain in S/Q to be realized from this technique was less
than 1 dB. We decided not to use this technique because of the

additional computation required to achieve this gain.
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Next, we invegtigated direct encoding at the 8 kHz rate with
no additional processing. Reoptimization of the spectral noise
shaping damping factor resulted in a value of 0.5682, equivalent
to a 1200 Hz bandwidth increase of the resonances. Listening
experiments showed that trained 1listeners could distinguish
between the original and processed utterances. The degradation
of the processing was slight and may not result in any
differences between original and processed utterances in a

preference test.

A final experiment included a 3.2 kHz lowpass anti-aliasing
filter at the output of the D/A converter. The use of this
filter reduced the audibility of differences caused by the system
processing. If the sponsor were to use a 3.2 kHz filter in the
gsystem, we believe that the resampling operations could be

eliminated.

5.2 Architectures for Implementation

There are several possible implementation strategies for the
APC sgystem. A brief review of the system performance
requirements will help to clarify the discussion regarding the
features of each proposed architecture. Several technologies are

reviewed as to their performance features. This information is
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then used in a discussion of the applicability of each of the

technologies for implementation of the APC system.

5.2.1 Input and Output Channel Requirements

The input speech for the APC analysis has been digitized at
an 8 kHz sampling rate at 64 kb/s. Three possible sources have
been identified:

1. The speech may be stored on a random access magnetic
storage device. The retrieval and compression of the

speech events should keep up with the rate of new
speech being entered into the storage.

2. These speech events may be put on a 1.024 Mb/s digital
data stream, representing a single voice channel that
has been speeded up by a factor of 16, i.e., the speech
input channel is 16 times real-time. The analysis
processor should be able to perform at 16 times real-
time.

3. The speech events may be contained on a 1.544 Mb/s
commurication 1line. This corresponds to a maximum
speech rate of approximately 24 times real-time.

To keep up with the input speech events, the analysis processor
must have an average processing rate greater than the maximum

rate of speech on the source channel.

The synthesized speech output must be available to 64 or
more independent listening stations at all times. Each of the
listening stations must be able to quickly access and play any
speech utterance stored on the system. This may be performed by
directly communicating with the 1listening stations or by

buffering through a storage medium.
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5.2.2 Present Technolcqgy Performance

There are several technologies that offer the performance
necessary for real-time operation. The basic requirement is for
computational power. Both analysis and synthesis require a
processor designed for fast multiply-accumulate operations. We
investigated the performance specifications of three technologies
that are appropriate for the APC system implementation:

l. Array Processor Implementation.

2. p-Processor & Signal Processor Chip Implementation.

3. Custom Very Large Scale Integration (VLSI)
Inplementation.

Array processors have several important advantages over
other approaches. When purchased, they are complete and
(hopefully) debugged processor systems ready for interfacing to
the main system. Thedir ability to be programmed, sometimes in
higher 1level languages, results in relatively 1low development
costs. Hardware costs per processing unit, however, are much

higher than the other possible technologies.

Two examples of array processors are the Floating Point
Systems AP120B and the Culler-Harrigson Systems CHI-5. The AP120B
provides floating-point computation with a 167 ns cycle time. It

has been field-proven to be reliable. Price per unit ranges from
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$50K to S$S100K depending on options. The CHI-S5 has integer and
floating-point computational modes with a basgic cycle time of 250
ns. Price is estimated at under $10K, but no units have been
delivered as of this date. Culler-Harrison Systems, 1in
conjunction with Motorola, has already begqun development of a
smaller, cheaper, and less power consuming model of the CHI-5

using a VLSI aritnmetic processing chip.

Another possible implementation is to develop a processing
module based on a signal processing chip with p-processor for
logical control. While development 1is more costly than an
already designed array processor system, production costs per
unit 1is significantly 1lower as are the size and power
consumption. Several appropriate signal processor chips are
presently on the market. These include praducts by WNippon
Electric Corp., American Microsystems, Inc., and TRW. It is
expected that several other companies will introduce similar

signal processing chips in the near future.

All of the presently available signal processor chips
perform fixed-point computation. Multiply-accumulate operation
accuracy of thege different chips range from a 12 bit by 12 bit
multiply with 16 bit accumulate to a 16 bit by 16 bit multiply

with a 32 bit accumulate. The truncation (quantization) effects
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in computation can result in degradation of speech quality if the
word lengths are not sufficient. Cycle times for these

processors range from 140 to 300 ns.

A third possible technology is that of custom VLSI chips.
Present VLSI technology allows implementation of many small
systems on single chips, e.g., speech synthesis chips and
P-processors. It is estimated that the complexity possible on a
chip will increase by several orders of magnitude in the next
decade. Much larger systems can then be fabricated on a single
chip. VLSI is the smallest of the possible implementations.
Although development costs are high, each delivered unit is very
inexpensive. Power requirementg are also minimal. Also,
computer-aided design techniques for the automated design of VLSI
systems will reduce VLSI development costs significantly in the

next several years.

5.2.3 Possible Architectures for Analysis and Synthesis

A8 we have seen in Section 5.1, the analysis process
requires more computation and logical control than does the
synthesis process. At 16 or more times real-time (and assuming
no resampling operations), the analysis would require 3650
thousand multiply-accumulate operations (KMAC) per second or one

MAC per 275 ns. An array processor, the APl20B can perform a
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floating point MAC every 167 ns. Several signal processing chips
and/or custom VLSI can also perform multiply-accumulate

calculations in less than 275 ns.

The synthesis process is much simpler than analysis. One
synthesizer requires only 64 KMAC per second or one MAC per 15
Bs. For 64 listening stations, 64 times real-time operation
would be required if all stations were in use at once. This

would require 4096 RKMAC per second or one per 244 ns.

It should be noted that the problems of implementation for
the 64 times real~-time synthesis is very different than those
encountered in implementing the 16 times real-time analysis. The
data source for the APC analysis is one serial data channel with
each speech event being a contiguous data stream. Thus, a single
processor or a pipelined multi-processor architecture is a
natural choice for the analysis. The output for the synthesis is
64 simultaneocus, independent speech events. While it is possible
to have a single fast processor performing synthesis for all
listening stations at once, logical control for the multiplexing
of processing between the 64 speech events may be a problem. An
obvious solution is a parallel multi-processor approach using a
single processor for each of the listening stations. Each of

these processors has relatively little computation to perform.
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Control of communication to the listening stations i3 simple. A
possible disadvantage due %o a parallel multi-processor approach
is the need to allow each processor access %o the speech data on

the main magnetic storage.

In choosing between technologies for the analysic and
synthesis operations, it is important to consider the
contribution of development costs and hardware costs to the total
cost. PFor a single processor per system, hardware cost may be a
small part of the total cost. A more expensive array processor
could be very cost effective. Alternatively, if 64 or more
processors were needed to perform an operation, the hardware cost
may be the major part of the total cost. Custom VLSI might then

be the most cost effective approach.

We have investigated some of the issues regarding
architectures for implementation of the APC gpeech system. Our
calculations of computational complexity show that due to the
requirements of many times real-time operation for both analysis
and synthesis, some of the possible implementations would be near
the present limitations of the chosen technology. We feel that
an in-depth study including preliminary designs of the processors
in each of several technologies is necessary before final design

and fabrication/construction.
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