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1. Introduction

Several test statistics in multivariate analysis are

based upon certain functions of the elements of the sample

covariance matrix or sample correlation matrix. For example,

the sample correlation coefficient, partial and multiple

correlation coefficients, and various transformations of

the sample correlation coefficients depend upon the elements

of the sample covariance matrix and correlation matrix, The

exact distributions of many of these statistics are quite

complicated and so there is a need to derive asymptotic

expressions of the above functions. In this paper, we

consider asymptotic joint distributions of functions of the

elements of the noncentral Wishart matrix and the associated

noncentral correlation matrix.

In Sectioma 2 of this paper, we derive the asymptotic

joint distribution of certain functions of the elements of

the noncentral Wishart matrix. The first term in the asymp-

totic expression is the multivariate normal density, whereas

the second term involves partial derivatives of the multi-

variate normal density. Similar expressions are given for

the case of the noncentral correlation matrix. The method

used involves expanding the functions in terms of Taylor series

and computing the characteristic functions. Olkin and

Siotani (1976) obtained the first term in the asymptotic

joint distribution of functions of the elements of the central

.
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correlation matrix. Siotani and Hayakawa (1964) obtained

the first terms in the asymptotic joint distributions of

the partial and multiple correlation coefficients by express-

ing them as functions of the elements of the central Wishart

matrix. Konishi (1979) obtained the first two terms in the

asymptotic joint distribution of various functions of the

central correlation matrix; these results are special cases

of the results given in this paper. In Section 3 of this

paper, we studied the accuracy of the asymptotic expressions

given in Section 2 for some special cases. Asymptotic ex-

pressions for the joint distributions of functions of the

elements of the sample covariance matrix are given in Section

4 when the underlying distribution is not multivariate normal.

Finally, applications of the results of this paper are dis-

cussed in Section 5.
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2. Joint Distribution of the Functions of the Elements

of the Noncentral Wishart Matrix

Let X .... X be distributed independently as multi-

variate normal with mean vectors p 1 .. ..'-n and covariance
n

matrix Z = (a..). Then, the distribution of S= X.X=(Si.)' j ~j l 1

is known to be the noncentral Wishart matrix with n degrees

of freedom and E(S/n) = E + (M/n) = Q, with noncentrality
n

parameter M = i ijjP = n(v .). Now, let

Ti(S/n)= T i(Sl .. ..,s pS 23 ... ,Sp p)

for i = 1,...,k, where s.. = S../n,are analytic functions in

the neighborhood of £ = (. .). Also, let13

a.') = j2 a T (S/n) (2.1)
102 2 asjlJ2 i (S/n) = 0

( 21+6..~ [1+61 .132

a(i) 2 = D T.(S/n)JlJ2*jsj4 2 2 as. as
" .]34 lA (S/n)=Pl

where 6hk is given by
hk,1 h=k

hk =0 htk.

The Taylor expansion of Ti(S/n) about S1 is

3



T

T.(S/n) = (o) + a.) ((S /n)- )
j 1=l *j2=1 jlJ2 'j2 J2

2 Jlj*j i((S. /n)-w. 2 In )(j J~j
2 3 , 4  3 " 4 SjlJ2 3lj)"

(2.2)
+ higher order terms

where denotes the summation over all
Jl'j2 . Ju

values of jlj 2 ,...,ju varying from 1 to p.

Now, let

.. = V {T.(S/n) - T(Q) 1. (2.3)

3 A
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Using (2.2), we obtain the following expression for the

joint characteristic function of L' = (L 1  L k

k
=(t) E{exp(i t.L.)}i J J (2.4)

= El(t) + E2 (t) + O(n - )

where t' = (t1 ,...,tk), and

k
E = Ejexp[VAi Y. ' ~(g ((S. . /n )-w)J

le 9= I.jj,0.2 12 JlJ 2

(2.5)

=exr[ nJ tr B] i J):-]__ exp.[i tr( 14B 1- cr  Fn B

k 0) k M
B ti(a ) At.

2 jl j 3,J'J4 I'JtjP3 4 jlJ2 jlJ2 J3J4  4

(2.6)

i 1, jlJ ilj 2  jljJ2/) j2

Starting from (2.4), we obtain the following asymptotic

expression for the joint characteristic function of 1I,...Lk:

4

:1



(2.7)
; k

+-[- )i i t t t (h2 +h ) + (n-)

1 2' 23 l. 2 2 3

Q( Q .( i) Q. i - 2 tvi II 1 " 4 trR I IDJ
I I 2 3

lll:'jl''J...J..'." . .................... ,J'), .. J4 2,~+(4 g 3. ,1,. ,1,J Ill

h N 2 t. It iR) 2) ,+ J (2.I)

(i I)~ 7 ~,'2 7 : it )) R~ 2 ) i (2.)

+ o . )(".. + V ,

3~ J4 2i I"

I  I j,.i , .i I 2 :' 1J :JJl Z. 3J4 -1-4

and

R -) A(i)z , 4 (i) = - i Mln,

=()= ~) Ti)=_ A(i)Z

3' n "

and U i- denotes the (i,j)th element of matrix U = (U i).

By inverting the above characteristic function, we obtain

the following expression for the joint density of L1 ... Lk:

*1 5



k

f(Ll,...,Lk) = N(L,Q) {1 + 21  H i(L) h (2.9)k 2/ i 1l

+ k H (L)(h 2+h3 )+O(n-1

where

N(LQ) exp (- Q LQL)
( vr(2 .10)

Hj ... j (L)N(L,Q) = (-1 )u  a - N(L,Q)
U- Th. ...DL.

J1 Ju

The correlation matrix is given by R SSS = (ri)

where S 0  diag.(Sl1 ,.. .,s pp). Now, let

Gj(R) = G (r1 2 r1 3 ... r rr ...,r

(2.11)

be an analytic function in the neighborhood of

0 0  P* = (p* ) where S1 = diag.(. .. ,W If we
0 0 30l' PP

denote rk k by Tk k (S/n), Eq. (2.11) can be written as

G G(R)G(T12(S/n),...,TpI'p(S/n)) (GoT) (S/n). (2. 12

Now, let

6
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(j)
k k . i

k kI 1 I I !

1 2 , 1 Itr I4 ,"k I

in E(j. (2.1). Then we obtain

a) = ( 6. (GT) (S/n)

132 J],J2 (S/n)=Q' (2.13)

l (,j) (klk 2 )
""~( It~k

) 1, 2
I - 2 1' 22

4((1+6. (nT) CS/u)

a '} J2"J la 4 Jk3J hi? J ,12 S/n)=a

(0j) (k k2) (k3k4 )} }. c k k k

k I k k <k !2 :3}1 12J 4
1 2 3 '1

S(j) , ( ( ) kk 2 ) 
(2.14)

I 1 " k 1 2

where

I ___ ~ k1 'J2  k2 or j, k 2,J 2 k,

k k.) k,)

(k I"k k .I

'(kl 1 k 9 ) _ k

I 2w11 t 2  
= k1  (2.15)

1

I ,2
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1 :./. f'or any 31 va lI(':i ol j IJ2,j3 * j 4  (IqUa I I k 2

I I ' ' 2

-1

.....- __~I" . ., for any 3 valties of j 1 ,. 2 ,j 3 ,j 4 equal to k1
4 k I It t i2 k,

(klk 2 )  ItI k for ,j 1 =.]2='k , ,|.I=-'4=k2

(klk 2 .)g = 1 2--

2,,34 Ik k I k k 2  or 2=k2 .ji=,j4=k I

Iu
... ' or al I ,IjtI=,j 2=.j.] .J4= l i ,  i=1,2

k .k.

G o t.herwi.-(,

Substituting (2.13) and (2714) in Eq. (2.9) we obtain the

;a,;ympf) ic" dnsitv r'(or functions of the elements of corre-

lftion matrix.

rl
'.1
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3. An Empirica':l Stidy )n L.he Accuracy of the Asymptot ic

I.xpr(ss n ns

In this. sction, we study the accuracy of the

asymptot:ic oxpressions der ived in Section " for

some special cases.

We will first study the accuracy of the approximation

for the distribution of the noncentral chi-square. Let

yi = Sit/ii ror i=I,2,.... ,p. Then y, is distributed as

the noncentral chi-square distribution with n degrees or

rreedom and with the noncentral I l.y parameter y = nv 1/11-

Now ]et

Y J ux(n/2)+J-l

Pxp(-y/2) ) , n/ 2)+: ( exp(--x/2)dx
J=() J2 '((n/2)+j0) 0

(:i.1)

and u is given by

2 2 (n/2) f exp(-x/2) x 1"'2 )-1 dx = 0.95. (3.2)

The left-side of (3.1) is the probability integral of y

Also the left-side of (3.1) is equivalent to the left-side of

(:t.2) when y=(). T'ahle 1 ivon Ielo)w compares the exact

values of O with the corresponding values obtained by using

the asymptotic expression (2.9).

TABLE 1

Comparison of the Asymptotic Expression with Exact

Expression for the Noncentral Chi- qqare Distribution

n U 0(1) O(n-a 0(1)40t(n-x

r 5 11.071 0. .9726 -. 0358 .9368 .95

16.47 .1163 -. 0091 .1072 .10

9
1
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TABIJE I ((ont iiUed)

1 U y 0(1) (n - A) 0(1)+O(n - f) Exact

2.67 .7727 .02,15 .7972 .80

1 0 18.307 0 . 96981 o2 G,0 9424 95

20.53 1132 -. 0082 1050 .10

3.71 .7820 .0159 .7979 .90

20 31.41 0 961. -. 1 6 9458 95

26. 13 1 l04 .- 00)(71 .1033 .10

5.18 .7880 .0105 7985 .80

:o .13. 773 0. .9623 -. 01 5.1 9470 .95

30.38 1 O8I -. 006; .1025 .10

G . 311 7906 .0083 .7988 .80

rhe, values in the coltumn "0(1)" give the values of f when

the first term in the as.ymp tt.ic (xprossion (2.9) is taken

whe.re.as the column "0(1)40(n)'' givos the values of (3 when

the first two terms in (2.9) are tik.n. IThe volumn "0(n- i:) ' '

gives the contribution of the second term in (2.9) to the

valio if Ii. The exav I. valiPes givon in thI la.sl' column are

linl-en from Owen (1962).

We will rompare the asymptotic expnnsi ofn given by (2.9)

for the di.tribution of y y ., with t he cor r(ponding vxal

txpre ssionr. When 12  = 0 th, diIF.lr ill ion ofl yl+y2 i. Ih

nonc entra] chi-.squaro with 2n (de groes of I'i-V,,cdm and with

Y 4-Y2 as the, nloncentral ity parameter wh,'. 1 = v 1 1 /'3 1 a fnd

n v 2 2 C Whe h itiuio
22/22 " Wn 12 ¢ 0, tho distrilt ion of yl+y2 is

th,, sime as th,! distribul,ion or a qutdr:aii form in the

nonc(-n tral asfi' . Now, I t

ply 1  4 Y2  '1 1 'Y 21 (3.3)

10
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where

Plyl + Y2 < uIP=0,Y=Y2= 0 !  0.95 (3,4)

In Table 2, the entries in the column "0(1)+0(n--)"1 represent

the approximate value of IN when the first two terms in the

asymptotic expression (2.9) are taken, The entries in

the columns "0(1)" ar.d "O(n-)' represent respectively the

contribution of the first torm and the second term of the

above approximate value of 0. The entries in the column "exact

values" are computed by Monte Carlo methods using the IMSL sub-

routine G(;NSM. In computing the simulated values, 5000 trials

are performed.

TABLE 2

Comparison of the Asymptotic Expression with Exact Expression

for the Di.-;tribution of Sin of Corre latod (:hi-Square Variables

n u Y1  '2 Y)(1) O(n A") 0(l)+U(n- ) Exact

10 31.41 0. 0. 0. .9644 -. 0186 .9458 .95

.5 0. 0. 9467 -. 0230 .9237 .9364

.5 4. 2. .7353 .0238 .7591 q7574

.9 0. 0. .9100 -,0192 .8908 9032

.9 4. 2. .7092 .0310 ,713n 7362

25 67.505 0. 0. 0, 1900 -. 011 948 1. .95

.2 0. 0. .9570 -. 0125 0444 t9454

.8 0. 0. 9142 -. 0126 .9016 19018

.5 4. 2. .5730 ,028) .6019 5960

We now discuss the distribution of the ratio F 0 = yl/y 2 .

The distribution of F 0 is known (Bose (1935) for y 1 =Y2 =0 to be

2n (1-2)n/2ri (n+) I F0  (J+F )

f(F) = 2 2 ') (n4-l)/2 (3.5)

Fv I'( n)I 1+(]+] _) -4 2F) (I

; 11



IFinn(y (19 38) ,;h(w(.(l Ilaf

P1) '0  ." 
2 }  1 1 - Tx 1. , Al)( . )

Whel I2

_______ x_ a-1 b- IT x(a b) = y. ( -v dy.

Krishnaiah (A. al . (1965) obtained an alternative expression

for PrIF 0  01 when yl=Y2=O and also gave tables for this

distribut ion. in Table :1, we give the values of

Pr F0 < it I P, = I by using the as ympto. i- expressions

(2.9), whl-rc ii i te 7t cr it I ical value of tie central F

dl Itr tl u io 'w iih ( Ipiiii) (It t- .f v, e o(m. Tn the last

column , tho 'ntt'i!s with * are obhiimjnid hN ,JSng the formula

(:3.6) aincd the remaining cntries in this column are obtained

by :;imllat Ion For 000 tril..

TABLE 3

Comparison of the Asymptotic Expr(ssion wi t.h Exact

Expres sion for the l)i str ib, i( of th,, nafio o( of

Correlated Chi-square Vari abl os

n p Y1  Y2 0((1) n-.') 0(.1 )+0( - ) IExactI

24,1 .32 14 0. 0. 0. .78,14 -. 0370 .7474 .75"

.2 . (). 7892 .0373 .7519 7543*

.5 0. 0 8183 -. 0385 .7798 .7816*

.8 0. 0. .!M53 - 10356 .8697 .8(75"

0. 12. 12. . 79 1 - .:078 .760.1 .7566

8 I 2. 12. .,1 -. ,3W .8055 .7942

12



II a 1  01 +)((~ )' I)40( n -) Examct

•10 1. 2397 . 0. 0. .7758 -()2, .7486 *75*

.2 0. 0. 7804 - .074 .7530 .7544

.5 o. O. .8093 -. 0285 .7808 .7818"

.8 0. 0. .8968 -. 0272 .8696 .8683*

0. 20. 20. .7893 - .0278 .7615 .7564

.8 20. 20. .8352 -. 0290 .8062 .8038

Next, we .itu(ly th e accuracy of the asymptotic expression

for the case of the distribtiion of the sample correlation

coefficient r12 = r. When Y Y2 = 0. The distribution of r

was first found by Fisher (1915), and Hotelling (1953) has

expressed the distribution in terms of the hypergeometric

function. When p) O, the distribution of r is complicated

and the cumul ative distritution of r ht., been tabulated by

David (1938). Ij 11 (191;) Pil' su Ili: , h,, t rans formations

g(r) r-p)/( -rP) that ronders the dist.ri)ution g ( r ) / - --7
(g(r))

2

close to the Student's t distribution. In Table 4 we

compare the asymptotic expressions for

P r{ r < II ,( ,y 2 } and Prf(g(r) _ ,, ,Y 2 )

with the corresponding values. The exact values with * are

taken from the tables of David (1938) and the remaining exact

values are obtained by simulation with 5000 trials.

''TABLE 4

Compajrison of the Asymptotic 1.Expres.s.ion with Exact

Expression for the Distributions of Functions of the

Sample Correlation Coe'I i' in

n ) t Yl Y2 Stat.. OI) ((n ) 0(I) +0(n -i) Exact

49 .5 .5 0. 0. r .5000 -.0142 .4858 .4856
'I



T

TA1I..I, 4 (Cont inu(.d)

- ) 0)( I )+0(n - .) i.:xa 'in u Y, "Y2 Sta la.. 0( ) (h I )+O n ),'xtn

1 .5 0. 0. 0. g(,.) .50O -. 0-142 .4358 .
.4856

.5 24.5 12.25 r .8748 .0106 .8854
.8818

.0 24.5 12.25 g(r) .8948 -.0088 .8860

.5 24.5 24.5 r .9235 .0123 .9358
.9370

0. 24.5 24.5 g(r) .9438 -.0077 9361

.35 0. 0. r .0808 .0156 .0964
.0966

-. 1818 0. 0. g(r) .1016 -.0063 .0952

.35 24.5 12.25 r .4486 -.0064 .4422
.4486

-. 1818 24.5 12.25 g(r) .4491 -.0068 .4422

.35 24.5 24.5 r .5568 -. 0044 .5524
.5586

-. i818 24.5 24.5 g(r) .5573 -.0049 .5524

21 .8 .7 .0. 0. r 0868 .0 349 .1217
.1183

-. 2273 0. 0. g(r) 1328 -. 0175 .1152

.7 12. 6. r .8341 .0208 .8549
.8434

-.2273 12. 6. g(r) .8800 -.022 .8576

.7 12. 12. r .9105 .0295 .9400
.9370

-.2273 12. 12. g(r) .9600 -.0180 .9420

.55 0. 0. r .0003 .0022 .0025

.0098
-. 4464 0. 0. g(r) 01,14 -. 0030 .0114

.55 12. 6. r .3870 -.0069 .3802
.3680

-.4464 12. 6. g(r) .3924 -.0124 .3800

.55 12. 12. r .5534 -.0057 .5478
.5388

-. 4464 12. 12. g(r) .5547 -. 0069 .5477

Jt 14
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4. Asymptotic Distributions of Functions of the Elements

of the Sample Covariance Matrix for Nonnormal

Populations

Let X = [XI .. ,Xn ] where the pxl random vectors

are distributed independently. Also, let

S = XX' = (Sij) be the sample sums of squares and cross-

products matrix such that E(S/n) =1 = (w ij), sij = S ij/n and

Y = /n R - a= (Yj)

In addition, let the functions

Ti(S/n) = T i(s II** * Spp S12 ... ,Slp S23 9 Sp-l,p )

be analytic in the neighborhood of 0 for i=1,2.... ,k. The

Taylor expansion of L = 'i (Ti(S/n) - Ti(0)) about Q is

L, a~1 ) y + I (' y
JlJ2 J2 JlJ2 2,- jl,j 2 j3,j 4  lJ2 "J3J4 il 2  J3J4

+ 0(n-l)

Hence

ui - E(Li)= 1 a(') 2  4 (jIJ2.j 3J4 ) + O(n-l)

,/xi jiJ 2 J3 ,J4 JtJ2"J3J4

Uijar (L L = I (') a j) ic(j IJ2,j44 ) + O(n-lI

aij = E(LIL) = Y I aji) a3J4

!l'2 (1)~j a(j) a,331) + (nj )

i t JlJ2 JsJ4 J5,J6 j12JJ 0 (IJJ,5J6)

+ 0 (n - ) (4.1)

15
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where

K(JlJ 2 ,j3j4 ) E(YjlJ2Yj3J4)

1(j j2 ,j 3 j 4 ,J 5 j 6 ) = E(YjlJ2Yj3J4Yj5J6

Now, let K 
. .... denote the cumulant of order u for

X. where jlj 2 '"Ju = 1,...,p. Then

!, _ 4
i(j~j 2 ,j~) K ~ +X K.Kjjj + (K j KJ2KlJ2' J3J4) KjlJ2J3J4  3K234I3JJ

4 (4.2)
+K. *. + Z K.~ K..+ K jlJ 4  J2J3 )  + Jl 3  K 2J4

K(jlj 2 ,j 3 j 4 ,j 5 j 6 )

6 10 __

K . K ........... .K K. . . K.:= K3 13223J4 3 536 ,1J3JJ 3 JlJJ3J4J5J6

12 212 448
1.2 2 48K K (4.3)

K. .K + K... . K. K +K .... K 43J2'3335 "3436 3132J335 J4 j6 + JlJ2J3 j435 J6

8 8 24
.. K. .K. .K . - KX . K K. . K. KJ1j3335 32 34 "16 J134 J2j5 j34, JlJ4 32 5 33 J6

The expressions under represent the average values

over n samp.es. For instance:
n 

KK

lJ3 J2J4 i=1 JlJ3 32J4

The summations in Eqs. (4.2) and (4.3) are over the possible

ways of grouping the subscripts and the number of terms re-

sulting is written over E. Eqs. (4.2) and (4.3) coincide with

16



the expressions of Kaplan (1952) when X1  X are identically
21 " .n

distributed.

So the cumulants of L = (L,.. .,Lk) are

K = i

K.. = Uij + O(n - ) (4.4)

Kij ui. - (ui U + uui + uUi) + O(n - )

for i,j,k=l,...,k. An equivalent equation (see Kendall

and Stuart (1961))

K(jlj 2 ,j5 j6 )K(j 3 j4 ,j 7 j 8 )+K(j l j2 ,j 7 j8 )K(j 3 j4 ,j 5 j6 )

= - i )K('iv-4 j j +O(n ) (4.5)

is used in calculating u a, (' U; in Eq. (4.4).

The approximated characteristic function of L is

k
E[exp(i tt L)j = exp(- I t Q t + i t. K.

+t t t K + O(n

+ j 6(iJ.Q) i ' ij )

k

exp(- t Q t) {1 + i tiK1  (4.6)
2 iJ

kK 1 t t K + O(n - I
+3 ' 8(i,j,.) ti j Q O/ij)

ij,

17r

'1
I'.......



where Q = (Kij) and

3! 1 j=

6 (i,j, £) f 2! ; any two values of i,j,t are equal

1 ;i j

Inverting Eq. (4.6), we obtain the following asymptotic

expression for the joint density of L1, ... ,Lk:

k
f(L1 .. ,L) = N(L,Q) {1 + X H.(L) K.

11 ~~ .. 1L)i~l (4.7)

k __X___ H (L) K .} +O(n - )
+ 56(ijR) ijz Kij

i,j, z '

where N(L,Q), 1i(L) and Hij (L) are as defined in Eq. (2.10).

r:I
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5. Applications of the Distributions of Functions of the

Elements of the Covariance Matrix and

Correlation Matrix

In this section, we discuss some applications of the

results of Section 2 in simultaneous tests of* hypotheses

oqn the elements or' the covariance matrix and correlation

matrix.
Let'l M=O, Ifi 0 ;J =0i A a 11 , =PiI

ij tj Oij Aij °ij Oij -j PiJ oij$*

and A1 j: p We will first discuss the problem of

testing the hypotheses 1ij simultaneously against the

alternative hypotheses Aij. In this case, the hypothesis

If is accepted if

I <s .- oI a I , for i < j

ILL (5.1)

01i

for i,Jfl,2,...,p, where

Sti
bl - b 2  s < a

01ij

(5.2)

and I! = I!10 For practical purposes, we may choose the

constants a, and bl, a 2 and t12 such that a,= -bI and

a2=i1/b 2 . We can propose similar procedures for testing the

hypotheses Hij against one-sided alternatives.

19



Next, consider the problem of testing the hypotheses

Hl,.. .,H simultaneously against Al.,..., A In this
pp p

case, we accept H.. if

b <- < a2- 011 -

and reject it otherwise where

8 ii p
P(b -<- < a2 ; i=l,...,p. n = (1-a). (5.3)

2- Oii i=l

Also, consider the problem of testing the hypotheses

H! (i j=l,2,...,p) simultaneously against the alternatives

A*. where 1= : p p and A* P In thisj e :ij oij i ij Oij

case, we accept or reject H*. according asij

2 <(rij- i j ) > c

where
)2

Prr(ri-P 0Oi j ) < co- i<j=l, ,2,...,fH*] = (1-a)

and H* = If*
i<j ij.

The results of Section 2 are useful in computing

approximate values of the critical values associated with

the above tests. The results of Section 2 are also useful

in finding approximate critical values of the tests of

Krishnaiah (1975) for testing the hypothesis 1=.. pp

P2
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against different alternatives when the correlation matrix

i!., known as well as the procedure of Roy and Bargmann (1958)

for testing the hypothesis that the covariance matrix of

multivariate normal is diagonal.

In the applications discussed above, we assumed that the

matrix S = (S ij) is thu central Wishart matrix. But

situations arise where i(he mode itsel r is not correct. For

example, if wo assume that X, .. , are distributed inde-

pendently and identically as multivariate normal with a

common moan vc.,I.tox p and (ovariance matrix F, then S is the
n

cent ral Wishart matrix wh(n S = ) (Xj- .)(X. ) and
- n j=l

n. X. But, if the mean vectors are given by

E(\ ) =, , then S is the noncentra I Wi shart matrix. So,

the! result give, in Se,,. o< 2 for the, "a. of 'the nonenentral

Wishart matrix and noncentral c+orreiation matrix are usefui

in studying the ro)ustn',s: of' scveral test procedures on the

elements of X it' the assumption of common mean vector for

...... i.....X violated.

Next, consider the model,

X1  = . + 6.

X = v + .

when u = a +v, (j=l,2,...,n) and a,3 are unknown con-

H! stants. Also, we assume that v.'s are distributed inde-• 3

pendently and identically as normal with a common mean
2

and variance o In addition, f i. and 8's ,re distri-• 3 3

r
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buted as normal and

F )= (j)= 0

cov(-E,6) =O, cov(v.,E) =cov(v, 6)= 0

2 2
Var(E.) = a , Var(6.) 2

We also assume that the random vectors (X X 6u,vjcj,6.)

lj' 2j' jlv" j
are distributed independent of each other for different

2 2
values of j. When = 1" is known, the maximum likeli-

hood estimate of 3 is known (see Kendall and Stuart (1973),

Chapter 29) to be

=(Sl AS$2)+f( 81- AS2) 2+4 , $22
2S2

S12

n
where S = (S..) Y. (X--X.)(X.-- )' , 

= ( .,X2.) and
n 1 _ >1 -J ''

nX. I X. The results in Section 2 of this paper are useful
j=l -'*

in obtaining an asymptotic expression for the distribution of B.

Now, let Y'. = ( 1  Y2j), (j = 1,2,...,n) be distributed

independently as a bivariate normal with mean vector (V ljl2j)

and covariance matrix (7 2 T whern I is an identity matrix.

Also, let = x + fi 2 _. Then, the maximum likelihood esti-

mate $ of 8 is known (e.g., see Anderson (1976)) to be

S s2 2 ;11
811-$22+{($11-$22) +4S 12)

28 1 2

n n
where S = (S..) = (Y-Y.)(Y-.) and nY. = Y..

22



Since S is distributed as the noncentral Wishart matrix,

an asymptotic expression for the distribution of 0 can be

detained as a special case of the results of Section 2.

Here, we note that Kunimoto (1980) has recently obtained an

asymptotic expression for the distribution of 3.

23

r I I I I - II II I I I I II I,, , "- ,



REFERENCES

[1] Anderson, T. W. (1976). Estimation of linear functional
relationships: approximate distributions and connections
with simultaneous equations in econometrics (with discus-

sion). J. Roy. Statist. Soc. Ser. B 38, 1-36.

[2] Bose, S. S. (1935). On the distribution of the ratio of
two samples drawn from a given bivariate correlated
population. Sankhya 2, 65-72.

[3] David, F. N. (1938). Tables of the Ordinates and Proba-
bility Integral of the Distribution of the Correlation
Coefficient in Small Samples. Binotrika, London.

[4] Finney, D. J. (1938). The distribution of the ratio of
estimates of the two variances in a sample from a normal
bivariate population. Biometrika 30, 190-192.

[51 Fisher, R. A. (1915). Frequency distribution of the
values of the correlation coefficiont in samples from
an indefinitely large popuilation. Biometrika 10,
507-521.

6 }Iot- 1 1 ig, E. 19"53) Ih h, ,'orrol at ion co-
c,- .andtr, :6 ,i : Soc 5er.

B. 15, 193-: _25.

[7] Kaplan, F. L. (1952). Tenor notation and the sampling
cumulants of k-statis~ic. iometrika 39, 319-323.

[8] Kendall, M. G. and Stuart, A. (19,]). The Advanced
Theory of Statistics. Vol. 1, Griffin, London.

[9] Kendall, M. G. and SI.uart, A. (197.). The Advancedl
TIeoy of Statistic:; . .,' "",'ri f i,*'ndc,

[10] Konishi, S. (1979). Asymptotic expressions for the dis-
tributions of statistics based on the sample correlation
matrix in principle components analysis. Hiroshima Math-
ematical Journal 9, 647-700.

11] Krishnaiah, P. R., Hagis, Jr., P. and Steinberg, L. (1965).
Test for the equality of standard deviations in a bivariate
normal population. Trabajos Estadist.. 17, 3-15.

[12] Krishnaiah, P. R. (1975). Tests for the equality of the
covariarcr matrices of eorre ated mult ivariate normal
.opulat ions. In A Survey of SI ti.lical Desig n and Linear
Mode(lsz: (Srivastava, J. N., Ei.;), In. 355-36G. North-
I{G. land Publishing Compnv. Am:, imrr~nm.

24



[131 Kunitomo, N. (1980). Asympt,, iW cxpnnsion of the distri-
butions of estim tors -ri a tru ti.t iona. r-.lationship
and simiult ou; q n . . .;at- %At. Assoc. 75,

693-700.

[14] Olkin, I. and Siotani, M. (1976). Asymptotic distribution
of functions of a correlation matrix. In Essays in Probabil-
ity and Statistics in Honor of J. Ogawa. (Ikeda, S. et. al.,
Eds.), pp. 231-251. Shiko Tsusho Co. Ltd. Tokyo.

[151 Owen, D. B. (1962). Handbook of Statistical Tables.

Addison Wesley, Reading, Mafsachu ,f t.s.

[161 Pillai, K. C. S. (1940). Confiderw(, intorval for the
correlation coeffiionl. Stnkhvg,, 7, !,5-522.

[17] Roy, S. N. and Bargman, R. F. (1958). Tests of multiple
independence and the associated confidenco bounds.
Ann. Math. Statist. 29, 191-503.

[181 Siotani, M. and lHayakawa, T. (1961). Asymptotic distri-

but :ons of functions of Wishnrl. matr x. Proceedings of

Inst. Stat:ist-. .MN1th. 12. 1 -I,)q.

25

1 I • I~ll......................................................-d,



SECURITY CLASSIFICATION OF THIS PAGE (When DmEt-nFt-, rd)

REPORT DOCUMENTATION PAGE READ INSTRUCTIONS
BI,- FORF COMPLETING-FORM

I. REPORT NUMBER _ 71 rD(VT Ar I SSI N NTOt 3 PFCFNT'S CATALOG NUMBER

AFOSR-TR. 8 0 - 13 4 5. . .
4. TITL E (end Subtitle) o F :F RFPI"RT 6 PERIOD COVERED

Asymptotic Joint Distributions of Func- - A_/___ -- _/'/..__W

tions of the Elements of Sample Covari- 6. PERFORMING ORG. REPORT NUMBER

ance Matrix
7. AUTHOR(a) 8. CONTRACT OR GRANT NUMBER(&)

C. Fang F49620-79-C-0161P. R. Krishnaiah

S. PERFORMING ORGANIZATION NAME AND ADDRESS 10 PROGRAM ELEMENT. PROJECT. TASK

AREA 8 WORK UNIT 
NUMBERSUnivrsiy of Pittsburgh/

Department of Mathematics & Statistics 6//6 ;/- .5y//7J
Pittsburgh, PA. 15260

11. CONTROLLING OFFICE NAME AND ADDRESS Oc tEPORT DATE
X~ /'/Yi October 1980

.)( 9_- 13. NUMBER OF PAGES

25
14. MONITORING AGENCY NAME 8 ADORESS(If diff.re.t fro. Contollinrg ('if-) Is SFCUPITY CL ASS. (of this rport)

Unclassi fied

I5 ) (C-L ASSI FI C AT ON,' DOWN RADING

S( HE Do'L

4I DIST IBUTION STATEMENT his , .

Approved for public ''','o: ,e- , ,, : . .

17. DISTRIBUTION STATEMENT tol te obs$rlI,- Iro I I 
,  

flf-,,.rl - tr" po-
1

'

1a. SUPPLEMFNTARY NOTES

19. KEY WORDS (Continue on reverse side it ne-es.r, ,nf ,dn'ifv h, block um ,mpr)

Asymptotic distributions, Wishart matrix, correlation matrix,
linear and structural relations.

20. ABSTRACT (Continue on reverse side It n ,ceessry end Identifv by block number)

In this paper, the authors give asymptotic expressions for
the joint distribution of the functions of the elements of the
sample covariance matrix and sample correlation matrix in the
noncentral cases when the underlying disliihution is multivariate
normal. Accuracy of the above expre.ssin. is also studied. Also,
asymptotic expressions are given for functioning of the elements
of the sample covariance matrix for nonnormal populations. Finally,
some applications of the above results are discussed.

D JA 1473 EDION OF I NOV 65IS OBSOLETE UNCLAS'"TFIED

',SFZ A 1,4 O THIS PACE (Whnflete ng. -d)


