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1. Introduction

Several test sta%istics in muitivariate analysis are
based upon certain functions of the elements of the sample
covariance matrix or sample correlation matrix. For example,
the sample correlation coefficient, partial and multiple
correlation coefficients, and various transformations of
the sample correfation coefficients depend upon the elements
of the sample cova§iance matrix aﬁd correlation matrix, The
exact distributions of many of these statistics are quite
complicated and so there is a need to derive asymptotic
expressions of the above functions. 1In this paper, we
consider asymptotic joint distributions of functions of the
elements of the noncentral Wishart matrix and the associated
noncentral correlation mﬁfrix.

In Sectiou 2 of this paper, we derive the asymptotic

Joint distribution of certain functions of the elements of

the noncentral Wishart matrix.  The first term in the asymp-

totic expression is the multivariate normal density, whereas

e

the second term involves partial derivatives of the multi-

-

variate normal density. Similar expressions are given for

the case of the noncentral correlation matrix. The method

used involves expanding the functions in terms of Taylor series

o s ——— -

' . and computing the characteristic functions. Olkin and
Siotani (1976) obtained the first term ih the asymptotic

Joint distribution of functions of the elements of the central
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correlation matrix. Siotani and Hayakawa (1964) obtained

the first terms in the asymptotic joint distributions of

the partial and multiple correlation coefficients by express-
ing them as functions of the elements of the central Wishart
matrix. Konishi (1979) obtained the first two terms in the
asymptotic joint distribution of various functions of the
central correlation matrix; these results are special cases
of the results given in this paper. 1In Section 3 of this
paper, we studied the accuracy of the asymptotic expressions
given in Section 2 for some special cases. Asymptotic ex-~
pressions for the joint distributions of functions of the
elements of the sample covariance matrix are given in Section
4 when the underlying distribution is not multivariate normal.
Finally, applications of the results of this paper are dis-

cussed in Section 5.

l‘\-.’\
{ T e
- ———
/ ’/ ,/ |
=7 - ;
. (_J { / A /
I @
' i L
1
i é‘ d / [
B SN o ’ -~ . T o~
PR R R o A
P T S RS N ——
T R to ~t a
N I o o,
L [ "
T .F -
e e s T [
LS N < + -
<

AIR FORCE CFFICE OF SCIENTIFIC RESEARCH (AFSC)
NOTICE OF TRANSMITTAL TO DDC

This technical report has been revieved and is
approved for public release IAW AFR 190-12 (7b).
Distribution is unlimited, ;

A. D. BLOSR
technical Information officer

T 4K AR 2 A TR IV APRR T, Y D4 e



-

L T ey -
e —— e e, .

2. Joint Distribution of the Functions of the Elements

of the Noncentral Wishart Matrix

Let 51""'¥n be distributed independently as multi-

variate normal with mean vectors Hys-oos g and covariance

¥ n
matrix £ = (o,.). Then, the distribution of S= | X_.X!=(S..)
1) j___l‘J"' 1)
is known to be the noncentral Wishart matrix with n degrees

of freedom and E(S/n) L + (M/n) = 2, with noncentrality

n
parameter M = ) u.p. = n(v,.). Now, let
j=1~J~J 13
Ti(S/n)= Ti(sll""’spp’ S]2""’Slp’SZB""’Sp-l,p)
for i = 1,...,k, where Sij = Sij/n,are analytic functions in
the neighborhood of Q = (mij)' Also, let
1+6J. j )
aglg = |2 2 T (S/n) (2.1)
1Y2 ‘ “iLd ’ (S/n) = Q
192
1+6j L) 1+éj 3 2
aglg T [ 23 . [ ?1‘2] S . ? s Ty(8/m)
1Y2 Y34 Jgdg  Jqd9 (S/n)=Q

where § is given by

hk
1 h=k
Shk =

0  h#k.

The Taylor expansion of Ti(S/n) about Q is




T.(S/n) = T.(Q) + r)w ;)) 21) (s, . /nY)-w 5
1 R (i)
+ = 4 s s s s - . . -
5 ) 2513g 3gdq (83,3,/m 0 50 (8 5 =y 5 0

jl ’\]‘2’j3’j4
(2.2)
+ higher order terms

denotes the summation over all

values of jl,jz,...,ju varying from 1 to p.

Now, let

Li = /n {Ti(S/n) - Ti(Q)}. (2.3)




Using (2.2), we obtain the following expression for the
joint characteristic function of L' = (LyseoesLy):
_k
P(t) = Bl{exp(i § t.L.)}
- i=1 v J (2.4)
-1
= El(t)-FEz(t)-+0(n )
' —

where t = (tl,...,tk), and

k )
Lo . (g)
E,(t) = Efexp{ v i ) & t_ a8 «S ., /n)-w )
b % [ By & z Tl J132](2 .

-1
E = expE—i/Iitrlln]ll-giﬁll &GXP»itr“(I' 21B% ) B]
11}

k k .
( )y oy (i)
: i/n : (D)
E, (L)=E ) S s /)-wy 5 Y8y § /oY= 5)
2 -~ { 2 i 3y 52,33,341 J)dgigdy 9132 Jydg” Izl Jadg
(2.6)
k ) (i )
X exp [i/; y )t (s, . /my-w, . ﬂ
0,51 dydp J132 Ida 0 J1d2

Starting from (2.4), we obtain the following asymptotic

expression for the joint characteristic function oflu, ..Lk:




k

‘4‘(3;) = oxp( - ,‘,- t'g L) 1+ —‘——- Y it hy
- : 2/n i) *
(2.7)
K
+ ~'7_-. y ittty (hythy) + (n" 1y
/n i,ig,iq 1 '2 °3 |
wheroe |
(i) (i) (i) (i) '
Q=(Q, ;). Q  ~2trr VR Pearrn 'y 2
[P 12
P .
. . (1) :
h,= ) H R . . (11. L. .t B . )
i . . . Jadac 0., INIRE k.J;J UJ<J ‘A)Aj‘ j.+U' . V., . SV Y I . ) i
Jpedgedady 2Tt Ty Jada Jada ety dady dpdg a0y dy

. ) (i) (i) (i) (i,) (i,) (i)
¥ hy= g trk e P Y e e R 2y 0 (2.8)
b, -2 ! “(ll) ::(12) X (i,) ;:(13) . ,.(ifi))
: Cols o Ty dgcdald Tdgd Jido 7 Tdad Jad
J‘.Jz..l:‘,.l4 172 .78 172 1V2 3v4 3714
and
NED NN S PR € DN € Iy
| 21y A (1) 2 M)y
. and Uij denotes the (i,j)th element of matrix U = (Uij)’
. ]
‘ By inverting the above characteristic function, we obtain

the following expression for the joint density of Ll,...,Lk:




-__:_1

e

-

T -
e -

PSS IV 4

Kk
1
£(L,,...,L ) = NL,Q) {1 + —- § HJ(L) by (2.9)
1 k : Vi i=1
. k -1
+ L ) H, : 3 (LY(h,+h)+0(n" ")}
Vi il in,i. Ii1igiz vt 2 3
1'°2'°3
where
1 1 . ..~1
N(L,Q) = — 1exp (- 3 L Q "L)
~ (vzT) 2 |qff 2~ -
(2.10)
H 5 (LIN(L,Q) = (~1)¥ <2 N(L,Q)
Jpt e oL. ...oL. )
J1 Ju
-3 _3
The correlation matrix is given by R = % “s % “ = (rij)
where % = diag.(Sll,...,Spp). Now, let
GJ(R) = Gj(r12’r13""’rlp'r23’""r2p""’rp—1,p)
(2.11)

be an analytic function in the neighborhood of
-i -é = * = * = i
!% Q Qo P (pij) where % dlag.(mll,...,wpp). If we

denote r by T (S/n), Egq. (2.11) can be written as
k,k klk2

172

G;(R) = G (T)5(8/n),..., T, 3 (S/n))=(GoT)(S/n). (2.12)

Now, let




-

(2.13)

S/n)=Q2

(J) y @
c = memem— G (R
k k, Jar * !
12 k|k2 T p*
2
(J) - ) G
c =y et —— (G () I
k. .k, *k, k, Or I J
172 a4 k3k4 klkiz po= p*
in Eq. (2.1). Then we obtain
1+ 9 o
(.‘) / .11J2 J
a = = (GeT).(S/n)
Jyda 2 PRS0 3 ‘
‘ \ J1J2 (S/n)=Q
o g (D) ((k]kz).
-5 : kK ok, 34,
k 7k, 12 12,
) 1 ) ) i (GAT) ((S/n)
a . o.o= =(1+6, (146, ot e e (GAT) (S0
J'JZ.JBJ"‘ 4 J3.J4 ]1.]? (31 L‘.ll oy \]!lg )
3 : C(J) (k]kz) {(k3k4)
L L | SR N S Y "Jaqd
k ok, kg<k, 17207374 12 314

where

(i) + (k
‘ |
+ C [
) klkz BB

kz)

2-J374

(2.14)

J7 kyadg = kg or Jy=Ky,J, =Ky

otherwise

(2.15)




(.._1.~_»L;ﬁ)w for any 3 valuces ol JI,J2,33,34 cquall Iuk2
1 ) u\‘ -
ik koK,
-1 . ) 0 .. e - . : . I ,
d-~pyg wé - for any 3 values of 31,32,J3,34 equal to k
k|k] k2k2
P e o
A L I L for J =ip=lq . dy=i =Ky
313g-33d, D w or  ji.=jo=k.,j.=j.=k
k]k‘ k,,k2 172 7273 Y9 T
0ok
kalk‘)
_—— ol " . i =1 =i =14 = i= 2
"~ T for atil J Fdg=da=i, ki' i=1,2
“k. k.
ii
\ G otherwise

Substituting (2.13) and (2.14) in Eq. (2.9) we obtain the

asymptotic density

lation matrix.

for functions of the elements ol corre-~

1




3. An Empirical Study on the Accuracy of the Asymptotic

Expressions

In this scecetion, we study the accuracy of the
asymptotic expressions derived in Section o for
éomo special cases,

We will first study the accuracy of the approximation

for the distribution of the noncentral chi-square. Let

y. = Sij/cij for i=1,2,...,p. Then Yy is distributed as

i
the noncentrial chi-squarc distribution with n degreces of

freedom and with the noncentrality parameter y = n\)”/O

1Y
Now let
(48] .j . ‘1
: (n/2)+3-1 .
exp(-y/2) ) L [ X : exp(-x/2)dx = R
Y550 3 2OV iy 2yes) o
(3.1)
and u is given by
1 b (n/2)-1
—375—4———— f exp(~-x/2) x = dx = 0,95, (3.2)
2 r(n/2) 0

The left-side of (3.1) is the probability integral of y].
Also the left-side of (3.1) is cquivalent to the left-side of
(13.2) when y=0, Tah]o 1 uivoﬁ helow compares the exact
values of g with the corresponding values obtained by using
the asymptotic expression (2.9).

TABLE 1
Comparison of the Asymptotic Fxpression with Exact

Fxpression for the Noncentral Chi—éi;arn Pistribution

- Y .
n u v 0(1) O(n 0(1)+0(n" "XExact
5 11.071 0. L0726 ~. 0358 9368 .95
16,47 L1164 -. 0001 L1072 .10
9




TABLE 1 (Continucd)

n u Y 01) O(n—é) 0(])+n(n"&) Exuct
' l
2,67 L7727 L0245 L7972 .80 |
10 18.307 0. LO6BY 0260 .9424 .95 §
20.53 L1132 - 0082 .1050 .10
3.71 L7820 L0159 L7979 RO
20 31.41 0 L0614 =L 0186 , 0458 .95
26.13 L1104 - 007 .1033 . .10
5.18 L7880 L0105 L7985 .80
30 43,773 0. L0623~ 0153 .9470 .95
30,38 J108O 0064 1025 .10 i
6.31 L7906 . 0083 7988 .80 '

The values in the column "0(1)" give the values of f when '
the firso term in the asymplotic expression (2.9) is taken
whereas the column ”0(])+U(ﬁ%)" gives the values of 8 when i
the first two terms in (2.9) are taken., The column ”O(n-%)"
gives the contribution of the second term in (2.9) to @ho
value of B, The exact values given in the last column are
talen from Owen (1962),

i We will compare the asymptotic expansion given by (2,9)

for the distribution of y1+_v,) with the corresponding exact

v expression.  When p = Prg = 0 the distribution of yityy is the
) noncentral chi-square with 2n degrees of freedom and with
+ as the ce alit aramete hoere v, = :
\! Yty as the noncentrality paramcter wher 1 nv11/0]] ind
! - sy s . .
& Yoy nvzz/uzz. When Pro # 0, the distribution of yl+y2 is
{ the same as the distribut,ion of a quadratic form in the
\ noncentral casce.  Now, let
. Y ’ < = 3.3
. Plyy 4 vy Zulo vy, vl = 8 (3.3)




" P T'-_'M .

where

p|y] + y2 < U|O=Q’Y1=Y2=Ol = 0.95 (3.,4)

In Table 2, the entries in the column “0(1)+0(n_&)" represent
the approximate value ot § when the first two terms in the
asymptotic expression (2.9) are taken, The entries in

the columns "0(1)" and ”O(n'ﬁ)" represent respectively the
contribution of the first term and the second term of the

above approximate value of 3. The entries in the column "exact
values' are computed by Monte Carlo methods using the.IMSL sub-
routine GGNSM. In computing the simulated values, 5000 trials

are performed.

TABLE 2
Comparison of the Asymptotlic Expression with Exact Expression

for the Distribution of Sum of Corretlated Chi-Square Variables

n u n yi o Ian 0(n~§) O(J)+U(ﬂé) Exact
10 31.41 0. 0. O. L9644 -.0186 . 9458 .95
.5 0. 0, L9467 -,0230 . 9237 . 9364
.5 4, 2, L7353 ,0238 7591 7574
.9 0. O, L,9100 ~,0192 . 8908 - ,.9032
O 4, 2, L7002 .0310 . 7132 . 7362
25 67.505 0, 0, O, L9600 -.mm ILES L95
.2 0. 0, L9670 ~,01256 P444 2454 '
.8 0, O, L9142 -.0126 .9016 9018
.5 4, 2, L5730, 0289 .6019 5960

We now discuss fthe distribution of the ratio Fy = Y /Yg-

The distribution of F, is known (Bose (1935) for Y]=yz=0 to be

0
- 2"(1-0H)" 2rid(neny 1 PR (14FD) .
1(F,) = : — (3.5)
0Tty 1+ uar)® < a WP (mHD/2




Finney (1938) <howed that

2y
Prlr“ R IR A B Ix(én,én)

where
(1-t71y
x =% 11 - T « |

e 5
{(t+t ")"= 4p~ )"

T (a,b) = ! g va_] (l~v)b‘] dy
x BCa, by 0 ; ’

Krishnaiah et al. (1965) obtained an alternative oxpression
for PrTFO < 01 when y]=Y2=0 and also gave tables for this
distribution. In Table 3, we give the values of

PrIFO < u|p.Yl,yg1 = R by using the asymptotic expressions
(2.9), where u is the 76% eritical value of the central F
distribution with (n,n) degrees of rreedom. Tn the tast
column, the entries with * are obtained by using the formula
(3.6) and the rematining entries in this column are obtained

by simulation for 5000 trials.

TABLE 3
Comparison of the Asymptotic Expression with Fxact
Expression for the Distribution of the hatio of

Correlated Chi-square Variables

n " Py Yy o) O( n"5') G(1)+0( ™3 kxuct

24 1.3214 0. 0. 0. .7844  -.0370 .7474 .75 ¢
2 0. 0. 7892 .0373  .7519 .7543%
.5 0. 0.  .8183  -.0385  .7798 T8I G*
80, 0, L0003 -, 0356 L8607 L8675
O. 12, 12, L7981 -.0378 7604 L7566

B2, 2. LK -. 0389 L8055 L7912

(3.6)




n u oy, 0(1) “(r-l‘A') Dl )+0(r;3) lxaet
40 1,2397 0. 0. 0, 7758 - 0272 L7486 .75
' .2 0. 0. .7804 -.074 . 7530 .7544%
50, 0. L8093 -.0285  .7808 .71818*
B0, 0. .RYG8 -.0272  .8696 .8683*
0.20. 20, 7803 -.0278  .7615 .7564
.8 20, 20, 8352 -.0290  .8062 .8038 '

Next, we study the accuracy of the asymptotic expression
for the case of the distribution of the sample correlation
coefficient r ,= r. Wheny,= Yy= 0. The distribution of r
was first found by Fisher (1915), and Hotelling (1953) has
expressed the distribution in terms of the hypergeometric
functibn. When p#0, the distribution of p is complicated
and the cumulative distribution of r has heen tabulated by

David (1938). Pillai (1916) suggested the transformations

g(r) = (r-p)/(1-rp) that renders the distribution (r)/n-2
‘/ 2
1-(g(r))

close to the Student's t distribution. In Table 4 we

compare the asymptotlic expressions for
Pr(rinip ,Y].’Yz} and  Pr{gde) - nl“-Y],Y')}

with the corresponding values. The exuct values with * ave
taken from the tables of David (1938) and the remaining exact

values are obtained by simulation with 5000 trials.

TABLE 4
Comparison of the Asymptotic Expression with Exact
Expression for the Distributions of Functions of the

Sample Corrclation Coetfficient

p Y, vy Stat. 0@) oY)y oy som™H) Exuer

*
.5 .o 0. 0. r .5000 -.,0142 .1858 . 1856

12




Y

BESL VR

R ——

TABLE 4 (Continucd)

O(n'é)u(l)+0(n‘§)nxnv'

n [ u Yq Yz Stat. O(1)
) h . 0. 0. Z(+y .h000 -.0142 .13G8 ,4856‘
.5 24.5 12.26 r .8748 .0106 .8854
» .8818
.0 24.5 12.25 g(r) .8948 -.0088 .8860
.5 24,5 24.5 r .9235 .0123 ,9358
.9370
0. 24.5 24.5 g(r) .9438 -.0077 ,9361
.35 0. 0. r . 0808 .0156 .0964 .
. 0966
-.1818 0. 0. g(r) .1016 -.0063 ,0952
.35 24.5 12,26 T .4486 ~,0064 .4422
.14186
-,1818 24,5 12,20 g(r) .4491 -.0068 .4422
.35 24.5 24.5 r .5568 ~.0044 .5524
. 5586
-.1818 24,5 24.5 g(r) 5573 -.0049 .5524
24 .8 .7 0. 0. r L0868 L0349 1217 .
. 1183
-.2273 0. 0. g(y) .1328 -.0175 .1152
.7 12. 6. r L8341 .0208 ,8549
.8434
-.2273 12. 6. g(r) .8800 -.022 .8576
7 12. 12. r .9105 L0295 ,9400
.9370
L2273 12, 12. g(r) .9600 -.0180 .9420
.55 0. 0. r .0003 0022 ,0026 .
. 0098
-.4464 0. 0. g(r) .0144 -.0030 ,0114
.55 12. 6. r .3870 -.0069 .3802
.3680
~.4464 12, 6. g(r) .3924 -,0124 .3800
.55 12. 12. r .5534 -.0057 .5478
. .5388
~.4464 12, 12, g(r) .5547 -.0069 5477 4
14




4. Asymptotic Distributions of Functions of the Elements
of the Sample Covariance Matrix for Nonnormal
Populations

Let X = [51,...,§n] where the px1 random vectors
51"';'§n are distributed independently. Also, let

§ = XX' = (Sij) be the sample sums of squares and cross-

s

ij ij

products matrix such that E(S/n) = Q = (w,.), s = Si'/" and

= §- ==
Y /ﬁ( = Q) (yij)
In addition, let the functions

Ti(sln) = Ti(sll,,,.,spp,slz,...,slp,sz3,...,sp_1’p)

be analytic in the neighborhood of Q for i=1,2,...,k. The

Taylor expansion of L, = vn (Ti(S/“) - Ti(Q)) about @ is

L, = } 2(1) + 2(1)
i JI’J J jz J 32 2/_ Jl’Jz i3!J4 lez J 14 j J 1sj
+o(n™hy,
Hence
1 (i) . . -
u, = E(L,) = = (J,dosdaias) + O(n
1 Ve 508, g0, J192733dq TIT2TTRA
g = E(LL) = ;oall) 2l (s 5., 5.4 + OCat
1 Y977 5100, 503, d192 Tdgdg TLT20I80
Wiy m E(LLLY= | Poal) a3 L)
1307 B ity 3 3, 33?34 Sgidg 9192 Izl “Isle

)

)

A K(J152'33J4’J5j6)

+0 (n 1 (4.1)




.~y -

«

where

s dada) = BV, 5 V. s
K(J139,3334) (y3132y3334

K(3ydgrdadyrdgde) = By, . ¥

. . . ‘2 I
J1Jd97 34" J5dg

Now, let K€1? ooy denote the cumulant of order u for
J1J9 Ju
Xi where Jyrdgs---nd

-~

w - l,...,p. Then

+

o~

(31329334 = %5 5,344, K1 00950, T 3,35%9,0,

(4.2)

4

+K, . Ks: : N * ) K. . K. -

3134 39d3) 3133 3514
K(J1d5.3334,3535)

10

—- 6~
4 Z K

= A K. PR A 2 T
/M 01053a0,43535 3139330435 Jg J13935 J4dgdg

12 12 48
+Y K. o oL Lo W o +Y K. o o K. K., +)K. o K. o K,

(4.3)

24
L K. . Koo Y k. LK. oo K. K,
J134 Jodg J3lg J1J4 Jolds I3 Jg

8
Lo . K. K. K. + )«
<313535%35 0,50t L "

The expressions under '"-————— " represent the average values

over n samples. For instance:

n . .
= ¥ (1) (1)
=1 J1J3 Jalg
The summations in Egs. (4.2) and (4.3) are over the possible
ways of grouping the subscripts and the number of terms re-

sulting is written over . Eqs. (4.2) and (4.3) coincide with

16




the expressions of Kaplan (1952) when Xl,...Xn are identically

distributed.

So the cumulants of L = (Ll""’Lk) are

Ky = ug
K.. = u.. + 0(n" 1) (4.4)
ij ij :
- _ ~1
Kijz “ijﬁ (uiuj2-+ujuil + uﬁuij)-+0(n )

for i,j,2=1,...,k. An equivalent equation (see Kendall

and Stuart (1961))

s . . .. . -1
= - K(JIJZ,J3J4)<(JSJG,J7JB)+-O(n ) (4.5)

is used in calculating U in Eq. (4.4).

, . u e
je o3

R u, .
if £ i

The approximated characteristic function of L is

K
Elexp(it'L)] = exp(- 5z t Q t+i ] t, K,
- - SO | :
3 K 1 , -1
* i § , 81,30 BTtk YO0 )
) k
=exp(- 3t Qt) {1+ _2] t Ky (4.6)
]z
k
3 1 -1
+ 1 . g m titth,KijQ} + 0(n 7)

17




e

-

where Q = (Kij) and
3t ; i=3=1
§(i,j,) = 2! ; any two values of i,j,% are equal
1 5 1if43¢# 2

Inverting Eq. (4.6), we obtain the following asymptotic

expression for the joint density of Ll,...,Lk:

k
f(Ll....,Lk) = N(L,Q) {1+ 121 H (L) Ky
B (4.7)

1 -1
T30 Pige (1) Kygel #0070

where N(P.Q), Hi(g) and Hij

18

(L) are as defined in Eq. (2.10),




5. Applications of the Distributions of Functions of the
Flements of the Covariance Matrix and

Correlation Matrix

In this section, we discuss some applications of the
results of Section 2 in simultaneous tests of hypotheses
on the elements of the covariance matrix and correlation
matrix.

Iet M=0, U A

&
: = ' ] , H,.: =
" 137 "13%%13" M37 %137 %4y 0 M’ P3P0
and A, : p,.#p_ . We will first discuss the problem of
ij 1" "oij

testing the hypotheses "ij simultaneously against the
alternative hypotheses Aij' In this case, the hypothesis

"ij 13 accepted if

< ... .- . ) 3 I3
hl < gl‘] UOij < ay, for i< j

.
RE!

by <G <
0ii

for i,j=1,2,...,p, where

Sii
relib <« 5. .-0 < i<j=1,2,...,p, b, < < a
1= 5" gy M TR 225 T %2
0tJ 013
i=],...,p|llll = (1-a)
and "1 = N "i + For practical purposes, we may choose the

tej M

constants ajy and by, a,y and h2 such that a,= --b1 and
an= l/bz. We can propose similar procedures for testing the

hypotheses Hij against one-sided alternatives.

(5.1)

(5.2)




Next, consider the problem of testing the hypotheses

H ,A_ . In this

11°° " 17 App

case, we accept Hii if

.,H simultaneously against A
PP y ag 1

S

b, < 1i < a
2-9%31 = 2
and reject it otherwise where
Sy | p
Pib, < < a,; i=1l,...,p nH,.1] = (1-a). (5.3)
2 0ii ~ 2 j=1 11

Also, consider the problem of testing the hypotheses

, H;j(i j=1,2,...,p) simultaneously against the alternatives
* *x - *x .
Aij where Hij' pij pOij and Aij‘ pij # poij. In this
, case, we accept or reject H;j according as
2 <
(ri;7Pnij) > €4
where
2 . * _ _
Prr(rij-OOij) <ey” i<j=1,2,...,plH" 1 = (1-0a)
x *
and H™ = o "ij'
. i<j
'
) The results of Section 2 are useful in computing
) approximate values of the critical values associated with
? the above tests. The results of Section 2 are also useful

in finding approximate critical values of the tests of

\ : Krishnaiah (1975) for testing the hypothesis

= Bo

011 “ e PP
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against different alternatives when the correlation matrix
is known as well as the procedure of Rov and Bargmann (1958)
for testing the hypothesis that the covariance matrix of
multivariate normal is diagonal.

In the applications discussed above, we assumed that the

matrix S8 = (Sij) is the central Wishart matrix. But

situations arise where the model itselfl is not correct. For

examplce, it we assume that X Xp are distributed inde-

R

pendently and identically as multivariate normal with a

common moean voeelor 1 and covariance matrix I, then § is the

central Wishart matrix when S8 = 'El (§j—8')(¥j—g')' and

ng.= ‘§1 %j' But, if the mecan vg;turs are given by
j=

R(f.) = 0., then S is the noncentral Wishart matrix. So,
the results given in Sestion 2 for the ~ase of ‘the noncentral
Wishart matrix and noncentral correjation matrix are useful
in studying the robustness of several test procedures on the
elements of ¥ if the assumption of common mean vector for

X Xl‘ is violated.

R

Next, consider the model,

X,.=u. + &,
1j J J
Xoi = V5 % €3

when uj = Qo +ij, (j=1,2,...,n) and o,B are unknown con-

Al

stants. Also, we assume that Vj s are distributed inde-

pendently and identically as normal with a common mean yp

. 2 s .
and variance o¢°. In addition, gi's and Gj's are distri-

A
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buted as normal and

E ) = B(S§.) = 0O
(EJ) (\JJ
cov(ej,Gj) =0, cov(vj,ej) = cov(vj,Gj) =0

_ 2 _ 2
Var(ej) =0, Var(dj) = 0Og .

We also assume that the random vectors (X u,.,v §.)

X5, U.,V., €.,
1372373775737 °%;
are distributed independent of each other for different
values of j. When X = og/of is known, the maximum likeli-
hood estimate of B is known (see Kendall and Stuart (1973),

Chapter 29) to be

2, ...2 .3
3 (Sll ")‘522)"'{(511—)\322) +4Aslz}
2S12
n
here § = (S..) = 5 (X -XH(x-X)', x\=(%..%X,,
wher ; ( 13) ;- (‘J ; )(\J ) X ( 1 23)’ and
nX. = .21 Xj. The results in Section 2 of this paper are useful
J=1 -

in obtaining an asymptotic expression for the distribution of B.

Now, let }3 = (Ylj,Yzj), (j=1,2,...,n) be distributed

independently as a bivariate normal with mean vector (ulj,uzj)
and covariance matrix J = 021 where T is an identity matrix.

uzj. Then, the maximum likelihood esti-

-9 let , = +
so, le ulJ a B
mate R of g is known (e.g., see Anderson (1976)) to be

o 2 3
8117525 {(871-599)7+487,}"

2812

w»
I

where S = (S,.) = Y

137

o~

n
(Y.-Y.)(Y.-Y.)" and nY¥.= ]
1 .,J P .\,J —~ ~ j=

]!
j
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Since S 1is distributed as the noncentral Wishart matrix,
an asymptotic expression for the distribution of é can be
detained as a special case of the results of Section 2.

Here, we note that Kunimoto (1980) has recently obtained an

asymptotic expression for the distribution of B.
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