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EVALUATION

Charged Coupled Device (CCD) technology has promised the possibility cf
low cost, low power signal processing modules for several years. With re-
cent breakthroughs in architecture and the progressive maturation of fabric-
ation techniques, the technology may, at last, have overcome two obstructions
to field implementation: temperature sensitivity and inflexible architecture.
Devices currently being developed offer 40 to 60 dB of dynamic range, 1 to 20
Miz of Landwidth, and can be programmed or reconfigured by a microprocessor.
This effort reviewed the functions performed by radar processors and tried to
identify the minimum number of programmable CCD architectures required to per-
form those functions. This set of Analog Programmable Microprocessors (APuP)
candidates were then reviewed for usefulness and current development. This
effort chose, as most useful, a device with a reconfigurable architecture
which can operate as a second order recursive filter, a multiply and sum
transform processor, or a high speed buffer memory.

This device is currently being developed in a subsequent procurement
and will have applications in on-board processing for airburne, ground based
tactical, and other portable radar systems, This work is in support of TPO
R4B,

. ~ b
OIJMLLNW éam&ﬁh»o
WILLIAM SIMKINS

Project Engineer

Xiv




40T w@ﬁ Y

R T TR A 5 e

1.0 INTRODUCTION
1.1 The Objective

An attractive concept for obtaining low cost and high per-
formance in radar systems is the use of programmable signal
processing modules., Using large quantities of the same module
(or the same modules for many functions) allows high production
and, thereby, lower Eost'per module. Programmability allows not
only flexibility in operations but graceful degradation since
the working modules can be programmed to compensate for a
failing module. Furthermore, the analog nature of charge-
coupled devices (CCD's) gives the prospect of a small-area,
low-power, cost-effective alternative to the various digital
technologies. But CCD technolojy has not yet matured to the
point where it has achieved widespread acceptance into the
hostile environments of military systems. Therefore, the
objec:ive of the study is to determine the feasibility and
limitations of a CCD ANALOG microprocessor for use as a
programmable radar signal processor.
1.2 The Problem

In view of the above objective, an analog programmable
microprocessor (APUP) must now be defined. The traditioral
digital microprocessor consists predominately of some form of
programmable digital logic array capable of executing a variety
of operations on digital data in accord with an instruction
word which sets configuration control switches so as to carry
out such aforesaid operations as add, multiply, shift right/
left, store, etc. Such simple instructions can then be combined
into a sequential list, sometimes called "code", fully describing
the sequential "reconfigurations" experienced by the digital
microprocessor in response to the instruction words as it per-

forms the computations needed for radar signal processing. With
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this as a reference "benchmark", the analog microprocessor is
more easily described.

The analog programmable microprocessor (APUP) consists
of an array of analog signal processing elements such as memory,
multipliers, summers, etc. which can be variously interconnected
in response to an instruction or configuration command word.

For example, the appropriate instruction word could configure

the APUP as a full Doppler transformer or as a general canonic
second-order filter, over a wide range of memory lengths.

Thus in the APUP, a single instruction code word replaces all

the digital code list needed for the specified radar signal
processing function. Like the digital microprocessor, an APUP
should be capsble of accepting auxiliary digital data (like
Doppler transform or filter coefficients) during the computational
operation.

With the preceding as an illustrative examgle, the problem
becomes an.investigation of possible universally programmable
radar signal processing architectures based on CCD-compatible
technology. Tradeoffs between performance, functional program-
mability, device topology, and fabrication problems are con-
sidered in projecting the feasibility, limitations, and com-
promises of implementing such an APUP device or famjily of
devices.,

1.3 The Approach

The first step of the APUP study effort was a cross-cor-
relation of radar signal processing techniques and need against
CCD and related device characteristics and capabilities. This
leads to partitioning the overall signal processing problem on
the basis of key device parameters such as data retention time
and data format (like serially-adjacent -ersus periodic, non-
serially-adjacent). With several well-defined "partitions"
capable of executing nearly all radar signal processing re-
quirements, the next step is to ascertain their relative usage
frequency within a typical population of many different kinds

of radar systems, thereby yielding a relative ranking of the

1-2
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several functional partitions.
: Focusing on that functional partition most likely to
“ achieve the greatest reduction in equipment, further tradeoffs
were required comparing alternate implementations. At this
point fine-grain circuit and fabrication details become importang,
and repeated iterations are needed to define the tradeoffs still
left unspecified. Peculiarities of the organization/facility
selected for any subsequent APUP development certainly bring
unique strengths and weakness to bear on the problem and can
thus influence the fine details of the most attractive APUP
candidate. - Consequently, a facility with a very broad spectrum
of capabilities, and technology mixes, was assumed for the
relevant parts of the study effort, as well as projecting the
likely risks versus payoffs for competing alternatives.
1.4 The Report Outline

The next chapter presents a summary of results of the study
effort, followed by two chapters describing the surveys cf radar
signal processiny techniques and charge transfer device (CTD)
related analog signal processing techniques done at the outset
of the study and leading to the cross-correlation of radar re-
quirements against analog CTD-related elements. This cross-
correlation and the derived partitioning are given in chapter
five, with the problems of the preferred APUP candidate detailed
in chapter six. Chapter seven presents the initial implementation
details of the preferred approach.
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2. SUMMrRY
During this study program, both radar signal processing
techniques and charge transfer device (CTD) related analog
signal processing elements were surveyed and cross-correlated
with the objective of determining the feasibility and limitations
of a CTD analog microprocessor for use as a programmable radar
signal processor.

Radar signal processing involves data storage, convolutions,
correlations, transformations, combination and other arithmetic
and logic operations. With regard to CTD analog signal
processing, the characteristic data storage time is one of the
most sensitive parameters for dividing the overall range of
signal processing iechniques into reasonably well defined cat-

egories:

Table 2-1: Primary Analog CCD Radar Signal Processing Categories

Category Example Approximate Data Storage Time
L. Range Pulse Compression 1 microsecond to 1 millisecond

2. Azimuth MTI, Doppler 1 millisecond to 1l second

3. Scan to Scan Target Tracking, Over 1 second

Clutter Maps

For the range processing category, the data to be processed
occur naturally in serial form and with storage times short
enough that this catégory is a close match for CCD-based pro-
cessors. For azimuth proceséing, the data samples involved in
the arithmetic transformation do not occur natually serially
but are separated by a full interpulse period (IPP). Thus such
a processor's architecture must accommodate both the different

data format and the much longer storage time at potentially

2=1
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elevatec¢ (MILSPEC} temperatures. These distinct categories
are clearly indicated in Figure 2-1, which has superimposed
markings to show those operating regions for which CCD-based
signal processors are already available. With the exception of
three corner-turn arrays, most such devices transform serially
adjacent data samples (like category 1).

The radar surveys, on the other hand, cleafly show the
dominant computational volume or equipment allocation to be
the azimuth processing category as shown in Table 2-2, The
relative ranking of the major APUP candidates described therein
is intended to correspond to the order of selection for chip
integration as indicated in Figure 2-2.

100%
Savings as
Percentage
Decrement
of Total

0% 1 11
0 v 2 3

tovm - vy

5§ 6 78 9 10

H

Order of Selection for Chip Integration

keduction vs Order of Selection

Figure 2-2

Thus the obviously preferred APUP from the viewpoint of the
system user is one to perform azii.uth prcoccessing. Various
architectures and many analog signal processing elements were
considered in order to determine if any analog CTD-based chip
might prove feasible, cost-effective, and attractive to a large
number of users in terms of cost, programmability, and universal
applicability.

The joint problems (for azimuth processing) of data format
and long data storage times are both addressed by selecting an

architecture which provides for more uniform analog memory

2-2
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operation than is allowed with the traditional corner-turn
approach, as illustrated in figures 2-3 and 2-4, and called the
transform/filter APUP. The problems unique to the analog memory
and its associated analog circuitry, such as fixed pattern noise,
linearity, circuit temporal noise, and cross-talk between analog
samples, are then addressed and ingeniously solved by a novel
combinastion of previously documented performance improvement
schemes, as in Table 2-3.

Table 2-3: Analog Performance Enhancement
Problem Solution
*Harmonic Distortion

-Fixed Pattern Noise from leakage * Sequential Push-Pull
and other offset nonuniformities

+Sample-to-Sample Crosstalk * Additive Refresh
+Limited Area, Power . Selective use of Bipolar/
+«Circuit Temporal Noise MOS circuitry

The solutions, in fact, are so effective as to enable the
preferred transform/filter APUP to execute complete transform/
filter computations at the rate of 107 per second or function
as a double buffer in the "max. data mode" at a sample rate of
2 X 107 per second with a memory of 16, 320 stages. Moreover,
at this signal processing speed, the digital data rate to
transport all six multiplier coefficients to their respective
MDAC's without greatly incresasing the pin-out, becomes high
enough to give strong preference to the high-speed, low-power,
bipolar, "ISL" digital logic circuitry.

The combined MOS/Bipolar technology is now being used for
an integrated bandwidth compréssion memory chip capable of
sampling rates exceeding 200 MHz. Consequently use of similar
fabrication techniques should not represent an extraordinary
risk, albeit somewhat more complicated than needed ifor a pure
CMOS/CCD type chip. The slightly higher risk of the MOS/

2-5
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Bipolar technology should be offset by the greatly increased
universality and user acceptance obtained by the higher speed.
Indeed, the performance projected in sections 6 and 7 are the
following:

Table 2-4: Projected APUP Performance

High Accuracy Max Data Handling

Mode: (Isolated Samples) (ECDS Only)
Analog Samples stored 2304 9216
Max. sampling rate 10 MHz 20 MHz
No. of multipliers 6 6
No. of memory taps 4 4
Max. digital data

transfer rate 30 MHz 30 MHz
Reconfiguration time <lusec <lusec
Sample-to-Sample Crosstalk -83dB -56dB
Dynamic Range 55-60dB
Harmonic Distortion -55 to -604B
Configurations: a) Fast-in/slow-out

b) 2-pole recursive (IIR) filter

c) Generalized transform

N
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3. SURVEY OF RADAR SIGNAL PROCESSING REQUIREMENTS

3.1 AIRBORNE RADARS

Many airborne radar signal processoxrs give more emphasis
to coherent predetection processing then to subsequent processing
such as scan-to-scan correlation for absolute velocity discrim-
ination. That is, with the exception of the AWACS/E3A where
scan-to-scan target tracking is an important objective, most
airborne radars use such arithmetic functions as FFTs, correla-
tions, corner turns, buffer storage, pulse compression, inte-
gratior, etc., similar to - but not as extensive as - some of
the arithmetic operations in the SEASAT SAR. Illustrative block
diagrams are given in Figures 3.1~1, 3, 5, 7, & 8 for processing
associated with air-to-air (A/A), air-to-ground mapping (A/G/M),
terrain follow/terrain avoidance (TF/TA), Doppler beam sharp-~
ening mapping (DBSM), and EAR TF/TA, respectively, with more
details shown for constituent arithmetic functions in Figures
3.1-2, 4 & 6, respectively. In order to implement some of the
selected radars with CCDs, key parameters related to CCD per-
formance will be determined. The range resolution is related
to the signal sampling rate during the radar return pulse and
thus the CCD input rate, either directly or sub-harmonically,
depending on parallelism. Similarly, the number of instrumented
range cells and the extent of ccherent pulse-to-pulse (or
azimuth) processing combine to specify a two-dimensional array
of devices such as corner turns, analog shift-register mem-
ories, or transversal azimuth-filter CCDs. Radar system parameters,
such as the number of pulses coherently processed for azimuth
correlation or multiple PRF schedules, strongly impact such
two-dimensional coherent processing arrays via requirements to
store data for extended integration periods, during which times

3-1
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the data may move irregularly within the array. These needs

are then expressed in terms of such device parameters as array
uniformity with respect to leakage current, threshold voltages,
etc. Correlating the typical values for space and airborne
radar parameters given in Table 3.1-1 with the above observations
immediately alerts us that the 2-dimensional arrays (homomorphic
to existing preferred radar processing architectures) often

must be much larger than most currently published signal proces-
sing CCD arrays.

3.1.1 COCHERENT MTI RADARS

3.1.1.1 General

The typical airborne coherent MTI radar uses pulse Doppler
techniques to detect and resolve targets in the dimensions of
both range and velocity. A basic simplified block diagram of
a digital signal processor for such a radar is given in Figure
3.1.1-1. The internal details of the blocks vary substantially
from radar to radar according to the exact application of the
radar as well as to basic design decisions. Indeed, one or
more of the blocks may be omitted entirely.

Before discussing the block diagram, it should be mentioned
that to date the processing takes place at "zero intermediate
frequency". That is, the radio frequency is heterodyned to
zero Hertz, and folding of the spectrum about zero is prevented
by carrying an in-phase and a quadrature channel. The correct
local oscillator frequency to beat the signal to zero is
usually determine. . .ruximately by computation on the basis
of the aircraft velocity vector and the antenna pointing angle,
the calculations being made by the systems control computer.

In many systems this open-loop calculation is fine-tuned
through the use of a zero~frequency discriminator.

The clutter tracker locates the main-beam clutter return
in range-frequency space and measures the displacement of the
peak clutter return from zero frequency. The output of this

block is fed back to the local oscillator to keep the main-
beam clutter spectrum centered at zero Hertz. This énsures
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maximum clutter rejection by the clutter canceller. The clutter
tracker is sometimes considered part of the radar receiver and
precedes the input buffer of the signal processor, or it may

be included as part of the processor and placed either before

or after the input buffer.

In modern fighter aircraft the trend is toward the use of
multimode radars. The signal processors in such radars are
designed to accommodate the mode which places the highest demands
on memory and on arithmetic capacity. This means that the
actual block diagram of such a radar frequently performs the
less demanding modes with unnecessary complexity of implemen-
tation simply because it is easier and more straightforward to
include the extra parts or features than it is to switch them
out.

The first block in the processor proper is an input buffer.
This block is of greatest importance in low-PRF modes, where
it is possible to slow the data rate by taking advantage of
the fact that only a fraction of the interpulse period is used
for data collection. Double buffering permits the data collected
in 1/Nth of the period to be passed on over the entire period.
This reduces the data rate to subsequent blocks by the factor
N. High-PRF medium modes use the entire interpulse period for
data collection, so that for these an input buffer cannot be
used to slow the data rate. Nonetheless, input buffers find
application in some high ~ and medium-PRF radars for two other
purposes. First, the buffer can act as an interface device
between the A/D converter and the multiple parallel processors
which follow. Second, the input buffer can help to solve the
timing problems which occur when a shift in PRF takes place.
Then used for this purpose the buffer must be large enough to
hold the range bins of at least one interpulse period.

The clutter canceller is a band-stcp filter, centered at
zero frequency to reject the main-beam clutter return. It is

used in situations in which the clutter spectrum is broad and
the clutter amplitude is very high with respect to the thermal
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noise. It is used for downlook air-to-air modes of radars in
fixed-wing aircraft. Uplook modes don't need the clutter can-
celler because ir. these modes the main beam never intercepts
the ground.

The benefit of the clutter canceller is that by removing
the very strong clutter signal ahead of the Doppler filtering
operation, the dynamic range and the sidelobe weighting re-
guired in the Doppler filters are very greatly reduced.

The Doppler filtering block may be implemented with any
one of several techniques. Correlation processirg could be
used, but the survey indicated that it is not generally applied
to MTI, possibly because more filters are needed than are
practically achievable with this technique. Tnstead, one of
two FFT techniques are used. The two techniques differ in the
organization of the memory and the arithmetic units. The more
common technique collects the input data in a corner-turn
memory, then processes the data in an arithmetic unit. The
corner-turn memory accumulates the data ordered in strings of
consecutive range elements for a given interpulse period (IPP).
The data is passed on to the arithmetic unit reordered in
strings of sequential samples for a given range gate. The
output of tne arithmetic unit is ordered as strings of freguency
responses for a given range cell,

The other filtering technique makes use of relatively
small blocks of serial memory interspersed between arithmetic
stages in a pipeline configuration. This is an older, less
versatile technique, and is not likely to be much used in
future digital processors. Nonetheless, its pipeline nature
might make it more suitable for a CCD type of implementation.

The envelope detection block is usually implemented in one
of two ways according to whether squarelaw or linear detection
is desired. Squarelaw detection is accomplished using two
multipliesand one add to form the expression I? + Qz. Linear
detection is performed by approximacing 12 + Q2 by I + Q/2 if
I is greater than Q, and by I /2 + Q if Q is greater than I.
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This approximation takes hardly any more hardware or time than
squarelaw detection and is much simpler than an exact square-
root operation.

Envelope detection should not be ‘-onfused with target de-
tection. It is just the first step in the targyet detection
process. Following the envzlope detector is usually found a
CFAR (constant false alarm rate) processor. The CFAR performs
the next step (which is sometimes the last step) in detection
by comparing the signal strength of the range-frequency cell
under examination with the average strength of surrounding
cells., A detection decision is made whenever the strength of
the cell under test exceeds the average background strength by
a predetermined factor. This process keeps the false alarm
rate constant independent of the noise level in the vieinity
of the target.

The CFAR circuit is often considered the last step in the
signal processor proper, although further processing steps
are often takeh. The further steps most often are performed
by a general purpose processor rather than by dedicated hard-
ware within the signal processor. Important examples of such
further processing are dual threshold (M out of N) processing,
resolution of frequency ambiguities, and resolution of range
ambiguities.

It should be mentioned that CFAR processing is used only
in modes vequiring automatic target detection. These include
almost all air-to-air modes. Modes in which the detection is
made by a human operator viewing a PPI, sector scan, or similar
cathode~ray display do not require a CFAR circuit. This includes
most air-to-ground modes.
3.1.1.2 Effect of Application on Parameters

The application of a particular airborne MTI radar affects
the selection of the parameters of the radar. The radar ap-
plications fall into two basic catagories; air-to-air and air-

to-ground applications. The radar and processor parameter
most directly affected by this dichotomy is the pulse repetition
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frequency. Targets moving on the ground have relatively low
velocities, so that the width of the doppler spectrum is low.
The minimum PRF which permits unambiguous detection of the
doppler spectrum is equal to the width of the spectrum. The
width of the spectrum is given by the equation

20vE
C

BW=

= 2°99Avmph X fGHz

where f is the radio frequency of the radar transmitter, c is
the velocity of light, and Av is the spread of velocities which
can be encountered within the radar beam. Assuming that the
maximum velocity of a ground target is 50 mph, then the differ-
ence between an opening and closing target is 100 mph, leading
to a doppler spread of 3000 Hz for a 10 GHz radar. Thus, a
relatively low PRF permits unambiguous velocity measurement for
the air-to-ground case. In contrast, the velocity spread for
the air~to-air case can be easily 20 times as great, resulting
in a requirement for a PRF 20 times higher than the air-to-
ground case if unambiguous velocity measurement is demanded.

In practice, other considerations prevent the use of a
PRF high enough to give completely unambiguous velocity measure-
ment. In the air-to-ground case it may be desired to have un-
ambiguous range measurement over a larger distance than would
be permitted by a PRF high enough to yield completely unambig-
uous velocity measurement. The relationship of PRF to maximum
unambiguous range is

PRF = o]

2 XR
max

i

80992/Rmax (in nautical miles)

If a PRF of 3000 Hz is substituted in this equation the result
is only 27 nautical miles, which may be inadequate for many
situations. In such a case then a lower PRF may be used, and
the ambiguities in the measurement of Doppler shift may be
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resolved by the use of multiple PRF's together with the Chinese
Remainder Theorec.m.l
Another consideration in the selection of the PRF is the
elimination of the main beam ground clutter. The spectrum of
the ground clutter return from the area illuminated by the main
lobe of the radar is a function of the aircraft velocity v, the
angle o between the velocity vector and the main beam, and
the angular width of the beam. If the PRF is not sufficiently
higher than the width of the clutter spectrum, then aliasing
of the signal spectrum will fold the clutter and the target
returns together so that frequency filtering cannot separate
them. To be practical, the clutter bandwidth should be no more
than perhaps 30 percent of the PRF, to allow adequate probability
that the target returns will not fall within the clutter region.
The clutter bandwidth can be calculated from the simple

approximation
-_ 2V
ch = 'a-é cos X

where d is the diameter of the antenna. This formula takes into
account the variation of beamwidth with radio frequency. A
formula which breaks out the effect of beamwidth and radio
frequency is:

_ 2v
BWc = f0 3 cos O AB

where fo is the radio frequency and AP is the antenna beamwidth.
Before leaving the subject of PRF, the connection between
PRF and number of range gates should be discussed. High-PRF
systems naturally tend to have a small number cf range gates
because the duty ratio is usually high. For example, a radar
having a l-microsecond pulse and a 30-KHz PRF can have its
33.3-mic.;osecond interpulse period divided into only 33 non-
overlapping range gates. A '50% overlap would up this number
only to 66 gates. On the other hand, a low-PRF radar, with

1ts much lower duty ratio, can have its period divided into
many more range gates. The practical limit in the low-PRF
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situation is set by the active portion of the interpulse period.
For example, a radar might be designed for an air-to-ground mode
using a PRF of 1600, which gives a maximum unambiguous range

of about 50 n.mi. If this radar were to cover a range segment
extending from, say, 35 n.mi. to 50 n.mi., then only 30% of

its interpulse period would be actively used for data collection.
Assuming that the radar were to use a l-microsecond pulse, then
the number of noa-overlapping range gates needed would be
.30/(1600 X 1 z 107°) = 187.

The r.dar designer must make a fundamental tradeoff between
the tpt;l range segment covered and the size of the signal
processor. The processor grows in direct proportion to the
number c¢f range gates to be processed. In multimode radars
the range interval covered in a low-PRF air-to-ground mode
might be determined by the amount of processing power designed
in to handle a primary air-to-air mode.

By way of summary and clarification, pulse doppler radars
are usually thought of as having low, medium, or high PRF's,
according to the following definitions:

1. Low PRF - A PRF low enough to give unambiguous
ranging

2. High PRF - A PRF high enough to give unambiguous
velocity measurements (usually against
airborne targets)

3. Medium PRF - A PRF for which both range and
velocity measurements are ambiguous.

Air-to-ground MTI modes usually use a low PRF. Long-range
air-to-air surveillance modes tend to use a high PRF because
it enables a high average transmitted power without resorting
to high peak power or pulse compression. Finally, air-to-air
fighter modes usually use a medium PRF.

Another radar parameter which has a major impact on the
signal processor is the number of doppler filters used to cover
the signal spectrum. This parameter is influenced less by the
radar application (i.e., air-to-air or air-to-ground uses)
than it is by more detailed considerations. Other factors
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being fixed, the narrower the Doppler filters, the higher the
sensitivity of the radar, because the Doppler filters are pre-
detection integrators. Two principal factors prevent the de-
signer from making the filters arbitrarily narrow. The band-
width cannot be narrower than the reciprocal of the dwell time
or the signal power will be spread over more than one filter.
This would both lower the detection sensitivity and force the
use of frequency centroiding to determine the correct target
velocity. Thus no gain would be achieved by the needlessly
narrow bandwidth. Secondly, the effect of filter bandwidth
on processor size may impose a practical limit. If the Doppler
filters are implemented by an FFT approach,then the processor
memory requirement goes up linearly with the number of filters
while the processor speed requirement increases somewhat
faster than linearly by the relation

Speed <« N logZN
where N is the number of points in the transform.
If a convolution approach is used,then the speed requirement
increases much faster aqcording to the relation

Speed « N2.
For the radars surveyed, the number of Doppler filters varies
from 16 to 128.
3.1.1.3 Survey Data

The survey data for the major blocks of the signal proces-
sor are given in tables3731-2 through 3.1-4. For each processor
block the data is broken do&n according to radar application.
The fixed-wing, long-range surveillance and the rotary-wing
applications each stand alone from the other applications in
the survey data. All of the others are related modes «f
modern multimode fighter aircraft radars. It will be apparent
from the data, particularly in the input buffers and the clutter
cancellers, that the implementation of the various modes was
influenced by the requirements of whichever mode was the most

demanding.
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3.1.1.4 Input Buffers

Table 3%71-2 gives the data on input buffers. Only the high
PRF long range surveillance radar applicatior. does not use an
input buffer. The various modes of the multimode radars all
use an input buffer, but only the air-to-ground modes make use
of the buffer for the purpose of data rate reduction. The
air-to-air modes use the buffer only as an I/0 device between
the analeog/digital converters and the rest of the signal proc-
essor, as described in an earlier paragraph. Note that the
helicopter radar, which was designed primarily for an air-to-
ground application, uses the input buffer for data rate re-
duction.
3.1.1.5 Clutter Cancellers

Data on clutter cancellers is given by Table 3.1=3.
The most noticeable aspect of the data is that the long range
air-to-air surveillance radar places the greatest demands upon
the clutter cancellor, the air-to-air downlook modes and air-
to-ground modes are much less demanding, and the air-to-air
uplook mode and the helicopter radar have no need for the
clutter canceller. The 120-dB (20-bit) requirement of the
surveillance radar is clearly beyond the present state of the
art of CCD techniques. The 66-dB (ll-bit) requirement of
the three modes of the multimode radar lies just beyond the
present 60-dB CCD capability. If a radar designer were con-
strained to use a CCD implementation for this purpose he might
be able to do so by making system trades and compromises.
Lower dynamic range in the clutter canceller can be compensated
for by greater dynamic range in the Doppler filtering process.

As mentioned earlier in the general discussion, the air-
to-air uplook mode does not need the clutter canceller because
the main beam does not intersect the ground, consequently
there is no main-keam clutter to cancel. The helicopter radar
does without a clutter canceller for another reason. Because

of the relatively low velocity of the helicopter radar platform
the main-beam clutter has a very narrow Doppler spread. Further-
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more, the targets of the radar are slow-moving ground vehicles.
To be useful, the clutter filter would have to be very narrow ’
in bandwidth. This type of filter has a poor transient re-
sponse which would be a problem to the radar designer. Con-
sequently, for this type of system a good design Aecision is
to omit the clutter canceller and solve the clutter problem
with greater dynamic range and low sidelobes in the Doppler
filtering FFT.
3.1.1.6 Doppler Processing

The survey data on the Doppler processing is given by
table 3.1-4. All but one of the radar applications make use
of a corner-turn memory followed by an arithmetic unit which
computes an FFT. The exception is the long range surveillance
radar, which uses a pipeline-organized FFT with its memory
distributed between its arithmetic stages. The number of
filters génerated by the FFT varies rather widely across the
radar applications, from 16 filters for the air-to-ground
modes of the fighter-type radar to a high of 256 fiiters in
the helicopter radar. Similarly, the number of range cells
processed also varies widely, from a low of about 50 cells
in the long-range air-~to-air surveillance radar to a high of
2600 cells in one mode of the helicopter radar. The computational
loading of the various applications is given as the approximate
number of megops per second. (An "op" is defined as one complex
multiply plus one complex addition plus one complex subtraction.)
This number is computed as follows:

_ MR
S = T

where S = speeld in ops/second, M = number of ops per FFT, and
R = number of range cells. The factors T and M may be calculated
thus:

T = N/fr, and
M= g logzN

where N = the number of filters in the FFT and fr = the pulse
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repetition frequency. Substitution of the expressions for
T and M into the equation for S yields

§ = N log,N * R/(N/fr)
2

= fr R log,N-
2

For the reader's convenience, figure 3.1.1-2 presents a graphical
means of solving this equation. Directions for its use are
given above the figure.

3.1.1.7 CFAR

CFAR processing schemes var, greatly from radar to radar.
The background¢ area which is averaged to produce the threshold
level may extend in the two dimensions of range and frequency,
forming a reccangnlar annulus around the target area. Alter-
natively, i’ 1is frequently just one-dimensional, taking the
form of a several-cell window on both sides of the target,
either in the dimension of range or of frequency. 1In digital
data processor implementations,the CFAR processing imposes a
considerable processing load. For each target position to be
examined, N-1 additions are required to form the sum of N
background cells, one multiplication is required to scale this
sum down to an average, and one subtraction is required to test
the target cell amplitude against the average. Weighting of
the contributions of the various background cells is not gen-
erally used because this would increase the computation load
by N multiplications.

The CFAR process, as dercribed above, would readily be
implemented by CCD techniques. The sliding windows, complete
with weighting if desired, can take the form of transversal
filters. 1If CFAR processing in two dimensions is required,
then provided that the outputs in the sccond dimension are
available in parallel, the se.cond dimension can be obtained
through the use of paralleled transversal filters. Weighting
in the second dimension is obtained just as easily as in the

first, by adjustment of the summing resistors into the summing
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Enter curves with PRF and number of filters in FFT. Read ops/second per
range cell on scale on left. Project this reading diagonally toward upper right
t0 interscction with vertical line corrcspohding to number of range cells,
Project this point to the scale on right to recad total spced requirement.
¥Yor cxample: PRI' of 1350 llz and N of 16 lcads to 2750 ops/sccond per range cell.
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FIGURE 3.1.1-2: Operations per Second as a Function of
Filter Number and PRF
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node of an amplifier.
The dynamic range of the signal into the CFAR process

"seems to run in the range of 8 to 12 bits. When implemented

in a straightforward fashion with digital techniques the dynamic
range of the CFAR arithmetic must be greater than that of the
input by 1og2N (where N is the number of background cells
averaged) in order to be certain of not saturating. With an
analog implementation the pres nce of the weighting factors
built into the transversal fili.ers prevents the buildup of
dynamic range through the CFAR summation.

3.1.2 AIR TO AIR PULSE-DOPPLER RADAR

3.1.2.1 General

The contemporary air-to-air pulse doppler radar (with a
downlook capability) uses a filter bank which in most cases
is established with an FFT algorithm. The essential parameter
here other than speed is the filter bank sidelobe level. Typical
minimum values for A/C to A/C work in AWI radars is -60 dB
and for missile detection by an A/C radar a value of -80 dB
is normal. With the FFT, these levels are obtained by Dolph
Chebyshev weighting. It is important to note that weighting
as high as -120 dB is not uncommon. The reason for these
large values 1is the radar hardware investment and processor
data rates vs the S/C performance required, compared to the
relatively low difficulty in getting the -60 tc -80 dB.

The following section outlines the processing requirement
for an A/C radar which performs the function of detecting
anti-aircraft aerodynamic missiles having a built-in active
target seeker. The need here is to construct a :-80 dB SL
bank of 64 Doppler filters spaced continuously across the
selected spectrum and duplicated over 10 gates in range. The
number of range-gates and filters in the bank is minimized
to conserve radar and signal processing hardware while main-
taining specified performance against the anti-aircraft

missile. To lessen the SL requirement, the clutter patch
(range-gate/velocity-bin) dimension must be reduced in size.
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Assuming that an analog filter bank could be built with a
-40 dB SL level the changes indicated in Table3¢1l+5would be
needed. As can be seen, they impact the radar and the signal
processor. Depending on the missile dynamics the Doppler filter
quantity may not be able to be increased to 256 or instead
tracking may be required.
3.1.2.2 Air-Air Missilz Detection
3.1.2,2.1 Corner Turn Memory

The input to the corner turn memory (Figure3.l.2-1)is for
10 range-gates at an 0.8 MHz rate with a dynamic raige of
S + 11 bits (66dB). The CT is a 32 k bit static MOS RAM

cohfigured to handle the 10 range gates and the 64 FFT samplies
(radar IPP's).
3.1.2,2.2 Doppler Filter

The 64-point FFT, which operates on one RG at a time, has
an input dynamic range «f 66 dB and an output dynamic range
of 90 dB with -80C dB sidelobes formed by Dolph Chebyshev
weighting. The filter spacing is governed by the PRF's used.
If two PRF's are incorporated to resolve range ambiguities,
then there will be two filter widths for the same number of
FPT coefficients. The comparable velocity resolution of these
2 filter widths is accomplished by scaling (to be described
later). The PRF's selected for satisfying the missile dynamics
and the ambiguity resolution results in filter bandwidths in
the vicinity of 300 to 400 Hz for thics example.
3.1.2.2.3 Complex Magnituder

The complex data out of the FFT is passed through a con-
ventional magnituder which can be implemented by either of the
following algorithms, ‘the swlection depending on mechanization
and/or accuracy requirements although for most cases either is
satisfactory from a performance viewpoint.
112 + Q211/2
max [(I + 1/20), (0 + 1/21))

]

Magnitude

or Magnitude
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TABLE 3.1-5; RADAR/PROCESSOR COMPLEXITY COMPARISON

ITEM OR FUNCTION

RADAR PULSE COMPRESSION
TARGET RANGE TRACKING
NUMBER OF RANGE GATES
NUMBER OF DOPPLER FILTERS
PROCESSOR INPUT RATE
CORNER-~TURN MEMORY

A/D DYNAMIC RANGE

-80 dB FILTER SL
NONE
NONE
10
64
6
0.8 X 10° wes
32 kB

66 dB

3-29

-40 dB FILTER SL
YES
YES
256
256
6
20.5 X 10" wes
1600 kB

30 dB
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3.1.2.2.4 Velocity Scaling

In most systems of this type, there are multiple transmit-
ter frequencies used in order to establish sample independence,
lower the interference from other radars, and provide some
ECCM. In addition, two PRF's are incorporated for resolving
first time around echos (FTAE) from echoes at integer multiples
of the IPP (MTAE). Transmitter frequency diversity causes a
variation of Doppler to relative-target-velocity calibration
(inversely with wavelength), while two PRF's results in two
different FFT output filter widths. To obtain accurate
velocity definition, a variable scaling operation must be
performed on the output FFT data-blocks. To accomplish re-
jection of the ground clutter return sensed by the radar, the
first 18 to 25 (depending on PRF and problem geometry) Doppler
filters are discarded, thus the velocity scaling by the
microprocessor need only be done on the remaining 46 or fewer
filters. For the example selected,the Doppler filters used are
mapped into 46 velocity bins. The transformation utilizes
wavelength, PRF, and A/C ground speed as inputs.
3.1.2,.2.5 CFAR

The CFAR (constant-false-alarm-rate) is set by automatically
adijusting the level of a target detection threshold. For this
particular application, there are two CFAR regions (thresholds)
considered; i.e., one is for clutcer-plus-noise region (CPNR)
and the other for noise-only region (NR). Two ratioing values
(CFAR constants) are computed in the microprocessor; one constant
is for the CPNR in the data-block and the other, NR. The re-
ceiver charnel data is utilized to form the two separate CFAR
thresholds.

The CFAR operation for the CPNR is implemented by sliding
a dual window made up of velocity bins (n + 1) and (n + 5)
from any seguence of 5 continuous bins. This quantity is
summed over 2 to 4 FFT data hlock outputs (a value of 3 is
assumed here) and then is multiplied by the CFAR constant prior
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to use on the first threshold.

The NR magnitude is obtained by summing the last 12
velocity bins over one data-block for a range gate. It is

then multiplied by the CFAR constant for NR prior to use on

the first threshold. The boundary (in a sequence of 46 bins)

between the CPNR and the NR is determined by a calculation

ucing A/C ground speed and vertical data.

3.1.2.2.6 Detection Function

) The detection function selected here is a 2-stage M of N.

The steps or levels of discrimination in the detection process

are described in the following:

Level 1 Requires a target in a range/velocity-bin to have an
amplitude greater than the CFAR threshold. Data words
are snp~lied to this threshold at a rate of 46 velocity
bins per range-gate i.e., (PRF)/64 or 300 to 400 Hz.*

Level 2 Requires there be fewer than 50% of the velocity bins
in an FFT data-block (per range gate) that have targets
exceeding the CFAR threshold in order for that data-
block to be considered valid.

Level 3 Requires that at least 16 level-l detections exist in
43 valid data-blocks for a specific range/velocity-
bin location to be tagged as possible target. The
numbers 16 and 43 are determined in part by the
allowable false alarm rate and the relative velocity
and acceleration characteristics of missile targets.
For the example selected, the 43 data-blocks require
about 1/4 of a second of elapsed time to occur.
Alternately interleaved with the above 43 data-blocks
are 43 more data-blocks from the FFT's calculated
with PRF #2, It is at this point where FTAT are

*As noted under the discussion for velocity scaling, there are
46 velocity bins established for each range gate, thus n varies
between 0 and 41l.
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verified and STAE are cejected by delaying the low
PRF second threshold outputs and testing for coin-
cidence in a particular range/velocity-bin with the
higher PRF (#1) in an "AND" gate. If the coincidence
in AND #1 is verified,a level-3 detection is satisfied
at this point as a missile or an A/C.

Level 4 This is the final threshold which tests for four level-
3 detections in any sequence of six. Since a level-3
detection takes approximately 1/4 second, then the
total integration period or detection cycle would be
effectively 1.5 seconds.

There are several other processing functions which can

aid in the automatic classification of a target as a potential

missile threat, namely: measurements of radar cross-section,

target velocity, and target geometric distribution in range-
gate/velocity-bin space.

3.1.2.2.7 Target Location Determination

To define the target location to a higher accuracy in
range-gate/velocity-bin space, it is possible to add both

range and velocity centroiding (shown in diagram). The improve-

ment by centroiding is required for a higher accuracy in the

calculation of target velocity, time for the target to impact
the A/C containing the radar, and in maximizing the time for

counter measures by this A/C.

The velocity centroid examines the range/velocity detec-
tions for an FFT data-block .n a range-gate by gate basis.

The circuitry takes the start velocity-bin number and the last

velocity-bin number for a continuous group of detections, sums

them, and then divides by 2. If,for adjacent range gates,the
velocity centroids are within 1 filter then the detection is
assumed to be from the same target and only one detection entry
is saved. Thus, the velocity centroiding action is used to
narrow down the number of indicated detections for processing.

For range-gate centroiding the FFT output for each
velocity~bin used is accumulated over the entire intecration
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period of 1/4 second. Then the most intense return for a
velocity-bin on a range-gate basis is further subdivided by
using the adjacent range-gate PDI values to form a weighted
centroid. The centroiding function is performed by a micro-
processor which, in addition, corrects for any detection non-
linearity and STC if used.
3.1.3 TERRAIN AVOIDANCE/TERRAIN FOLLOW (TA/TF) MONOPULSE
3.1.3.1 Introduction
&n overall block diagram of a signal processor for a
monopulse terrain follow and terrain avoidance radar is shown
in figure 3.1.3=]. Thé radar ‘used with this processor is a non-
coherent, phase-monopulse, pulsed radar system which alternately
operates in the azimuth and elevation dimensions. Of the many
blocks composing the signal processor, four are of most interest
to the APUP study in terms of suitability for implementation
using CCD techniques. These four are the input buffer, the
detector and presum averager, the azimuth-elevation buffer,
and the receiver calibration and compensation block. These
four blocks comprise the bulk of the memory and processing load.
Also, the processing rates in these blocks are best suited for
CCD implementation. For these reasons the discussion which
follows concentrates on these blocks.
3.1.3.2 Input Buffer
The radar receiver outputs to the input buffer comprise

four video signals, as foilows:

1. 1In-phase sum (II)

2. Quadrature sum {(ZQ)

3. In-phase difference (AI)

4. Quadrature difference (AQ)
These signals are the result of heterodyning the radar signals
to a "zero-frequency IF"., Consequently, they are bipolar video
signals. The radar produces these signals during only a small
fraction of the interpulse period. The function of the input

buffer (block diagram in figure 3.1,3-2 is to hdke.advantage of
this fact by spreading the data flow uniformly over the entire
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FIGURE 3.1.3-2: Block Diagram of Input Buffer
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interpulse period. This is done by double-~buffering. One
buffer register is rapidly loaded during the active portion of
the interpulse period, while the other buffer outputs its

data at a uniform, much lower rate.

A substantial reduction of the data rate is achieved this
way. For example, the following may be taken as typical numbers.
Let the pulse width of the radar be .2 microseconds, the PRF
be 3000 pps, and let the radar collect data over a 40-micro-
second range window. Then the peak data rate at the input
to the buffer is 5 MHz, but the buffer slows this to a rate of
only 200 samples X 3000 sets of samples = 600 KHz. This is a
reduction ratio of over 8 to 1. The reduced data rate is
much easier for the subsequent processing circuits to handle.
3.1.3.3 Detection and Presum

The block diagram of the detection and presum operations
is given in figure 3.1.3-3. It must be remembered that even though
the signals leaving the input buffer are at video frequencies,
they are analogous to IF signals in that they have not yet been
detected. The magnitudes of the sum and the difference signals
are found by squarelaw detection. Each squarelaw detector con-
tains two multipliers and one adder, as shown in figure 3.1.3-4., It
forms the expresseion a2 + b2 where a and b are the inputs to
the detector.

The angular information is contained in the relative phases
of the signals. It is extracted by complex multiplication of
the sum and difference signals. The complexX multiplier,
illustrated in detail in figure 3.1,3-5 forms the product of two
complex signals:

(a + jb) * (c + jd) = (ac - bd) + j (ad + bc)
It can be seen that the complex multiply operation includes
four multiplies and two adds and is equal in complexity to
two squarelaw detecticns.

The speed required of the squarelaw detectors and of the

complex multiplier is approximately 500 to 600 KHz. The
dynamic range,as presently implemented in digital processors,
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27 at the input and 2ll

is at the output.

The signals leaving the detection operations are measure-
ments made on a single-pulse basis. The next step in the
processing procedure is pulse-to-pulse integration. This
step is required if pulse-to-pulse frequency diversity is used
by the radar. Typically, the radar might transmit groups of
five to ten sequential pulses, each pulse within the group
being of a different frequency. The monopulse direction may
be shifted between azimuth and elevation after each group of
pulses. The recircuiatidg registers shown in the block diagram
and the signal returns for each pulse within the group form
an average over the range of frequencies. At the end of each
group the register is cleared and the integration process is
restarted on the next group.

The length of the register must accommodate the total number
of range gates, 200 being a typical number. In present imple-
mentation, occasional saturation of this register is allowed

so that a dynamic range of only 212

need be provided for,
Modifications of the processing scheme might lower this range
further. The access rate of the register is roughly 600 KHz,
and the storage time is 330 microseconds.

Note that the presum registers accomplish a reduction in
the average data rate, the reduction factor being equal to the
number of pulses integrated. Assuming that six pulses are
integrated, the average rate at the integrator output is down
to approximately 100 kilohertz. The peak rate vremains at the
600 KHz rate, however.
3.1.3.4 Azimuth-Elevation Buffer

The block diagram of the azimuth-elevation buffer is shown
in Fig.3.1.3-6It is at this point in the signal processor that
demultiplexing of the azimuth and elevation information occurs.
The information collected during the six or so pulse repetition
intervals comprising an elevation data collection period is
gated into one set of buffers, and the azimuth data is similarly

gated into the other set. The average data rate after the
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demultiplexing operation is therefore only 50 kilohertz,
although the peak rate is still 600 kilohertz. If the azimuth
and elevation buffers are read out as slowly as possible
between the bursts of incoming data, then the peak data rate
out of the buffers would ke only 60 kilohertz. Double buffering
would probably not be worthwhile, since it would result in a
further reduction of only 0.167 to 50 kilohertz.
3.1.3.5 Receiver Calilration and Compensation
The buffered azimuth and elevation signals must be corrected
for phase and amplitude'imbalance in order to yield accurate
measurements. As shown in Fig.3.13-7this is done by complex
multiplication of the signals with inphase and gquadrature
corrections supplied by a calibration memory. The corrections
are derived during an in-flight calibration mode that injects
test signals into the I and A receiver channels. The corrections
are applied only to the phase angle signals. The magnitude
signals do not need a correction. The corrections must b2
derived and stored to cover the frequency range of the radar.
The final operation in this processing block is the norm-
alization of the signals by the IXI2 signal. This operation is
indicated in the block diagram as division, but in a digital
implementation of this processor was actual%y performed by
multiplication by the reciprocal of the || signals. The
reciprocal was obtained by a look-~up table with a dynamic
range of 10 bits,
3.1.4 AIRBORNE NOSE-MOUNTED MAPPING RADARS
3.1.4.1 General

The modes of operation that these radars are used for primarily

deal with navigation, navigation avionics update, and target
cueing for FLIR, LLTV, or Laser. A principal signal processing
function utilized by these radars is that of doppler beam
sharpening for azimuth resolution improvement. The following
sections describe the general précessing requirements, con-

figuration, and example parameters for this type of processing.
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3.1.4.2 Unfocused Doppler Beam Sharpening

Unfocused Doppler beam sharpening (DBS) effectively divides
the antenna far-: field real bandwidth into M sub-beams, where
M is the selected beam sharpening ratio. Thus, the azimuth
angular resolution (ODBS) obtained after sharpening is:

%pBs =

=i
>
cﬂw

H

The resultant linear resolution (raz) realized for mapping is:

r, (Bs) = % x ¥ <= r_x PR
' ¥ D, M

The integration time (TI) for DBS is less than that for an
unfoecuged SAR equipment where the length of the synthetic
antenna is gelected so that mapping is essentially done at
the boundary line between the antenna near- and far-fields.
In contrast to DBS, the resolution (at any squint angle) for
an unfocused SAR equipment is:

————
I

— /
r.y (unfocused) = Ks N

2
The integration times for the two types of radars are:

TI (DBS) = Ks X DH X 4= KS X2 XM

K 2V X Sin« 2V X By X Sine

T, (Unfocused) = {Z:E:‘
V X Sin«
The DBS system is generally used to look left and right
of the A/C velocity vector and develop all or segments of a
PPI type of map. In this mode of operation there is no DBS
improvement realized within the region of 3 real beamwidths
trom the A/C nose to directly along the ground track where,TI

+ o, for which the azimuth resolution is that of real beam

only. The unfocused SAR is normally used for generating strip
maps at broadside or squinted scan angles. The two techniques
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(DBS and SAR) can overlap in application if a map sector or spot
is required at some squinted scan angle. The scan time for

the two equipments when operated in the spot or map sector mode

is:
M K XA X M2 XN
T, (DBS) % { X T XNy = s La *
cc 2V X BR X NCC X Sin«
o
TS {unfocused SAR) # Szc X TI X NLA
FIL

(Note that in the above two equations the T. values are not

the same and the quantity used is that assoiiated with DBS or
unfocused S2ZR).
3.1.4.3 DBS Radar

The DBS radar is implemented by placing a bank of Doppler
filters of quantity M, each with a bandwidth corresponding to
the Doppler spread across a desired resolution element centered
at the peak of the real beam. For M equal to 10, each
spatial filter will possess an azimuth resolution capability
of v 1/10 of the real beamwidth.

The requirement for DBS processing results in the target
Doppler return remaining principally in one filter channel
during TI' This type of operation removes the need to Doppler
de-chirp the input signal prior to azimuth processing or as
part of the complex mixer reference. Here, the Doppler frequency

change of any target return during T. is small enough to be

1
considered a constant. With this constraint, a constant ref-
erence frequency is generated for each synthetic beam as a

function of Va/c (ground speed) and the azimuth squint angle

of that beam.

*NCC in the denominator comes about by the fact that the

antenna can scan only NCC filters in a T. to stay in real

I
time processing.
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3.1.4.4 Azimuth Correlator Configuration

The configuration of a typical DBS azimuth correlator is
shown in Figure 3.1.4~1.In this diagram, the IF reference for
the I and Q mixer i. corrected by the clutter tracker loop
which tracks the long term Doppler shift of the spectrum.

This correction can also be accomplished as part of the complex
multiplier reference. The Doppler clutter tracking loop will

be described as a separate equipment processing requirement;

it is shown here for continuity. 1In addition to the tracking
correction, a range -gate drift correction circuit is implemented
in the synchronizer to correct for range changes due to A/C
motion. The purpose of both of these functions is to maintain
the map at a fixed geographic location during the mapping
interval.

The reference signal into the complex multiplier translates
the Doppler spectrum of the specific synthetic beam being
formed down to DC. The signal is then coherently summed for
a period of TI seconds in an accumulator (linear dumped integrator)
constituting a narrow band Doppler filter. Depending on the
processing rate capability of the narrow band Doppler filter,

the quantity of parallel correlator channels N (always < M)

is defined. Parallel channelizing can includecghe complex
multiply and add or be limited to the accumulators only. Fig.3.1l.
4-2 shows only the accumulators as part of the parallel channels.
The number of IPP's summed in the accum lator NCOR which is
RC/NCC storage positions in length and dumped every TI seconds

is determined by the Doppler filter bandwidth (A fc) required.

Afc = 1/TI (Where T
Factor KS)

I is increased by weighting

NCOR = TI X PRF

The outputs of the azimuth correlator are then multilook
summed and processed through a coordinate transformation

routine (polar to rectangular). The transformation utilizes

3-46




Iossadoxd TeubTs Sgd  T-p°I°€ FANOIS

s o

3-4

1-A Z£10-08
3
¥00ULINW WHO4SNVHL SSIHIW0I ¥344ng
HINWIZY 31VNIOH00D 907 1NdLN0
3INI¥IAIY
a X2z
40103130 1¢——  dWOD , .- ¥INdILINN 433408 , YXW OB
Hv3NIT NIV X1dWI 378n00
dOC1 ININIVHL ¥311N1) _
¥0133130
AININOIHS | , 13440
043z ETRIT 4374400

Ca .
(e Wy e W -




X03eTaxI0D SdAd :Z-P°"1°€ FAUNOIA

ZA-ZEL008
Iy - sNOILYY3LI 40 ON
W 5 IN = ALIINVND
SHOLVHOILNI 13TIVHVd
' [}
P D
HOLVHOIINI . e m Iy x 9y x 3ud = 3LVY
1 ) NV3S
] : 135440 4
e E () 1. " 39N3Y343Y
94 = H19NI) _
. t -
q‘ll@b ¥3ding [&— 0
318n00
= 31VH NOIL d =31V 5
- . . WX
4344n8 j&— |
11794 x JIN = 51vH 318n00

NdLNO TYNOI
1N4LN0 TVYNIIS 4INIVHL

4374400

94 X 44d = 439 TYNLIV
JJy x 9y x 4y4d = HAD 3AILI333

JIN x 34 x 44d = ILVYH ATILINW XIT1dWOD
JH X J¥d = ILVH TYNIIS LNdNI

:

LA




a "cardinal-data-hold" interpolation algorithm prior to being
passed through log compression to limit the word size.
3.1.4.5 Numerical Examples

The azimuth correlator integration gain is:

Integration Gain = TI X PRF

This value assumes that the scene mapped has specular targets.
If the scene is primarily made up of clutter-type targets,
the gain is equal to the square root of this quantity.

The azimuth CDR is given by the following (assuming that

the complete interpulse period is available for processing):
CDR = PRF X RC X M

If parallel filter channels are used, the correlator channel
cc’ Normally with VLSI

the NCC guantity available equals largest M.

rate (CCR) is inversely related to N

CCR = M X PRF X RC
Nee
Table 3.1-6 lists the typical parameter limits which
an airborne radar with this mode might expect to encounter.

Table 3.1-7 utilizes the unfocused DBS equations for r

az’

TI’ TS and CDR and the input parameters from table3.l1-6 to
illustrate example equipment operating values for M = 10,

15, and 20 and for R varying between 2 and 50 nmi. The

quantities and NL were set equal tc one for purposes

Nee
of normalization.

A

3.1.4.6 Memory Considerations and Configuration Options
The purpose of the input buffer is to stretch out the
range returns over a complete IPP. The complex multiply is

done for NCC filters, RC range cells at the PRF rate. This

means only N filters are processed and that the scan rate

CcC
(frame time) must be adjusted (slowed down) in order to retain

the real~time processing function, optimum is with N equal to

cc
the largest M value. (The register after the complex multiply

is not required unless time isolation is necessary.)
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TABLE 3.1-6: TYPICAL RADAR PARAMETER LIMITS

R

s

Va/c

¥ (antenna scan angle)

Y (radar wave length)

h (aircraft altitude)
a/c

r__ (range resolutiocn)
rg

., (azimuth resolution)
M (beam sharpening ratio)

N (azimuth multilooks)

sz {(number of parallel cor
BR (antenna real beam width
PRF
TABLE 3.1-7:
M \Y RS raz
(ft/s) (nmi) (ft)
10 150 2 42.4
10 8 169.7
10 14 296.9
15 20 282.8
15 26 367.6
15 32 452.5
20 38 403
20 44 466.6
20 50 530
NLA
KS = 1,25

A =PRF X RC, B=PRF X R XN

relator channels

)

2 to 50 nmi

150ft/s to 1500 fi/'s
-65° ~=0° --+65°
.1' to .25'

200" to 75K

50' to 200'

0.1° to 0.5°

7 to 20

1 to 4

ltoM

11/2 to 6°

500 to 4000

DBS OPERATING EXAMPLE VALUES*

TI Ts

(sec) (sec)

.239 .239
LU 11}
" "
.358 358
1 1]
" "
4717 477

= 1, PRF = 2000, RC = 100, « = 30°, By = 2

cC

A B N

(MHZ) (MHZ)

.2 2 478

*Values in table are for fixed operating constants; see Table 3,l-6for range

of constants.
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Figure 3.1.4-3 has essentially the same operation as Figure 3.1.4=2

except more of the circuit is duplicated in order to reduce the
data rate in the complex multipnly. The MUX of the Doppler
filters can either be done at point A or B on the diagram,and
the gain compensation and linear detection blocks can be
interchanged, depending on ease of mechanization,

An alternate to multiplying the frame time by Nia is

to multiply NCC by N which assumes room enough on chip to

accommodate extra filiirs.
3.1.5 SPOT MODE
In "spotﬁ mode operations, the antenna is steered so as
to "spotlight" a single point on the ground while the A/C
continues on its path. This single area within the beam is
illuminated for a longer time than a fixed antenna aim would
provide on a normal fly-by so that the "crossrange" (azimuth)
resolution can be improved by the greater integration time.
It is not SAR, but on a sidelook it produces more resolution
than DBS. The signal processing components are characterized
in the following sections.
3.1.5.1 Correlator Input Buffer
1. Reduces the data rate in range by spreading che range
gates equally over entire IPP.
2. If multilook in range is used,it allouws summing of
adjacent gates to give desired range resolution.
3. Size of buffer is twice the length of one range swath
since item (1) above introduces a read-out slow down.
Min. Buffer Size = 2 X RC
RC = Number of range gates or cells.
3.1.5.2 Azimuth Prefilter

1. Reduces the azimuth processing bandwidth with a narrow

band filter to that required to match the Doppler band

to be correlated, Fig. 3.1.5-1.
2. In squint mode operation, the prefilter removes the

Doppler offset by using a scanning reference.
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Fes

3.1.5.3
The
lines).

Af =K _( V sin«)

DOP s T
az
AfPRE = Ko ( fDOP) = prefilter bandwidth
N = PRF . .
PRE = number of pulses summed in one prefilter

DOP channel

fp = NOL (PRF) = prefilter output sample rate

Nore (when a prefilter is used)
NFIL = fDOP X TI = number of correlator filters
Noggr = fp ¥ Ty = number of pulses correlated (with
prefilter); PRF X TI otherwise

TPRE = NPRE = prefilter integration period

PRF
TI = KSRs = coherent integration time

2 vr,, (sin«)

Corner-Turn Memory (Prefilter to Correlator)
memory stores consecutive prefilter outputs (range

Azimuth lines of samples, in length, are then

Neor

made available to the correlator at a rate of one azimuth line

per correlator integration time (TI), Fig. 3.1.5-2.

3.1.5.4
l.

Memory size = 2 X NCOR X RC X 2

(The first "2" is for I and Q, and the
second for double buffering).

Azimuth Correlator
Processes one azimuth-line at a time from bulk

memory. With each line consisting of N range-

line samples of one range cell (RC) durggion. Each
sample is multiplied by a complex reference frequency,
and then accumulated over a period equal to TI to
form one narrowband Doppler tilter, Fig. 3.1.5-3,

The complex reference function cancels the FM due to
scanning the prefilter and provides amplitude
weighting for azimuth sidelobe control.

Next, the signal is hardlimited and the magnitude de-
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RANGE LINE NO. 1

’f.

FIGURE 3.1.5-2;
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“roye, 0N TR

termined from a max (|I|+ 1/2]Q|, |Q|+ 1/2 |1]) test.

4'

3.3..5.5 Options to AccommodateN

J.

Finally,multilook in azimuth is performed by either
of the following:

a. Collect two sequential sets of N samples over

COR

a period of 2 X T correlate each coherently,

Il
and sum the two results non-coherently.
b. Operate two correlators in parallel and then

non-coherently sum the outputs.

LA
Calculate NFIﬁ' TI, and CDR on the single azimuth look

. resolution basis and slow down the scan Ts by the

factor NLA‘

calculate NFIL' TI, TS on the single azimuth look
resolution basis and speed up the correlator data
rate by NLA'
Calculate CDR on a single luok basis. Set the

gquantity of parallel correlators equal to NLA'
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R

TABLE 3.1-8

Rs 5 to 5C ami

a/c 150°st tg 1500 ft/z
@ «45" == 0" -=- + 45
Y ot

altitude 200' to 75K’

rrg and T, 1o’ ;o 50" ,
spot size (azimuth or range cells) 1000 to 10000~ cells
azimuth multilooks 1 to 4
NOL {prefilter, sample rate improvement) 2 to 3

Range (time X bandwidth) 10 to 1000
Max, Range Pulsewidth (Transmit) 50
Quantity of Radar Range Compression Ratios ltoé6

Min. ;}lowed PRF = K (KS X Va/c X NLA X s:.n«)/raz

= ; /
fPRE (Kos X va/c X s:.na),raz

PDR = PRF X RC

TABLE 3.1-9

fPRE PRF min. (PPS) PDR NLA ro. (ft.) « (deg.) v ('/s)

6 9 2700 1 50 90 150
22 32 9600 1 10 45 150
60 90 27000 1 50 20 1500
212 318 254C0 1 10 45 1500

6 36 10800 4 50 90 150
22 85 25500 4 10 45 150
60 360 108000 4 50 90 1500
212 849 254700 4 10 45 1500
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1/2

2 _ 2,1/2

2
T_= KA X BC X (RS - h RN, =T XAZCX (RS -h X N
2NFIL raz Va/c sin ( ) R X NFIL
. 2 1/2
T & -
s N MW X sin« X (Rs ha/c ) X NLA
KsRsVa/c
3
CDR = N XN XRC KX NRRSX UV, KERCXNG
T v 2r 3
1 az
TABLE 3.1-10
NFIL Rs VA/C RC NOL raz « CDR Ts min
(nmi) (ft/sec) (ft) {deqg) (hz) (1 look)
11 50 150 300 | 2 50 90° 27573 | 71.8
11 50 45° 19497 | 101.5
16 40 90° 46670 | 61.7
16 40 45° 33000 | 87.2
20 30 00° | 114989 | 45.4
29 30 45° 81°20 | 64.2
65 20 90° | 385121 | 30.4
65 20 45° | 272322 | 42.9
257 10 90° | 3010285 | 15.4
257 v v \L \UJ 10 45° | 2128539 | 21.8
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3.2 SPACFBORNE RADARS

An illustrative example of spaceborne radars is the SEASAT
SAR for ocean surveillance and mapping. The objective of the
SEASAT SAR is to image ocean waves with a 25-meter resolution
in a 100km wide swath from a circular near-polar orbit of
approximately 800km with a slant look angle of 20° + 3° off
vertical. Such fine resolution across track is obtained by
effectively time-gating the returns into 4000 range resolution
cells via a range clock of nearly 19MHz. Practical satellite
implementation dictated the use of pulse compression in order
to minimize the peak transmitted power required to get
adequate signal-to-noise ratio. Consequently the SEASAT SAR
uses a linearly-swept FM pulse with a 634 to 1 pulse compres-
sion ratio, 19MHz bandwidth, and 34pusec duration, generated
by pulsing a surface acoustic wave (SAW) device. To realize
the needed resolution along track, which is much finer than
the antenna beam pattern incident on the ground, approximately
3000 return echoes are processed coherently at a maximum PRF
of 1645Hz.

The typical processing sequence of the video from the L-

Band return pulses is the following:

1) Pulse compression to collapse the signal from a
point target into a single range resolution cell.

2) Coherent accumulation of data in a two-dimensional
array of (4000 range cells) by (3000 return echo
lines).

3) The centroids of the Doppler gpectrum for selected
lines of the 3000 are used to more accurately
specify the ground may elements than allowed by the
antenna boresight knowledge (range migration cor-
rection).

4) Precise knowledge of the ground position (including
latitude) specifies the azimuth matched filter or

cross-correlation operation performed on each column
or range bin of the 2-D array; and like the range
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compression process, this collapses a point target
to a single azimuth resolution element.

5) Noncoherent integration of a maximum of four indepen-
dent looks reduces the standard deviation of the
return signal strength measurement, effectively
smoothing the texture of the radar image & reducing
its monochromatic speckly nature, but demands
processing the data 4 times, generating 4 separate
images and registering the 4 images prior to integration.

Presently, all this data processing is performed on the ground,
not in real time, by either a digital computer or by optical
techniques using film, coherent light and lenses. Suggested
block diagrams for CCD implementation of the above data
processing have been developed under NASA Contract # NAS-7-100
at Caltech JPL and published at the American Institute of
Aeroaautics and Astronautics by Wayne Arens.
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3.3 GROUND OR SHIP BASED RADARS

Most of these radars employ pulse techniques resulting
in unambiguous range but ambiguous Doppler information. Con-
sequently, optimally weighted filter techniques are generally
preferred to Fourier transform schemes except for systems with
ranges less than 80 nautical miles which can use Doppler bank
filters similar to the moving target detection (MTD) approach
of the MIT Lincoln Laboratory. Because of moderate sample rates
ranging from 0.25MHz to 2MHz, hardwired pipelined implementation
is generally used, although array technology and microprogrammed
processors are making inroads. While both serial and parallel
arithmetic are employed, performance of existing systems is
typically limited by the analog-to-digital converters (ADC)
and/or memory.

The system block diagram for an illustrative example of an
unattended radar is given in Figure 3.3-1 with more details
on its ‘signal processing unit and its "Track-While-Scan"

(TWS) post-processor shown in Fiqures 3.3-2 and -3. Because
CCDs can also be used for feature extraction, cross-correlation,
or associative processing, as well as the bulk memory needed for
target track-files, both the coherent and the TWS post-proc-
essor are described.

The principal function of the Signal Processor is to pro-
vide target detection inputs to the Digital Target Extractor
(DTE) . The DTE then uses these detections to generate target
reports which are fed to the Tracker circuits. Most importantly
the signal processor must accomplish its target.detection func-
tion in an interference environment (noise, =lutter, ECM, birds,
etc.) without generating an excessive number of false detections.
In fact, the number of false detections must be held below the
levels that would cause saturation of the DTE or Tracker circuits.
Saturation of these circuits would prevent them from accomplish-
ing their primary tasks of generating track reports for all true
targets actually present. Adaptive track initiation and main-

tenance help avoid system overloads resulting from mult.ple
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bird tracks. Another useful feature is automatic velocity
discrimination for track reporting, making use of multiple track
files: one for slowly moving tracks, one for higher velocity

(> 80 knots) tracks, and one for tentative tracks.

A further objective for the signal processor is to maximize
the detectability of true targets in the interference environment
by taking advantage of spectral or spatial differences between
the target echoes and the interference. The signal processor
must also have the additional ability of generating jam strobes
under ECM conditions. The accomplishment of these signal proc-
essor functions implies a number of processor features., Clutter
rejection channels are necessary to discriminate between target
echoes and ground, sea or precipitation clutter (and possible
birds) on the basis of differences in their doppler spectra.
Zero velocity channels, in conjunction with clutter mapping,
are able to take advantage of the typical spatial inhomogeneity
of ground clutter and hence provide inter-clutter and super-
clutter visibility in shadowed or low clutter areas of the radar
coverage., ECCM requirements include the prcvision of CFAR cap-
ability against noise jamming and the generation of noise jam
strobes. Sidelobe blanking is required to restrict the generation
of a jamming strobe message to main beam interference.

The typical architecture for @ more basic surveillance
radar processor is shown in Figure 3.3-4; while Figure 3.3-5
describes a unique variation used for the shipboard radar
SPS-65 (which also served as the basis for the high-reliability
Micronet implementation study). A concise survey of typical
values for ground and shipboard radars for important parameters
strongly affecting potential CCD implementation of the proc-
essors is given in Table 3.3-1. Furthermore, on the assumption
of a CCD-compatible analog signal processor architecturally
homomorphic to the digital signal processing, functional
partitioning of the processing steps gives the typical analog

memory requirements shown in Table 3.3-2. Since the analog
memory is an important design factor in the structure of the
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programmable two-dimensional processing arrays, such program-
mable arrays needed for groundbased surveillance radars (versus
those for space or airborne radars) are generally smaller, more
feasible and likely to be developed more rapidly.
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3.4 RELATED APPLICATIONS
3.4.1 Scan Converter-Interpolator

The data from the azimuth correlator represents lines of

data in a skewed coordinate system as determined by the squint
- angle of the radar beam. In modern aircraft systems it is

desirable to display data in a TV format. This function is

in the scan converter, which is shown in Figure 3.4-1.

The radar range data appears in Figure 3.4-2 in regular
time samples whose data points march out on the "map" in
regular rows at the squint angle. In order to display this
map accurately on a rectangular TV raster, the new data points
must be generated with a timing along each TV horizontal sweep
such that they occur at the intersection of that sweep line
with the projected radar range line being displayed and they
must ea«h have a single amplitude value which is "interpolated"
between the values of the range cells before and after the
range line intersection with that sweep.

Interpolation may be done with a transversal filter struc-
tured APUP. It is apparent from Figure 3.4-2 that changing
the squint angle, Y, will change the time relationship between
the original set of data points and the interpolated points.

To perform the interpolation for any given point, however, it
is only necessary to know the offset between the desired
(interpolated) point and the points in the skewed coordinate
system. The accuracy of the interpolation depends upon how
well the offset between the data and the desired points is
known and how many different offset functions are provided.
Around 10 should be adequate for scan converters. .

Another accuracy consideration is the interpolation function
itself and the number of points used in the interpolation. The
optimum function depends upon the shape of the bandpass pre-

ceeding the interpolation.

Figure 3.4-3 shows, however, that the optimum function is
not greatly different (for a 10-point interpolation), whether
the spectrum has a sharp transition (uniform) or a gradual
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one (Hamming). Error is reduced by using more points in the
interpolation as shown in Figures 3.4 -4 and 3.4 -5, but the
accuracy is greatly enhanced by a small amount of oversampling
as shown in Figure 3. 4-5.
3.4.2 APUP Applied To ECM
3.4.2.1 Introduction
This is intended to be a brief analysis of the application
of APUP devices to electronic warfare (EW) systems. The ap-
plication of APUP devices to the extraction of narrow band
signals in the presence of wideband noise is well documented
in the literature, but a related application is not. That is
the extraction of multiple narrowband signals, interleaved on
a sampling basis, in the presence of wideband interference,
which itself may consist of a multitude of sampled signals.
APUP devices could have a significant role to play in EW
systems., This includes 1) sighal extraction based on antenna-
scan-induced amplitude modulation, 2) application of such mod-
ulations in a real-time inverse gain modulation program, 3) ap-

plication as an important aid to but not necessarily a central
role in PRF tracking with or without an active antenrna scan,

and 4) tapped dzlay line applications.

3.4.2.2 Description of the Application

The trend in active electronic counter measures (ECM)

systems has been for "intelligent" power managed systens
. capable of operating in a dense multi-signal interleaved pu’se
train environment. For this report, the PRF of each radar
threat will be considered to be equivalent to its sampling

rate, Most of the tracking threats have pulse duty cycles on
the order of 0.1% with pulse widths of a fraction of a micro-
second. The other large class of threats is SEARCH, with similar
duty cycles but with pulse widths on the order of several
microseconds, generally. Most of these radar transmitters

have outputs that cannot be deliberately amplitude modulated

(as opposed to just gating the pulse), an important point for
this CCD APUP study. The signal received by the ECM system will,
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however, experience amplitude modulation from the active antenna
scan as well as from ground bounce, atmospheric transmission
effects, range variations, and the heading (pitch, roll and yaw)
of the aircraft.

Because of the dense signal environment and the resulting

4
E
¥
k
¢
E
E&
(

need for power management, an important function of ECM front-

ends is to separate the signals on a carrier frequency and time
multiplexed basis. Another function is to apply inverse gain
modulation to the threat radar. In such a role the APUP can

= e v e

"pass through" the detected active antenna scan from reception

! to active transmission modulation, provided the modulations

| can be individually extracted and intelligently steered by the
ECM central processor. This usually means that the amplitude
word is presented to the proper microwavz carrier frequency
channel under a time-of-arrival (TOA) cate or a general "range
gate", if false ranges are to ke transmitted. This real-time
steering manipulation can and is being handled with existing
technology. However, that usually amounts to "calling up"
a particular class of waveform (sine wave, triangle wave,
sawtooth, etc.), often with various levels of AM and FM super-
imposed on cne another, from a central waveform generator
subsystem. These modulation rates are relatively slow with
respect to the time scales of these "windows". However, the
inverse gain modulation, with all of its odd shapes (the simplest
ideal antenna pattern has a sinx/x shape) and various
amplitude perturbations, presents at minimum an order of mag-
nitude increase in the amount of data involved compared to sel-
ecting a set of parameters from the waveform generator. A
CCD APUP could be ideal for such a role.

Almost all of the tracking threats have dispensed with an

active antenna scan, probabiy in response to ECM since they

' have to pay a price in performance to do that. Therefore,this
role will find its main application in response to SEARCH and

older type tracking threats.
The role as an aid to PRF tracking, however, is an important
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function needed against the latest tracking threats. Although
there will be no nominal antenna scan, there will be a nominal
range dependent, and hence time dependent, amplitude. Further,
this will have variations on it due to the radar characteristics
(power supply ripple, etc) as well as the aircraft motion moving
the antenna and ground bounce effects. Some of these phenomena
are repetitious or semi-repetitious. This information can be
gquite useful. The simplest case is when the amplitude var-
iation range of each pulse train does not overlap that of
others. Even in this case, the data handling requirements are
significant. If they overlap, it appears that CCD filtering
capabilities would be ideal to extract the nominals and the
correlation factor for each pulse.

v
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In summarizing the application, remember the basic
philosophy advocated here: it is the intent to apply APUP-
type hardware in ECM roles where the function is based on re-
4 straints from either 1) the laws of physics or 2) reasonable
technology imposed on the radar designer. For example, using
: APUP firmware rather than software for the latest application

e E N R P

o=t

of PRI modulation tracking leaves us vulnerable to arbitrary
choices of the radar designer. That is, the amount of effort
to build the specialized APUP structure Is unwarranted because
of the volatility of both the threat parameters and their

nature. Threat characteristics that are not arbitrary as

¥
.
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received by the jammer can be very effectively funneled through
APUP processes. This will make the development of these APUP
structures yquite cost effective, £illing the important re-
quirements described above.

This application philosophy does not mean that the APUP
structure should not interface with software. It seems quite
advantageocus for some of the variants to the above applications
to have their parameters (e.g., feedback gain) loaded in real
time based on either 1) the environment characteristics or
2) the output of the APUP itself.

The above application descriptions assume an on-board
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active power-managed system. The impact on RPV's (remotely
piloted vehicles) could be much larger as a percentage of the
overall system. At present there is considercable opinion in
the EW community that RPV's will be the new 3rowth area for
ECM, since it offers a solution to some funda:.ental ECCM
(electronic counter countermeasures) expected and presently
employed by radar designers. The RPV ECM electronics will
largely have the assignment of making delayed transmissions,
albeit with appropriately modulated or selected delays and
amplitudes. There are two basic system philosophy approaches:
1) the pulses can be held in microwave delay lines or 2) the
pulse data can be digitized and passed through shift registers.
In the first case it is considered difficult to reliably pre-~
serve the amplitude accurately so APUP-type hardware can be
employed nicely as a transmission medium for the pulse
amplitude for either approach. Passing the carrier frequency
data through a CCD delay line, however, could place an un-
realistic accuracy spec on these lines, so other technologies
may be more appropriaﬁe.

Several key points of similarity and difference with
radar applications should be indicated. The dynamic range
is approximately 30 to 40 db, probably less than most radar
applications. All waveforms processed by APUP structures for
radar applications are characterized by the availability of
basic sync. REowever, this "hard and fast rule" is completely

reversed for ECM applications which may lead to unique ECM

APUP structures. The ECM input is characterized as a multi=-

signal environment, multiplexed on several levels,i.e., the

carrier signals are varied and the pulse trains are interleaved.
In summary, the ECM applications of APUP-type structures

are 1) inverse gain pass-throﬁgh and phase-shifted modulation,

2) real-time identification (ID) based on scan data, 3) real-

TR, TR

time ID based on second-order Lobe-on-Receive-Only (LORO)

modulations and levels, 4) an aid to PRF tracking, and 5) a
tapped delay line fer RPV transmissions. Table 3.4-3 outlines
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TABLE 3.4-1
ECM REQUIREMENTS

RSP

(These are guides only, since classified values were not used)

Tapped Delay Line:

Dynamic Range

404db

Delay 1 to 5 msec

Time Resolution 0.1 usec

# of taps 25 to 50

Inverse Gain Element I

.

Dynamic Range

404b

Cycle Range 10 to 200 Hz

Time Resolution 1%

Inverse Gain Element II

Dynamic Range

Cycle Rarge 1
Fime Resolution 0.1%
Scan ID

Dynamic Range

40db
to 0.1 Hz

25db

# of interleaved sample trains 5

Sampling Rate

Modulation Rate 10 to 200 Hz and 1 to 0.1 Hz

LORO ID

Dynamic Ranae

1l to 5 KHz and 100 to 500 Hz

25db

# of interleaved sample trains 20

Short term modulation range 1 to 3 db

Moderate term amp variation 15 db

Sampling Rate
Modulation Rate

vVariation Rate

1 to 5 KHz
400 to 0.1 Hz

5 minutes
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the characteristics required of ar APUP for these applications.
3.4.3 Acousto-Optical (A-0O) Signal Processing
3.4.3.1 System Concept

Acousto-optics (A-0) is a high speed processing technology
% that can perform linear :nvironment analysis instantaneously

and retain temporarily-related signal characteristics for sub-
sequent processing. A system concept, based upon A-O tech-

nology, is shown in Figure 3.4.3-1 and was evolved to exploit
the high speed linear characteristics of A-0O technology.

; The A~O signal processing system concept consists of a

multi-channel wideband optical processor located near the

é system front end which accepts signals from the environment,
anilyzes and digitizes chem, providing a pulse-to-pulse
intercept report to the system's digital processor.

Signals from the environment are intercepted by the antenna,
demultiplexed, and converted to the A-O processor intermediate
frequency (IF). A-O signal analysis results from optical
energy diffracted onto a focal plane sensor which transforms

; the light energy into electronic signals. Intercepted data

is guickly transferred to temporary storage, maintaining time-

of-arrival (TOA) intercept resolution while the sensor array

is released to further analyze the intercepted environment

and thus maintain a high probability of intercept. Data on the

temporary storage array is detected, centroided, digitized,

. and transferred to the digital processor for subsequent analysis.
This APUP-type monolithic element providing both the detection
and preprocessing functions is being addressed here. TOA and
scan data snalysis is performed elsewhere in the system digital
processor along with library ccrrelation.

The initial processing objective is a single-dimensional

) optical processor provididg a spectral analysis of the input
signal. For this, a linear imager-preprocessor is required
compatible with integrated cptics differential amplitude direction-

of-arrival (DOA) measurement implementation techniques. These
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emitters may be further categorized into narrow pulse and

high duty-cycle emitters. The narrow pulsed emitters exhibit
nominal 0.1l usec to 1.0 usec pulse width and 10 msec to 10 usec
pulse repetition intervals. Frequency variations up to 10%

of operating frequency can also be expected for chirped and
hopped signals although other emitter types normally exhibit
frequency stability within +0.1% of center frequency.

The signal environment presented to the optical processor
is indeed a varied one. Signals range from CW-type illuminations
encountered in noise jamming, spread spectrum, CW illumination,
and pulse doppler to variations of the more conventional narrow
pulse radar. The optical processor and its imager preprocessor
must be capable of detecting and measuring the relevant signal
parameters to the resolution required for subsequent classifi-
cation,
3.4.3.2 Functional Requirements

The environmental aspects of the electronic warfare problems
indicated above outline parameters of interest for emitter
classification. A list of relevant processor emitter parameters
is given in Table 3.4.3-1. Optical processors employing Bragg
cell diffraction provide frequency measurement as the position
of an illuminated element in the linear optical detector array.
Intercepted signal bandwidth is correspondingly determined by
the number of detector elements illuminated. Since the
diffracted optical energy is proportional to signal level and
the detector charge is proportional to incident optical energy,
relative signal amplitude is determined v a measure of the
charge stored in an energized photo-optical detector. Signal
time-of~arrival measurements result from near real-time
imager access, providing subsequent system processing elements
with pulse by pulse data for signal temporal characteristic
analysis. Together signal frequency, pulse time-of-arrival
data, and signal amplitude can be used to classify environment

signals by establishing the intercepted signal operating
fregquency, pulse train modulation characteristics, and scan

3-86

1



B
i

S Faatd

wdgp 0T+ wgp 0T+
ap §¢ o3 wdgp 09- ap T 03 wgp 0v- apn3yTTduy 1eUbTS
29SH 00T1< o9sw Q0T< P
oasn gg o3 oasn QT oesn g o3 o9sn 0T -qur *doy osInd d
ZHD T ZHD G°
03 MD 03 MO U3p IMpURg
]
ZHO 0OF7 ZHO 8T
ZHA T 031 ZHO G° ZHE OT o3 zZHO G° Kounsnbaaxg
UOIINTOSDY abuey uoT3ynToOsay sbury s1ojoweIed I933TWd

sTeoo ubrsaqg

2

sourwIOIIDg @1dRSN

T-€ % € TTIdYL

. . L .
© o i ey I 1,2 e, 8T PRIy L FPIENRS J CUS

Faiete -




,,
:

b

o @

PR ) %
7 TR 3

* STy

characteristics.

The environment characteristics in conjunction with the
functional processing requirements indicate the scope of the
processing problem to be effected by the optical processor
and interfaced by the imager circuit. Certain boundary con-
ditions can be established which form the basis for imager
processor development. Considering the environment density
and the mix of emitters contained therein, capability for inter-
cepting and reporting ten intercepts in any aperture period
(through-put time uncertainty - 0.5 microsecond or 0.25 micro-
second design goal)} is adequate. Further advantages result as
sufficient processing flexibility is incorporated into the
detector pre-processor to accommodate the differing environment
analyses required by both high duty-cycle and narrow pulse
signals. For example, algorithms required to eliminate spectral
sidelobe responses from a pulsed signal environment are not
appropfiate for a corresponding CW environment.
3.4.3.3 Linear Imager Requirements

The linear imager requirements based upon the tactical
electrvomagnetic environment expected, the signal parameters
required for accurate electronic warfare threat assessment,
and the capabilities of the optical processors co which these
linear imagers will be applied are presented in Table 3.4.3-2,
Here functionally related sensor, intercept processing, control,
and implemented data transfer imager requirements are outlined
for both usable performance and design goals. Each of these
areas is discussed below in some detail.

Sensor Functions

The sensor functional requirements reflect the circuit
requirements of the optical transducer array at the photo
detector element. The number of elemenis establish the
processor spectral resolution while the small pitch eases
optical component requirements. Dynamic range is of primary
interest and is defined as the signal range above threshold

over which an input signal amplitude can be accurately
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Table 3. 4.3-2

LINEAR IMAGER REQUIREMENTS

USEABLE
FUNCTION PARAMETER "ERFORMANCE DESIGN GOAL
Sensor No. of Elements 100 1000
Element Spacing,
Center to Center 10 um 5 um
Detector Equivalent
Noise 200 Electrons 50 Electrons
Anti-Blooming Im. 20 as¥ 30 4B*
Adjacent Element
Crosstalk ~50 dB** ~-70 dB**
Dynamic Range 50 dB 70 dB
Optical Wave-Length| 0.65 to 0.91 um 0.65 to 0.91 um
Quantum Efficiency | 50% min. 50% min.
Response Uniformity! + 12% ABS +2.5% ABS
Storage Time 10 msec 10 msec
Threshold FAR 10712 1012
Intercept Spectra. Sidelobe
Rejection 1 Rpt/Intercept 1 Rpt/Intercept
Multiplexing 100:1 1000:1
Processing A/D Conversion
Resolvable Steps 64 256
Processing Rate 10 Emitters/usec| 10 Emitters/usec
Throughput Time
U: ertainty 0.50 usec 0.25 usec
Control Serial Input
Control
Frequency Address 7 bits 10 bits
Oon/0Off Control 1 bi 1 bit
Sidelobe Rejection
Algorithm 1 bit 1 bit
Control data Rate >1 Mbit/sec >1 Mbit/sec
Imager Clock Input i Variable 1% Variable 1%
to 100% to 100%

Data Transfer

Data Format
Frequency Data
amplitude Data

Parallel Digital
7 bits
6 bits

Parallel Digital
10 Lbits
8 bits

* For 1% Clock

* &k

Rate
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For elements beyond closest n