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This effort, in support of TPO 1C2a, Aircraft lIdentifica-
tion, was a study to assess the relative effectiveness of

various glint-error suppression techniques in radar systems.
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Methods of pulse-to-pulse decorrelation investigated in this

effort included frequency diversity, spatial diversity,
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temporal diversity, and polarization diversity. The feasibility

of adaptive processing techniques was also assessed. This study
has advanced our understanding of the phenomenology of both

range and angle tracking errors. It has identified the significance
of both types of errors as a function of target dimensions,
geometry, and range. Finally, this study has identified the
optimum decorrelation techniques and associated signal process-

ing techniques for minimizing target glint-induced errors.

Although the study was perfo d for CW radar systems, the

results are also appli e to narrow-pulse, high resolution
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1. INTRODUCTION AND SUMMARY

An analysis of target noise effects, with particular emphasis on
target-induced radar positional measurement errors, was coaducted., Several
new and significant findings were derived for Rayleigh targets and shown %o
be applicable to complex targets, such as aircraft, via a detailed simulation

analysis.

For such targets, the target noise effects were shown to be con-
trolled by the target's RCS centroid and second central moment woz, in the
radar measurement dimension of interest. The RCS centroid was shown to
determine the mean target location under high signal~to-noise conditions.
Assuming N independent radar measurements are averaged, the Cramer-Rao bound
on the resultant positional variance was shown to be W§/2N. In situations
wvhere it is practical to implement a weigshted average, RCS weighting was
shown to be optimum and results in a measurement variance of WE/Z(N—I). For
those applications in which such weightirng is impractical, data editing with
an RCS threshold of six tenths of the mean target RCS was shown extremely

effective and results in a variance of l.swf/ZN.

For non-Rayleigh targets, such as a simple two scatterer target,
RCS weighting was shown to be effective but not optimum., While this was not
pursued to any great extent, a heavier RCS weighting appeared preferable,
Tn such situations a technique previously reported in the literature* proved

better than RCS weighting.

This report is organized into two principal sections, Section 2
addresses the impact of‘target effects on the noncoherent detection problem
associated with search radars. Generally speaking, target detection was
shown to degrade with increasing pulse-to-pulse correlation. Temporal and
frequency diversity techniques for decorrelating the target signal were shown

to depend on the target parameter w°2 in the cross-range and range dimension

* toomis, J,M. and Graf, E.R., "Frequency-Agile Processing to Reduce
¢lint Pointing Error," Trans., IEEE, vol, AES-10, Nov, 1974,
pp. 811-820.
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respectively. For representative operational conditions, frequency diversity

was shown to be the preferable technique,

Section 3, which deals with the target location studies, represents
the major study emphasis. Analytic derivations and computer simulation

validation of the key results cited earlier are presented.
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2. TARGET DETECTION STUDIES

T

i In this section the role of waveform diversity in enhancing
: fluctuating target detection is addressed, The principal finding is that
frequency diversity rather than temporal diversity is the most effective E

means of enhancing target detection.

2.1 Target Model

2.,1.1 Amplitude Characterization. Since the target detection study was

analytic in nature, an analytic description of a representative target radar 4

Frr

cross section (RCS) model was required. In this section a very brief motiva-

tion and description of the selected target model is presented.

The targets of interest to this study are principally aircraft
which are highly complex targets having many scattering centers, For such
targets a Rayleigh target amplitude fluctuation model is usually quite repre-
sentative and was assumed for this study. While this distribution results
from the assumption of an infinite number of equal scattering centers, the

assumption is really quite representative when the number of near equal :

b

scattering centers is as small as 4 to 6,

This result can be justified by observing the data presented in
Figure 1, Here the target RCS was assumed to be the sum of N independent

equal amplitude scatterers. normalized such that the average RCS is unity, i.e.

1 .
S gfxp(ﬂn)

where ¢n are independent random variables uniformly distributed over (0,270 ).

2

RCSN =

The cumulative distribution plotted in the figure is *
P(x) = P(RCS €x)

JW!TJOM]NJI(Wy)dy

e e

* Greenwood, J.A., "The Distribution of Length and Components of the Sum
of n Random Unit Vectors'", Annals of Mathematical Statistics, Vol. 26,
No, 2, June 1955,
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Here one notes that for N equal to 4 to 6, a good fit to the Rayleigh distri-
bution (N = o) is nchieved. Since it seemed plausible that a generic A/C
model would contain at least 4 to & comparable scattering centers, the
Rayleigh target model was selected., (Note: In Section 3.2.1 the cross sec-
tion distribution resulting from a detailed aircraft model is shown to be

effectively Rayleigh for either horizontal or vertical polarization).

2.1,2 Spatial Characterization. Before the effects of diversity on
target detection can be addressed, the target must also be described in terms
of its spatial distribution as illustrated in Figure 2, This characterization
will also be necessary for the theoretical assessment of target induced radar
measurement errors such as glint (see Section 3.2). Here the complex scatter-

ing amplitude arising from a paint (X,y) on the target of Figure 2 is

Target

Ro

Radar

Figure 2 Rough Radar Target




represented by a(x,y ). Further assume that scattering from any differ-
ential element is totally independent from any other eiement, has random
phase and the expected power can be defined by a function s(x,y ), where:

.
E [a(xl,yl)a*(xg.yz)] = 8(x1,¥1) O (xo=xq,¥0~¥71)

4 Here § represents the Dirac delta - function,

If the target extremes are denoted by +Wx/2 and :wy/z, then the
complex narrowband return signal at frequency f can be represented as
Sy Y0y
A(f) = EXP (-j4T R, f/c) f [ a(x,y)EXP(~j4TY¥ yf/c)dxdy
AN -’/zwy

This signal is assumed to be a circular (i.e, complex) Gaussian process since
it is the sum of many random elements. As a result its amplitude distribution

g is Rayleigh, which is in keeping with the assumptions of Section 2,1.1.

With this signal representation the correlation parameters of the
process in frequency, time or space can be addressed, First consider the

correlation between two signals at different center frequencies. Defining thre

correlation coefficient as

E__[Agfl YA*( fg)]

e[l4cep)) 2]
[[s(x,p)Ex[-samy(ey -5, 76 axay

[fs(x,y)dxdy

and a normalized range scattering function Sy(y) as

S,(y) = Jatxpax

]]s(x.y)dxcly




*he frequency correlaticn coefficient becomes
pli. - / 5, (yIEXP(-32WBy)ay
¥ p(0) + 32'M0) + WFp(0)
1 - 42MB[ys,(y)dy - 2ﬂ252/y2sy(y)dy

for small values of 8 = 2(f, - fp)/c. Assuming the target measurements were

made at a range R, corresponding to the range RCS centroid of the target,

then p'(o) is zero and p(B) is real and approximated by

plB) = 1 - 2rr2@2/y25y(y)dy

As a result the correlation coefficient in frequency is seen to be controlled

by the second central moment of the normalized range scattering function,

In an analogous manner the correlation coefficient for target
rovdvion can also be derived. Here two target samples are assumea taken with
the second delayed in time by an amount +t. During this time interval the

target is assumed to rotate through an angle 8-Wgt. In this case one finds:

plz) =1 - 2”232/x28x(x)d x

where Sx(x) is the normalized cross range scattering function and 3 = 2fa)Rt/c.
Here the angular or temporal correlation function is seen to be controlled by
the second moment of the normalized cross range scattering function. Details

of this derivation are contained in Appendix A.l.

2.2 Effects of Signal Correlation. In this subsection the effects of

signal correlation cn target detection are addressed. A Rayleipgh target
model with varying pulse-~to-pulse correlation is assumed. The target statis-
tics then lie between those of a Swerling I model for unity pulse-to-pulse
correlation and a Swerling II model for zero pulse-to-pulse correlation.
Results are presented for a scanning search radar which is assumed to
noncoherently integrate N pulses. Generally speaking, detection performance
is shown to be a maximum when the pulse-to-pulse correlation is a minimum,

As a result noncoherent search radars should routinely utilize pulse-to-pulse




frequency agility to decorrelate target statistics and thereby maximize

target detection,

For a Rayleigh target the following expressions for the probability

of detection and false alarm were derived (see Appendix A.2):

M
Pp = > EXP( - ¥/8,)
M
m=1 k=1 -
#m m
M-1
- - 2%/ )"
Py = EXPCR¥/N_) 5T S2WNG)
m=0 m!
where M = Number of Pulses Inteprated
¥ = Threshold Level
No = Noise Power
By = The =™ Eigenvalue of the Received

dignal Covariance iatrix

The expression fcr Py assumes that the eilgenvalues are daistirne t and must pe

modified to handle the case of repeated eigenvalues.

Figuré 3 is a plot of P vs the interpulse correlation coefficient
for M = 2,4 and 8 pulses and signal-to-noise ratios of 3,6 and 9 db when the
false alarm probabhility is 10=4 Aside frow the cas¢ of M = 2 with SNk=3 db,
detection performance is seen Lo Lucroases wad: Q2eruatliy,  aleopilse corre-
lation. This trend is increasingly strong with increasing sigual-to-noise

ratios.

2.3 Operational Implications, Having derived expressicns for tite pulse-
to-pulse target correlation in Section 2,1.2 and demonstrated in Section .2
that detection performance is maximized when the pulse-to-pulse :orrelatiom
is minimized, we address the operational implications of these findings In

P

this section. Frequency agility is shown to be the most practical m.uns of

decorrelating the received signal.,
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Assuming a pulse-to-pulse target correlation coefficient of .5 is
desired, the expression for p(B/ derived in section 2.1.2 may be set equal

to .5. Noting 8 =28f/c, one may solve for Af as

Ar = —8S
Wg

where WR2 is the second central moment of the target's RCS function in range.
This relationship is graphed in Figure 4. Indicated on this figure are
typical values of WR in meters for both a representative cruise missile and
fighter aircraft. These values were derived from the target models discussed
in Section 3.3.1, For these values, pulse-toc-pulse frequency agility re-
quirements ranging from 4,5 to 15 MHz are noted. These values are well within

the capabilities of current radars,

To determine temporal decorrelation requirements, the temporal
correlation function derived in Section 2.1,2 is also set equal to .5. This

Yields
At L.0BA

Wgw,
where A is the radar wavelength,l)p is the angular rotation of the target
relative to the radar line-of-sight, and w§ ie the second central moment of
the target's RCS function in the cross-range dimension. This relationship .
shown in Figure 5 for a target rotational rate of 1° per second and radar
wavelengths of .01 and .1 meters. The values of Wy indicated are also based
on the target models discussed in Section 3.3.1. The resulting temporal
decorrelation times are seen to exceed the interpulse pericd of representative
search radars which typically run several hundred pulses per second. As a
result the temporal decorrelation of targets will usually be too slow to

provide uncorrelated returns. This temporal decorrelation should be adequate

to provide scan-to-scan decorrelation,
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_ Assuming a pulse~to-pulse target correlation coefficient of .5 is
4 desired, the expression for p/8) derived in section 2.1.2 may be set equal

to .5. Noting 8 =28f/c, one may solve for Af as

4 Af - _'281- MHz
Wp

where WR2 is the second central moment of the target's RCS function in range.
This relationship is graphed in Figure 4, Indicated on this figure are
typical values of WR in meters for both a representative cruise missile and
fighter aircraft. These values were derived from the target models discussed
in Section 3.3.1. For these values, pulse-to-pulse frequency agility re-

quirements ranging from 4.5 to 15 MHz are noted. These values are well within

the capabilities of current radars,

To determine temporal decorrelation requirements, the temporal
correlation function derived in Section 2.1.2 is also set equal to .5. This

yields
At = L.08A

W gw,

where A is the radar wavelength,Wp is the angular rotation of the target
relative to the radar line-of-sight, and w§ is the second central moment of
the target's RCS function in the cross-range dimension. This relationship iz
shown in Figure 5 for a target rotational rate of 1° per second and radar

wavelengths of .01 and .1 meters. The values of Wy indicatecd are also based

on the target models discussed in Section 3.3.1. The resulting temporal
decorrelation times are seen to exceed the interpulse period of representative
search radars which typically run several hundred pulses per second. As a
result the temporal decorrelation of targets will usually be too slow to

provide uncorrelated returns. This temporal decorrelation should be adequate {

ey

to provide scan-to-scan decorrelation.
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3. TARGET LOCATION STUDIES

3.1 Location lleasurement Error Components. Before addressing the target i

I : 03 I3 M
noise component of the radar measurement error, it will be instructive to B

first review all the components of the location measurement error., Since the
equations of motion which describe the dynamics of a target under track "
usually apply to its center-of-gravity (c.g.), it is useful to reference :
measurement errors to the target's c.g. If x is the measured target location i

(in range or angle and Xcg is the location of the target's center of gravity, é
the measurement error is then defined as g
€ = x =% ]

= Xg + Xp + X¢
3 g
¥ Here the error is portrayed as having three components. The first L
component, Xg, is the limiting system error, ur in other words the neasurement F

error that would occur in determiaing the luwation of a coustant point target
with infinite SNR. This error results Iroa system hardware limitatious ana: %
usually modeled as a zero mean error whose standard deviation is somewhere

between 1/50th and 1/25th of the basic radar's measurenent resolution, K.

The second term,xpn, represents the additional measurement error

associated with a point target. This error is due to buth thermal ncise 2. 7'~
and taryet fiwluation effects. As with the system aolse term, ito mean valu.

is alsc Zzero, For a constant targe® the Ciamer-Rac bound on tie varianc. of

this term is

{ oz _ Lo R? '
W2 g .

llere the resolution parameter R is A/D, where A is the radar waveleigth and D

the array diameter, for angle measurements, or C/2B%, wherc C is the opeed of

iight and BW the pulse bandwidth, for range measurements,

R o e

When the target RCS is not constant but [fluctuates with a probalility

density function p(RCS), an average Cramer-iao bound may be computcd uo




ST wYTeT

o
-1
1.5 R%,OT[RCS p(RCS) dRCS

<r2 = 2 © 3
n ud [p(RCS) dRCS g

P .
If the lower intergration limit is taken as zero for the Rayleigh target

model of interest, then this quantity is unbounded. In practice however one

requires a detectable signal before a measurement is made. As a result, the

e

lower limit can be set equal to a RCS threshold value of -NgylnPp, where Pra

s

is the design false alarm probability, When this is done one obtains
. 1.5 R® By [ - 1n( Pg, ) /(hsmj

n ) “2(1+STJ—R) PD[- 1n( Pg, ) /(1+S_N-R)] ;

T )
e

where E; is the exponential integral and Pp is the detection probability, i.e.
Pp = EXP[lnPFA/(1+§ﬁ§i]. The resulting normalized measurement standard
deviation is plotted in Figure 6 for Py = 104 and 107°. Also rlotted for
comparison is the Cramer-Rao bound for a constant point target. Here it is
observed that the measurement accuracy for a Rayleigh targel is a factor of

two poorer at a 30 db SNR.

The remaining term, xt’ represents the measurement error introduced

by a non-point target and is the principal term of interest to this study.

3,2 Theoretical Results. In this section an analytic treatment of

target noise effects on target location measurement accuracy is proesented.

The intent of this analysis was to develop a mathematical understanding of ‘
target noise effects upon which candidate target noise reduction techniques
could be derived., While the analysis presented is for monopulse errors,
analogous results may also be derived for range measurement errors. In
either case a number of highly useful results were derived including:

¢« Expressions for the niean and variance of target

o

noise measurement errors.
« Definition of the optimum data weirhting/editing
for track data smoothing in the presence of

limiting target noise.
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These results served as a basis for the target noise reduction technigues

used in the simulation analysis.

3.2.1 Preliminaries. The analysis begins with the definitions of the
target's angular scattering function, X (6), as a sample function of a 7 :ro

mean circular Gaussian process over the angular width of the target, i.e.

X (0) = 0 for |o]>%4L
The autocorrelation function of this process is defined by

E[O((Ol)o(*(oz)] = S(6) 8 (0 - 02)
i,e., the process is white in angle with expected power density in angle given
by s(o).

Modeling the two-way voltage response of a pair of squinted ampli-

tude momopulse beams as Fi = a i b 6, the target returns may be expressed as

g
r, =J°ﬂ(0)(a +t b6) @ + n
.L/l
Here the receiver noise contributions n, are zero mean, uncorrelated circular

Gaussian processes with spectral density No/2° Since X () and n_are both
Gaussian, the returns r, and any linear combination of them are also Gaussian,
When the angle between the squinted monopulse beams is egual to the 3 db beam
width, Opy, then a = ¥2/2 and b = 1.17/0gy.

Defining the monopulse sum and difference channels as sums of
gaussians
Z = (ry +r_)/2a
A = (r, -r_)2/b

which must also be gaussian with their probability density function given as*:

p(3,8) = (2m AN execx( 3 0N Z)

* H,L, Van Trees, "Detection, Estimation, and Modulation Theory" Part III
John Wiley & Sons, Inc,.,, 1971, Page 600,
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where

L (He P
A =2 (p o

and
Ms = E{lilz} = fs(e)de + No/2a2
p = =i} = [esene
Ma ™ e{lal?} = f@z SE)A0 + No/2b°

As a result the statistics of the sum and difference channel are completely
determined by the noise level and the first three moments of the target's
angular RCS function S(8).

Before continuing it will be useful to define two key parameters,

The first is the quantity, m, defined as

fD
Tz

At high signal-to-noise ratios this quantity approaches the target's angular

m =

RCS centroid location, The second parameier of interest is defined by W

where

Ag My

p Ma [P

This quantity is seen to approach the 204 central moment of the target's
angular RCS function at high SNR and hence is a measure of the angular width

of the target.

With these definitions and knowledge of p(¥,A) a number ot usetul

el o
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expressions pertaining to monopulse errors can be derived, Defining the
complex monopulse estimate as

BT LR
where
X = Re [Z] = monopulse signal about boresite
=Im[z] = quadrature monopulse signal about boresite
and

U=X=m = monopulse signal about the angular
location m
one finds (see Appendix A,3)

p(U,Y) W2
W2+ v?+u2]2

w2
p(U) =
2 [U? & w2]1:5
o(¥) - w2

20y2 + w2115

These probability density functions indicate that the statistics
of both U and Y depend only on the parameter W and not the target location.
Further it is shown in the Appendix that:

E(U) E(X) - m = O

E(Y) 0

L}

In other words the expected value of the monopulse estimate x is the location
m,

3.2.2 Variance Expressions For Data Editing & Smoothing. Tech-
niques for combining several target position measurements in a manner which
minimizes the target positional variance are of grest interest. Generally
two distinct classes of techniques can be defined, The first are data

editing schemes which "edit out" or reject some raw measurements prior to

;
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track smoothing. These techniques are suited to track smoothing algorithms

.

which treat all input data equally. The second class of techniques are those

which are designed to work with tracking filters which permit input data

weighting., MNaturally these techniques should be capable of near optimum

pe~formance,

S

Consider first a technique for data editing. As formulated in the
previous section, the variances of both the real and quadrature monopulse
components are equal and unbounded. Finite values for the variance can be
obtained by treating the subset of target measurements associated with de-

tectable signal levels. Since this is what any radar really implements, such

a constraint is realistic, The statistics of the monopulse estimate U

e e S ¢+ T
R T P YRPEUIPLLIw 13 19 STAC T SF TR

conditioned on a received signal strength of « = lZlZ is Gaussian, i.e.

2
1 EXP(-%

y
o J O Ak) e Hsfo

The wvariance of U conditioned on & is then

p(Ulx) =

2 g

Here it is seen that this conditional variance is proportional to the sguare
of the parameter W and inversely proportional to the received signal strength
&K, A5 a result large glint variances are asscciated with small signal ;
levels. Assuming the receiver has a signal detection threshold of &4, one

can compute the average glint variance associated with detected signals as

‘s.’. fee ) W

f Uy PLE/G .
o~ [‘ ~
& ) - ¥ we ExXp| %Y Ryy o N
Gv(xe) = ) = W E"P;f 4‘:] El{ /}‘s._l b
5 p(®)da
Oty
where 1

pla) =7 EXP (=& /Uy ) {(This followc siace {¥) is Rayleigh) 5
b3 ;
|
and I, is the exponential integral. Figure 7 depicts the depcndence o1 '

this expression on x = a%it' Usually the threshold ™%y is set to yield

a given false alarm rate, i.e. Xy = -No {2(Ppy). In this case x becomes

equal to — 4n(Ppy)/(1 + SNR). For Ppy = 107% and SIR = 25 db, x becomes equs: |

to .0436 and “’7%‘ 1s found equal to 2.7. : !

18 : :
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Figure 7 GLINT VARIANCE FOR DETECTED SIGNALS

Defining W, as the limiting value of W as SNR+ 00 , one may
approximate (see Appendix A.4) Wl at high SNR for a target whose RC3 centroid

is on boresite as
2
.365 gg,

S e et

SNR
The resulting variance expression becomes
2

2
O's = .Z.ls_gg.-?ﬂ EXP(x) E,(x) + -!2'3 EXP(x) E,(x)




where x = vaéuz. The first term represents the average Cramer-Rao bound
for a Rayleigh point target. This term was discussed in Section 3,1 and
nlotted in Figure 6, The second term in the above variance expression
represents the impact of a finite target extent., The parameter W, is the
second central moment of the target's angular RCS function and hence is a
measure of the target extent, For example if the target RCS was uniform
across a target extent ¢w, then W, would be equal to ¢w/ JEE: For illus-
trative pwrposes, Figure 8 shows the dependence of this combined monopulse
standard deviation vs SNR for W,/@gy = 0,.025,.05,.075,.1 and a Ppp OF 10-6,
For comparison the Cramer-Rao bound for a constant target is also presented.
This is the value which is usually used to predict radar measurement perform-

ance,

Now assume one has a sequence of M independent monopulse estimates,
each of which passed a detection threshold. One standard method of combining

such data is to simply form an unweighted average, i.e.

=)
[

AVG N, i

The resulting variance is then

2
Ti = ¥ & o] 2 [
Tiic reference* contains a reprint of an IEEE paper which concludes on the baric
of simulation that a superior technique is to select only that monopulse
estimale associated with the largest signal strength. For the Ruyleigh model
assumed in this section it was possible to derive an expreazsion for this

‘referenced technique, namely

N-

[ B Rt UL A V0 [(N-k )“%_] £y [(N—k)“'//&]

kI{N=1-)!

1
=, W‘
O;LA 2
k=0

These two methods are compared in Figure 7 for a threshold value

*  madars, Vol.6, Frequency Agility and Diversity." edited by David K. Buarton,
Artech Publishers, Also see: J.M. Loomis and F.R, Graf, "Frequency-Agile
Processing to Reduce Radar Glint Pointing Frror," IEEE Transactions on
Kerospace & Dlectronic Gystems, llovenmber 1974,
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corresponding to Ppy = 10~6 and SNR = 25 db, i.e.‘xtéat #® {n(Pgp)/SHiR=,043,
Yhen the number of measurements N is between 2 and 4, the Select Largest
Amplitude (SLA) technique is slightly better than an unweighted mean average.
For N3 5§ however, the SLA technique becomes increasingly poorer than the mean

average. As a result computing a mean average is indeed a reasonable technique,

By increasing the threshold value beyond the detection threshol.,
the variance(TzCﬁﬁ)can be made smaller as indicated in Figure 7. In doiny
so however, the signal detection probability, Pp = EXP(~ “”/74; ), ig aloo
reduced. In certain situations it is possible to define near optimum values
for Oy . Consider the tracking example in which one is concerned wiil the
variance associated with the smoothed target position, 0: . When the tar:ec®
motion can be described by a polynomial of degree K, it is well know that

the target position variance approaches

cnf
M

for large M

where 1 for K
Ck = {4 for K
9/4 for K = 2

1
o

M= Total number of independent
measurements,
2
0’0 = Constant measurement

variance

2 . . .

To study the effects of threshold setting onJg, it will be asswaiecd

that the tracking filter being utilized does not permit input data wei hting,
i.e. all measurements are treated equally, and target noise effects dominate

the measurement error, A binary weighting will be permitted in which the

data is not passed to the trrcking filter if the received signal is below

At




a given threshold value, If the measurement variance is treated as a constant,
i,e. 0’," = 0:(“-') , and the expected number of accepted measurements taken
as MPp(ely), then one obtains
2
R
b
M

=

» {EXP(2“};4‘) £, C Vg )}

The term in { } is plotted in Figurelp,and is found to have a minimum value

of 21,5 when “T//‘z = .6, This yields a minimum value for 0': of

2
2 W
o uf} = 1,5 Cp
{ o ( )MIN K "o

and a probability of accepting a measurement of PD(.6)= ~,55.,

EXP(2x) Eq(x)
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At this point it is natural to ask whether thresholding some
variable other than the received signal strength would yield a better birary
weighting for track variance reduction, In an attempt to answer this question,
the utility of thresholding the quadrature monopulse signal, Y, was also

investigated. Here the conditional monopulse variance was found to be

%lZY = Y2 + W (See Appendix A,3)

This result states that large monopulse variances are associated with large
values of Y. As a result, discarding measurements whenyY exceeds some
threshold,Y& is a reasonable technique to investigate. VWhen this was done

the resulting track variance was found to be (see Appendix A.3)

2 we/2 5 —
1.3,

The term in {] was found to have a minimum value of 3.43 for Yp/W =
For this situation 75% of the measurements are accepted and the minimuw. wrack
variance becomes

l,l2
[Q'I%WT)] = 3.4Cy 3

K M
MIN

Comparing this result with that obtained for thresholding the received signal
strength, i.e. 1.5 CE§§7 clearly indicates that editing on signal stren:th

is superior,

Now consider the class of smoothing techniques which permit varizhil.
weighting of the radar measurements. For Rayleigh target,a high =NR sclut:.
for the maximum likelihood estimate of the target's RCS centrold was tourc 1

be

(See Appendix A.5)




i the toeoet position estimates, X

! n» Sticuld be weighted by the
associated received si-nal strength,cxn = |Zjn'2. The variance of this

estimator was determined (see Appendix A.5) to be

2

2
= 3 -1
1L M=/ (N=1

Conparing this result with those for the unweighted average and the SLA
technique depicted in Figure ¢, *the 37T weiphting is seen to be superior
for 11, (MNote the apparenrt discrepency 2t N=1 arises because no detection

-regholddin,, was assumed in the RCS welirhting “evelopment),

It was also possible to Jderive the Cramer-Nao hourd on the monopulcoe
variance, This bound was derived =nd is -iven by:
e
o = Mwe/N

The performancce of the RCHS weil hting lechnique 1s seen to upproachh the Cru.

'3

Rao bound for large HN.

As a result, tracking .irlters w..ich can weinu the 1o, Ul wasure-
menits should use a weighting which is proportioncl oo e veccaveo signal

ponar,

T.2.3 Adaptive Frequency Selection., erch e ceeeC lernulatioa oo
vauar zlint, as discussed above, 1L 1S cuital Luli La¢ atwanb of 5ll.o is
inversely proportional to tiie rauar Cross scellon (. C: (ne scasierer.
Thus, when the scatlerily cencers ol bne Lavget are N pilese, yeesdaing u
maximum raduar return, the radar vaiance point 1s within the pnysical bounds

Ui Jhe .arget, whereas whei tue sotlbeorin cenwer. are oul - U phase, yield.on

a0 Llnloiun radar poturn, Lo radcer vatance polnt can be far o oo b
oo sriel bounas o tne target.  vhen e target s large relotos s Lo e

voveleasth, tiie relative pnasing ol tie Lcaleering cencers caa Char..e eve:

wilta 3uall changes in targeo orientation, so tne aiount ol glint can wep:ond

UpOfl jrec Lt irgel orientation,  wmall changesn in racar 1rec €ncy onn
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affect the relative phasing ol the returns from the various scattering

centers, thus affecting the amount of glint.

Because of the irequency dependence of the relative phasing of
scattering—center returns, it would appear ©to be possible to maintain a
maximum RCS, and thus a minimum glint, through adaptive modification o1 tne
radar frequency. This possibility huas been reccgnized for a long time; .n
fact it appears in one of the first papers devoted to the analysls of radar
glint.* A review of much of the later literature on radar glin:t indicates
that little attention seems to have been paid this vecssible aruvroach,
although a great deal of effort has been devoted to toechniques invelvun
random frequency variation (or nonrandom variation over ranges larse enouch
to assure decorrelation of the radar returns) with subsequent averaginga,
thresholding, filtering, etc. In the remainder of this section the problem
inherent in adaptive frequency selection, a problem that has probably iei:-

der @ attempts at developing such systems fuvile, is discussed.

In principle, it would segn re.smebie te vary frequency on 2
pulse-to~pulse basis until a relatively large RCS is oLtained. (Note tnat
a truly maximum RCS is not really needed--what is important is to avoila null:
in RCS that lead to very large glint values.}) Once a Llarpe RCS is cbtai.ed,
the frequency is changed in small steps, of the order oI L to 4 MHu for
typical target sizes, with the direction of change being determined by
whether the RCS is increasing or decreasing. Thus it a chanre by 1 Hiz
(e.g,) in the increasing-frequency direction ieads to an laceease w 25,
then the frequency is increased by 1 Hz on the next pulse. L i hwos ae-
creases, the frequency is reduced by 2 iz on the next pulse tc corpencate
for having gone the wrong way with the previous pulse. This forn of adaptive
frequency selection, a simple hill-climbing technigque, shiould perinic one to
remain near the peak RCS, thus reducing the amount of radar glint, The

shifting of frequency can eventually lead to the syustem {requency bound,

*
L. Peters, Jr., and F.C. Weimer, '"Tracking radars for complex targpets,”
Proc. IEE(London), vol. 110, pp. 2149-21¢2, December 19:.3,
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since the radar cannot operate over an unrestricted frequency range. When
such a bound is reached, the radar must again use the random-frequency

approach to acquire a new peak RCS,

When an adaptive technique such as that described zbove is tried,
it is found that the peak RCS is indeed found and tracked tor a while but
then reems to be lost: the system seems to track small RCS values rather than
large ones. Frequent reacquisition of RCS peaks is necessary. The reasoan
for this problem is an apparently inherent one in the behavior of RCS as a
function of aspect angle and frequency. If one thinks of RCS as an elevation
over a plane in which coordinates are aspecl angle and radar frequency,
then what one seeks is the frequency that produces a peak R(CS, i,e., a max-
imum elevation on the surface (and hence the hill-climbing algorithm referred
to above). If the maxima of this surface are ridges, then as aspect angle
changes it should be possible to vary the frequency in a manner that will
keep us on the ridge (assuming the PRI is short enough so the aspect-angle
change is very small)., If, on the other hand, the maxima are isolated peaks,
then as aspect angle changes one could not remain on a peak '+ c.anping
frequency in the nearly continuous manner of the hill-climbing technique

described above.

To permit an assessment of the nature of the RCS ~wrface -e
function of aspect angle and frequency, a simple three-scatter tar~got o
shown in Figure 11 was chosen. The point scatterers have scattering ampli-
tudes B,C, and D, where the scattering amplitude is the s uarc root of RCL.
The discussion is limited to two dimensions since the add:t'»n ~* the third
dimension adds nothing to the conclusions. Initially assiire scatierine am-
plitude B = 0 so there are only two sipgnificant scatteriny centers. The

radar cross section is giver by
RCS = C2 + D2 + 2CDcos[Lk««+d‘anO

where k is the wave number and the other paramncters are »¢ rinfinced phove,

’8
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To remain at the peak of the RCS function, it is necessary that

2k (c+d)cos® = n21Tr

with n any integer. Expressing k in the form 27f/v, where f is the radar
frequency and v is the velocity of propagation (used here hecause ¢ is a

length), one can show that the frequency necessary for peak RCS is given by

nv

fn = Fcvdlcost

There are n possible frequencies because of the multiple peaks of the cosine
function, For c+d = 5 meters, the values of fn for selected values of n are
shown in Figure 12, For a given value of n the variation in f necessary to
stay on this ridge of the function can vary widely unless the aspect angle is
restricted to lie in a narrow band., If a frequency limit of the system is
reached, it is necessary to shift to another ridge of the RCS function, i.e.,
to a different value of n, Still, for the 2-scatterer case it seems feasible

to remain on such a ridge with only periodic shifts to new values of n.

It is obvious from the result given above that the intuiti.e
hill-climbing idea for frequency adaptation should be practical Tor the
two-scatcerer target. Practical targeis often consist ot more than two scat-
tering centers, and it is necessary to examine the behavior of the RCS contour
for such targets. Now consider the 3-scatterer configuration shown in ki ur

11 with B made nonzero., The RCS is given by

RCS = BT + 2 + D2 4 2BCcos[?_k(ccosG - bsin@)] ‘

2PDcosz:(dcoso + bsing)| +?Cr003[ﬂk(c»$\f :0!

wow one has three terms involving cosine tunctions, and it seems clear that
ora can no longer remain on a peak of thie overall function oy varying the
irequency, since there are three terns that involve the aspoct cnele and

tur et dimensions in different ways. Thus vne has three seis i ridpe-ana-
vailey structures that are superimposed, and the locations o1 peaks depend on
the locations on the [requency-anple plane at which three riugzes superinjore,

Figure 13 shows the ridge orientations for the “hree-component struc ture:..
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The set cof curves consisting of long and short dashes corresponds to scatter-
ing centers C and D; these lines ar: exactly the same ones shown on the
preceding figure for the two scatterer model. The solid curves give the

ridge locations for scatterers B and ¢, and the dashed curves, the ridge loca-
tions for scatterers B and D. Where the ridges coincide, one wculd expect

to obtain peaks of the RCS function. For the set of scattering amplitudes

B=1, .. =2, D=1, shown on this figure are approximate contours withi:

which the RCS is 80% or more of its maximum value.

in the figure above all of the ridges lines intersected at common
points, thus producing relatively symmetrical peaks, This intersection of
the sets of ridges is a result of assuming ¢ = d. If ¢ and d are not assumed
egual, a less symmetric set of peaks occur and a more complicated surface
1 results., Similar, more-—complicated surfaces will also result when more than

three scattering centers contribute.

When the presence of a third scattering center produces isolated

veaks ratier than continuous ridges, c¢nc can see that the peak-finding (or

hill-climbing) technique has very limited applicability. Ir the aspect angle

changes by enough to take us off a local peak, the adaptive method can get

traprped in a low-RCS region for many pulses., It will, in such cases, give
significantly poorer performance than a random-frequency technique that uses
thresholding or filtering. 7The only way the adaptive approach can be valid

is if it incorporates a means of recognizing the locations of peaks anc

eritching to a random-frequency tactic when a peak is left, Chus secking a

ey R,




3.3 Simulation Results :

3.3.1 Target Scattering Models., To permit numerical evaluation of radar &
glint and glint-reduction techniques, two target scattering models were ‘
developed, The first model was for an F-15 fighter aircraft., Detailed
dimensions were not available, so figures from Janes' were used in conjunc-

tion with measurements made on a 1/72 scale model (Revell kit). The second

3

scattering model was for a cruise missile, Here even less detailed infor-

mation was available and dimensions were based upon what information could

PR

be gleaned from Janes' and from photographs in Aviation Week & Space Technol-

3 ogy articles; the Tomahawk was chosen since more information seemed to be

3 available for it.

R

)

For both cases, assumptions were made to permit reasonably simple

' radar scattering analysis to be used. These assumptions included:
e Short radar wavelengths, corresponding to frequencies above 3
3 GHz, ‘
e Monostatic radar operation,
o Aspect angles limited to range of *30° in elevation and
50° in azimuth,
¢ Single scattering is assumed, i.e,, no multiple-diffraction

effects are included,

¢ Shadowing boundaries were crudely approximated, partially tc
simplify the analysis and partially because detailed considera-

tion would require inclusion of multiple-diffraction effects,

® Scattering from engine ducts was modeled in a very crude manner,
partly because of inadequate knowledge of scattering processes -
in ducts but primarily because of a total lack of information
regarding the materials and geometry of the engine ducts
involved in the F-15 and the Tomahawk,
More detailed descriptions of these scattering models are contained in the

following subsections. \
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Je3.1.1 F-15 Scattering Model. An outline drawins of the F-15 and a

list of its major dimensions are given in Figure 14 which has been taken from

Janes', The scattering from the aircraft was modeled by 81 scattering

centers, most of them simple point scatterers used to represent scattering

from the various external stores on the aircraft, Several options are

available in the computer program as to which of the stores are included; if

all are omitted, the aircraft itself is rnodeled by 31 scattering centers. A

list of the scattering centers is given in Table I; some of the repetitive

items are omitted.

The manner in which the scattering is approximated will not be

given in detail here because of the complexity and length of discussion that
would be needed,

Instead, we will indicate the type of approximation that

is used for each of the classes of scattering centers on the aircraft.

Fdges occur at engine-duct inleus, leading and trailing edges of
walie, wd Lail surfaces, and on the wissile support structure. Scattering
Jron vhaap edges is approximated througih use of the geometrical theory of

diffraction, which permits inclusion of polarization effects, for a lwo-

e

dimensional edge in cowbination with a physical-optics-type approximation to

This
type of scattering approximation should be reasonably accurate for angles not

Loo far

account for the nonspecular incidence effects on a finite-length edgc.

{rom specular; for angles that are far from specular, the errors in-
crease buit the amount of backscatter decreases so that the errors are of

.23s significance than would otherwise be the case.

Scattering frorm the scanning antenna in the nose of the F-1% was
approximated by the scatiering from a flat plate., Scanning of the antemna
indepéndvnt ot aircralt motion is possible., This cptioua has generally not
beer used in the computations reported here (ithe antenna return can be

switch:d ofi for any run).

Scattering from the junction of the radome and the Tuselage could

nol he very accurately modeled becausc we lacked sufficient information




DIMENSIONS, EXTERNAL:

Wing span 13.05 m
Length overall 19,43 m
Height overall 5,63 m
Tailplane span 8.61 m
3
Figure 14 F-15 picture from Janes'
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TABLE 1

SCATTERING CENTERS ON F-15 MODEL

On Aircraft

Top edge of port engine duct intake

Top ed:e of starboard engine duct intake ‘

Leading edge, port wing
Leading edge, starboard wing
Trailing edge of port wing, outer section

Trailing edge of starboard wing, outer section

TSR T AT YT YT

b Trailing edge of port wing, inner section
Trailing edge of starvoard wing, inner section {
Leading edge of horizontal stabiliger, inner section, port side 3
Teadiny edge of horizontal stabilizer, inner section, starborad side
Te .ding edge of horizontal stabilizer, outer section, port side

ling edge of horizontal stabilirzer, outer section, starboard side
Trailing edge of horizontal stapilizer, port side
Trailing edge of horizontal stubilizer, starboard side
Leading edpe of port vertical stabilizer
Leadin~ edge of starboard vertical stabilizer
Trailing edge of port vertical stuabilizer

Trailing edpe of starboard vertical stabilizer

scanning antenna in nose of aircrarflt

Junction of radome and fuselage, port side

Jw.ction of radome and fuselage, siarboard side
Coonuit

Lower edyge of engine duct intake, port side

Lovwer ecdge ol engine duct intake, starboard side
Scatterer near end of port winc

Scntterer near end of starboard wing

Seatterer near top of port vertical stabilizer
Scatlerer near top of starboard vertical stabilizer

Cannon at rootl of starboard wing,

vort envgine duct




TABLE 1

Continued
Starboard engine duct E
Stores

Rear edge of port missile mount

Rear edge of starboard missile mount

Nose of Sparrow missile 1

B> o) KT

First set of fins, Sparrow missile 1
Rear set of fins, Sparrow missile 1

Etc., for Sparrow Mmissiles?2,3,4

T ———

Nose of Sidewinder 1

i

First set of fins, Sidewinder 1 3
Rear set of fins, Sidewinder 1 &
Etc., for Sidewinders 2,3, 4
Nose of bomb 1
Tail of bomb 1
Etc. for bombs 2 through 12
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about the aircraft. UYe therefore used point scatterers at the junction

points as a crude, first-order approximation to the actual scattering.

Scattering from the cockpit was approximated in two ways, chosen
by an input option. Either the use of a conductive canopy could be assumed,
in which case there is no scattering from either the interior of the cockpit
(because it is shielded) or from its exterior (because we are restricted to
aspect angles for which specular reflection does not occur), or a transparent
canopy could be assumed, in which case scattering from a sphere at the loca-
tion of the pilot's head is assumed, Additional scattering from the intarior

of the cockpit also probably occurs but has not been approximated here.

Additional scattering occurs from the lower edges of the engine-
duct intakes; either sharp-edge scattering or scattering from a cylinder is
used to represent this scattering, depending on the elevation angle of the
lirn. of sight, Scattering from small objects at the ends of the wings and

from the cannon on the starboard wing are represented by point scatterers.

As noted above, scattering from the engine-ducts, which represents
a major source of scattering for angles near nose-on, could not be very ac-
curately modeled because of a lack of detailed information regardins. the
ducts as well as fundamental difficulties in modeling duct scattering in
any case, Basically, we assumed a fixed scattering amplitude for the duct
and then used an aspect-angle-dependent factor to account for reduction in
illumination as aspect angle varies, It is possible that a radar absorbing
rrid might be used in the duct; to allow for this case, an input parameter
can be set to reduce the duct scattering by approximately 14 dB to approximate

the effects of reduced duct scattering.

Scattering from the missiles and bombs that can be carried by the
aircraft could be modeled using [ormulations for curved surfaces and ogives
in combination with formulations for sharp edges such as arc used for edges
on the aircraft. Such modeling would also require relatively careful inclu-

sion of shadowing effects of various stores by each other, To include all
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of these effects would require a very complex computer program which would

require excessive running time. Consequently, we have adopted a much simpler
model: simple point scatterers are used for each set of fins on a missile or
bomb and for the nose of each missile or bomb, While of limited precision, h
this form of approximation should be reasonable for the glint analyses of h

interest here.

The key characteristics of this model are presented in Figure 15,
Included are forward aspect angle plots of the target's narrow band RCS and
the first and second central moment of the target's RCS distribution in each
of the principle measurement dimensions. These moments are of key interest
because they control the mean and variance of the target noise in the cor-

responding radar measurement coordinates.

The data presented are for a frequency of 3 GHz., It is of interest
to note that the aircraft's RCS ig fairly insensitive to polarization, This
is because most of the scattering arises from engine ducts which are here
modeled as polarization-insensitive scatterers rather than from edges. One
would generally expect polarization diversity to be ineffective as a target

noise mitigation technique.

3.3.1,2 Cruise Missile Model. Figure 16 is a sketch of the simplified
cruise missile configuration that was modeled. The body is essentially a
cylinder 0.53m in diameter and 5.,49m long. The nose is assumed to be a
(conducting ellipsoid of revolution with major axis 0,96m and minor axes

1 0.53m, The nature of the duct interior was not know, and even the dimensions

and location of the duct entrance had to be inferred from various photographs

of the Tomahawk. The scattering model used here should therefore be con-

sidered as a reasonable representation of a class of missle configurations

rather than as an accurate model for the Tomahawk.

The scattering centers used to represent the cruise missile are }

listed in Table 2, Because the wings and tail are very thin and have

sharp edges, it seems reasonable to approximate the scattering from these
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length = 5.49m
Wingspan = 3.87m
Diameter = 0.53m

Firure 16~ CRUISE MISSIIE USED FOR SCATTERING MODEL
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edges as that from a conducting half plane. The asymptotic expression for
this scattering, using the geometrical theory of diffraction, is the same
as was used for the aircraft aside from the simplification here whereby the
wedge angle goes to zero (i.e., the half-plane case}., For the leading
edges of the wings, the analysis was complicated by the presence of rounded
ends, For nonspecular aspect angles, the rounded end becomes significant
scattering contributor; although the scattering amplitude is relatively
small, the ends of the wings are the scattering centers farthest removed
laterally from the centroid of the target and thus can prodwe a significant
contribution to the angular glint which is of primary significance here.
Analysis of scattering from a straight edge with a curved end led to a com-
plex expression involving a uniform asymptotic expansion of the scattering
integral; the uniform asymptotic expansion is necessary here Dbecause the
stationary-phase point of the integral approaches one of the limits of the

integration.

The nose was assumed to be a conducting ellipsoid, as indicated
above, We did not have information on the location of the radome, butl
since cruise missiles navigate by a combination of inertial navigation and
radio altimeter data, it seems likely that the antenna is directed downwards
and thus produces little scattering in the forward-aspect region. Thercfore,

we ignored the scattering from this antenna.

Scattering from the interior of the duct was treated in the same
manner as the duct scattering for the aircraft: it is assumed that the
scattering is reduced proportional to the intercepted arecz of the duct
entrance, Scattering from the ring discontinuity at the duct entrance was
assured equal to the scattering from a wire ring (i.c., an "C3 equal to the
intercepted area of the ring) with a linear dropoff in scattering amplitude
for anpgles off nose-on; this rate of dropoff depends on the radar wavelengil,

and Cor short wavelengths this source of scattering quickly becomes negligible.
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TABLE 2

SCATTERING CENTERS ON CRUISE-MISSILE MODEL

Leading edge, port wing

Leading edge, starboard wing

Trailing edze, port wing

Trailing edge, starboard wing

Leading edge, port horizontal tail
Leading edge, starboard horizontal tail
Trailing edge, port horizontal tail
Trailing edge, starboard horizon:al tail
Leading edge, upper vertical tail
Trailing edge, upner vertical tail
Leading edge, lower vertical tail
Trailing edge, lower vertical tail

Nose

Interior of duct

Ring discontinuity at duct entrance

Shadowing of the scatterers on the cruise-missile model Is very
difficult to include accurately. The problem is that most of the scatlerers
are edges and the illuminated porticns of those edges are extended resions
that are only gradually shadowed as the aspect angle (e.g.)increases. Because
of other approximations tiat had Lo be made in the model, bLeczusc of a lach
of detailed dimensional information, as well as because of the need for &
model simple enough to permit very rapid conmputation of scattering centr: -
butions, we adopted & very simple shadowing argument, Ve assume that if the
aspect angle is positive, all ed;e scatterers on the starboard side ol the
nissile are shadowed, and vice versa. Thus at 0 degrees nspect angle, wo
abruptly switch from the scatterers on one side to those on the other, A
sinilar rule is applied ror scatterin,; from the edges on the upper anu the
lower tail surfaces: for negative elevation angles the lower-ialil edges are

seen, ana for positive angles, the upper-tail cdges are seen., The g inc
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duct is assumed to be seen for elevation angles less than +0.02r and to be

shadowed for elevatinn angles greater than +0,05r; a linear dropoff in

scattering for angles between these values is assumed. Inclusion of the

shadowing effects of the wings on the duct entrance would require very ex-—

tensive computation and probably would not significantly affect the glint-

analysis results in any case.

The key characteristics of this model are presented in Figwres 17

and 18. Here aspect angle plots of the cruise missile's RCS, RCS centroid

and 214 central RCS moment are presented for both horizontal and vertical

polarizations. Comparing the dual polarization RCS plots one notes a marked

dissimilarity in behavior. This is in contrast with the aircraft resultis

which were noted to be largely insensitive to polarization,

While the details of all these curves will not be discussed, a

brief interpretation of the behavior of the cross-ran;e RCS centroid will be

presented, For these curves the missile is assumed to rotate about an axio

nidway hetween nose and tail and the centroid location is measured laterally
rom a line of sight passing through the axis of rotation, Thus if all of

the scattering were concentrated at the axis of rotation the centroid would
remain at O,

Consider first the horizontal-polarization centroid., There is a

marked trend that is followed by the centroid for most aspect angles, This

trend is largely a result of the gradual motion of the duct return, although

ithe specular return from the trailing edge of the vertical tail (which has

maximum scattering for horizantal polarization) also contributes to the

shi 't

in cuntroid location. Actually, the return fron the tail acis, In part, .o

otrsct the effect of scattering from the nose, whici: would in turn move lthe

centroid towards negative values., These three principal scatterers thus

nrotuce a centroid that gradually shifts towards positive-x values. There
1e a larse peak oxcursion of the centroid near 6.4 deircees. This shilt
~ . . ot haos ecular peturn from the leading edge of the wing; fniu
se. terer | owones Jdominant and thus shifts the centroid towar:is the center ol
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the leading edge of the wing. The smaller peal near 1. degrees is similarly
produced by the leading edge of the horizontal stabilizer., As this edge is

shorter, its RCS is smaller and the centroid excursion is smaller,

For vertical polarization, ithe leading edges of the wing ana anri-
zontal fins do not scatter, so the peaks noted in the horizontal-polarication
case do not appecar. Peaking of tiie rcecturn at 0 degrees is a result of the
specular returns from trailing edges of win, and tail surfaces wvhich are
{assumed) at righc angles to the axis of the missile. The trend noted be-
Jore is no longer so evideny, because the trailing—edge apeculor from ihe
tall does not contribute here; instead, we have the nose rcoturn, which icnds
to nove the controid towards r-opative~x salues, and the duwt cotwn, which
teads e move 1t vuwards the posicive-x values,

Thio hehavior of tha radar centroid thus ce2ms very reasonanle in
terns of the scuatbtering processes that are occuwrring on uhis boay. Becatu.
of the approximations inherent in the scattering model used here, it would
not be reasornable to alhte .t a hipghly Jdelailed analysis of centroid motion,
Our aim here has been to suest that the behavior that has been observed s,

m faect, consistent witl tre nodel employed.

Je3ei.3 Comparison with Aayleigh HModel., 3ince many of tho canaldate
target nolse reducticn concepts are basal upon the resulls of theoretical
analysic which assumed a Rayleih ~waet moedel, a key icen ol interest is
o shal extent do the alrcialt and crulse missile models approximaty

2 osleiph terget. To effect such a comparison, histograms of the RCSE valuve -
obsained firom the aircraft and cruise missile models were compared with a

oteirh distribulion and the results presented in this section,

The aircraft RCS vicvoprans in Fioure 19 indicate that for either
rolarirzation the scattering arises from may scatierini centers and there-

s

Jore it o Hayledph distribution well.
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Unlike the aircraft model which showed little polarization depen~

dence, the cruise missile statistics were polarization dependent. The
comparisons with a Rayleigh model presented in Figure 20 illustrate this.,
The horizontal polarization data appear to be a reasonable fit to a Rayleiph
model. The vertical polarization data, however, is not representative of a
i Rayleigh distribution, but closely resembles a two-scatterer distribution,
Since the vertical polarization RCS is strongly dominated by the cruise

missile nose and duct returns this result is not surprising.

3.3.2 Simulation Description, 1In section 3.3.1, the scattering models
that were developed for the F-15 and the cruise nmissile werc described., To
permit estimation of glint errors and evaluation of glint-reduction techniques,
it was necessary to develop a computer program that uses these scattering
models. In this section the simulation program that was utilized is bricfly

described,

Relatively general target motions were designed into the program.
The targ:t can have pitch, roll, and yaw angles that are linearly incremented
with time (only fixed-PRI cases are treated) and can have arbitrary starting
points. The only restriction on these motions is that the line of sight
must produce an azimuth angle within 50° of nose-on and an elevation angle
within 30° of nose-on. This limitation resulted from the fact that the

targets were only modeled over this region.

For any run, three frequencies are used for each aspect angle; in
this way, it is possible to evaluate the effects of various frequency be-
haviors on glint with all other parameters held fixed., The first set of
outputs is for a fixed frequency, i.e., one which is exactly the same for
every pulse. The second set of outputs is for a randomly varying fre-
quency. Here the frequency is changed from pulse to pulse on a pseudo-
random basis: there is a uniform probability the frequency has any value
between a specified minimum and a specified maximum frequency. The minimum

and maximum frequencies need not include the fixed frequency discussed
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above. To make the random-frequency case more realistic, a frequency-

quantization value is also assigned. For example, a frequency range from

9 to 10 GHz in 1-MHz steps may be specified., There would then be 1001 pos-
sible freguencies and they would be selected on a uniformly distributed
random variable basis,

The third frequency is determined using an adaptive selection
technique, Here the maximum and minimum frequencies and the frequency step
are the same as were assigned for the random-frequencies case, but an attempt
is made to optimize the frequency on the hasis of the observed RCS of the
target, Recall (Section 3.2.3) that adaptive frequency selection is expected
to be difficult because of the isolated nature of the RCS peaks as a function
of frequency and aspect angle. Decause of limited resources and some skep-
ticism concerning the ultimate utility of frequency adaptation, only two
adaptive techniques were tested. Of these two techniques, which are described

below, the second technique performed better,

The first of the adaptive frequency-selection techniques that was
tried uses random frequency selection for some specified (e.g., 5) number of
nulses and then chooses the frequency corresponding to the largest RCS, The
frequency is then stepped (by the specified step size) and the RCS compared.

If the RCS has increased, the frequency is stepped by the same amount in the
same direction., If the RCS has decreased, the frequency is stepped in the
opposite direction by twice the frequency-step size., This procedure continues,
attempting to remain near the peak of the RCS function. As shown earlier,
when there are nore than two scattering centers on the target, the peaks

can become isolated rather than being ridges along which a hill-climbing
algorithm can be expected to maintain a high RCS value, Because the target
as;pect angle variations are generally not controllable, one can be forced off
a peak in spite of the small-step frequency variations, To avoid this problem,
whereby one coulrl be trapped in a low-RCS region, every N'th pulse a randomly
chosen frequency (N'is an input parameter of the order of 5 or 10) is used,

if the NS at the randomly chosen frequency is greater than the latest RCS

obtained using the adaptive frequency selection value, the adaptive {requency

52

A TRIIE 7 DR A i g




is switched so that it begins to work around a new value. In this way, if
one is getting forced into a "valley" region there is a chance tha® a rancoun
frequency will produce an RCS nearer a peak. The main difficulty with this
method is that in some cases the adaptive method gets into a 'valley" re_ion
and the randomly chosen frequency also is in a low-RCS region. DMany pulses
may oo by before one gets back to a hizh~RCS region. Another problen is that
the use of the random frequency, when we are able to trac!: tiiec desired fre-

quency adaptively, leads to a loss of usable data,

The second type of adaptive processing uses the same principle
of stepping the frequency touuzurds larger RCS values. Instead of trying a
random freguency every W pulses, the adaptive method is used until the RCS
falls to a level 1/3 that of the largest RCS to date, Actually, this
largest RCS value is allowed to decay, to prevent trapping of the system by
an abnormally large RCS value (e.g., a specular return only seen once), using
a digital filter. If the observed RGCS value is less than 1/3 the peak (ac-
tually, filtered-peak) value, random frequencies are used until the RCS is
large enough for the adaptive processing to be resumed., In this way one
avoids losing good data through a requirement to use random frequencies
every N'th pulse, but now requires the use of the random~frequency method for
as many pulses as necessary to get back to a peak. This second type of
adaptive processing worked quite well and is used in the numerical examples

presented later.

For each pulse, the orientation of the target is computed, along
with the coordinate transformation matrices that are needed. The three
frequencies to be used are then computed using the techniques described
above, For each frequency, the RCS centroid and the second moment of the
radar centroid is computed., Radar glint is found at the same time. The
glint values can be found using either of two options: it can be found
relative to the fixed geometrical center of the target (a point on the cen-
terline of the target and a specified distance, usually ) the length, behind
the nose), or it can be found relative to the target centroid. The centroid

and glint values are always found in three directions: x,z, and range. These
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distances are measwured relative to the radar coordinates with x a horizontal

displacement, z a vertical displacement, and range measured along the line
of sight, which is assumed to pass through the previously defined geometrical
center of the target. In addition to the centroid and glint values, sums of
these quantities and their squares (in some cases) are stored for later use

in computing means and standard deviations.

An option permits printing out pulse-by-pulse data in one of two
formats, In either case, the pulse number, azimuth angle, and elevation
angle are printed. For each frequency the RCS is also printed., For the first
option, the x, z, and range glint values are printed for each frequency;
either the glint relative to the geometrical center of the target or the glint
relative to the radar centroid can be printed. After the last pulse has been
processed, the table concludes with the mean RCS level for each of the three
frequency sets. This mean RCS is useful for evaluting the effectiveness of
adaptive-frequency processing, as a highly successful adaptive choice of

frequency would lead to an increased mean-RCS level.

The second option for the pulse-by-pulse table again prints aspect
angle, frequency, and RCS information just as for the first option. In the
x,Z, and range columns, instead of glint values the locations of the cen-
troids are printed, In a second line, below the centroids, the quantity
(second moment - centroid2)0.5 jg printed; this quantity is a measure of the
lateral (or, in the case of range, longitudinal) spread of the scattering
centers on the target. The glint computations are unchanged by this choice
of pulse-by-pulse output, and the subsequent summary table will be the same

for this case as for the first choice of pulse-by-pulse output.

Statistical information on the target scattering characteristics
is given in a table that follows the pulse~-by-pulse table (when it is used).
First, the program gives data relating to the radar centroid of the target.

These data are given for each of the three frequency sets (i.e., fixed, ran=-

domly varied, and adaptively varied) and for each of the three corrdinates
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(x, z, and range). Two quantities are printed for each centroid: the mean,

and the second central moment.

The remainder of the summary table contains statistics on the glint
assuming various methods of processing the glint information. All of the
glint values used in the statistics are computed relative to either of
two references, as mentioned above, the geometrical center of the target,
which remains fixed in location, or the radar centroid, which slowly varies
in position on the target as aspect angle varies, A fixed threshold level,
e.g., =20 dBam, is used for all of the glint processing. The reason for this
threshold is that in practice a radar has limited sensitivity and thus does
not obtain data when the target RCS is below some minimum level; for very low
RCS values, the glint takes on very large values that would not be seen in
practice. This fixed threshold level can be made very low if inclusion of

all glint values should be desired.

Using only the fixed RCS threshold, for each frequency and for each
{ the three coordinates, the minimum and maximum glint values, the mean
+lint, and the standard deviation of the glint values are printed., These
results indicate the amount of glint under the assumption that no special

processing to reduce glint is performed,

Next the glint statistics for three types of weighted averages
are computed. In each case a running n-point average is formed and the mean
and standard deviation of the resulting averaged values are calculated. This
is done in each of the three measurement coordinates for each of the three

frequency selection schemes., The three weighting techniques implemented are:

uniform weighting; RCS weighting which was shown in Section 3.2.2 to be

optimum for Rayleigh targets; and a technique termed SLA (Selection of the

Largest Amplitude) in which only the glint measurement corresponding to the
larpest received signal is selected. The SLA technique has been reported to
be optimum under some conditions.* For each computer run up to 5 different

valuea of n may be specified by the user,
* J,M., Loomis and E.R. Graf, "Frequency-Agile Processing to Reduce Radar
ilint Pointing Error," Trans, 1EEE, vol. AES-10, Nov, 1974, pp. 811-820
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For situations in which a radar tracking filter is not designed to
individually weight the raw radar measurements, data editing of the basis of
RCS thresholding may be used to reduce glint errors. To assess the effec-
tiveness of such techniques, as well as verifying the theoretical results of
Section 3.2.2., the simulation program also computes glint statistics for 5
RCS threshold settings, As in the other cases, both the resulting mean and
standard deviation are computed for each of the three measurement corrdinates
and each of the three frequency selection schemes. In addition statistics on
the percent of the data accepted at each threshold value is recorded. This
data is required to normalize the resulting statistics by the probability of

accepting measurements at a given threshold level.

3.3.3 Simulation Statistics. This section contains key simulation
results for the two specific target models developed and described in
Section 3.3.1. Generally speaking, when several dominant scattering centers
existed, the target scattering was approximately Rayleigh and all the theo-
retical results for a Rayleigh target developed in Sections 3.2.,1 and 3,2.2
were found to apply. In these situations random frequency selection and RCS

weighted averages produced the greatest reduction in target noise.

3.3.3.,1 Aircraft Statistics. The simulation was used to gather aircraft
target noise statistics at both horizontal and vertical polarizations at a
radar frequency of approximately 3 GHz. The results for both polarizations
were nearly identical so only specific results for horizontal polarization

will be discussed,

For all runs a -20 dBsm "detection threshold" was employed. That
is, only data associated with aircraft cross sections in excess of this value
were included in the statistics. For the data presented, the mean aircraft
RCS was 2.25 dBsm which resulted in a normalized threshold value (i.e.,
threshold values#mean RCS) of x = ,006. According to the theoretical results
of Section 3.2.2 the normalized single pulse target noise variance should be

TPrE = &5y [x] = 4.5
2
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This value is noted for reference on Figure 21 which presents the normalized
target noise in the range dimension as a function of the number of pulses
averaged for each of the three frequency selection schemes, In all cases
RCS weighting was employed. From the curves it is evident that of the three
frequency selection schemes, the fixed frequency option was noticeably the
poorest. Both the random and adaptive frequency options produced results
near the Cramer-Rao bound of 1/N, with the random technique performing
slightly better.

For random frequency selection, Figure 22 presents a comparison
of averaging techniques for the same simulation run. Here uniform weighting
performed the worst and RCS weighting the best. This result is not sur-
prising since RCS weighting is optimum for a Rayleigh target and the aircraft
statistics were shown to be nearly Rayleigh in Section 3.3.1.3. Similar
results were also obtained in the other measurement dimensions and also for

the other frequency selection schemes.
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Finally, results dealing with the impact of data editing on the
smoothed position of a target under track are presented in Figure 23, The
quantities graphed here are the normalized target noise variancecralgg_ in
each of the three measurement dimensions, further normalized by the 2prob—
ability of obtaining a measurement above the indicated threshold value. The
rationale for this statistic comes from the fact that the smoothed target
position variance varies directly with the target noise variance 02, and
inversely with the expected number of measuremenis used in the filtering
process, NPp. Generally as the threshold value x is increased, the target
noise variance is reduced but so is the number of measurements exceeding
the threshold. The theoretical results of Section 3.2.2 indicated that for
a Rayleigh target (see Figure 10) the statistic of interest has a minimum
in the region of x = .6. The simulation results are observed to generally
support this prediction. For a Rayleigh target, the probability of detection
given a threshold value of x is EXP(-x), hence for x = .6 only about 55%
of the raw radar measurements should be used for tracking with algorithms
which do not permit input data weighting.
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In addition to the frequency selection techniques cited above, a
limited simulation analysis concerning the utility of polarization diversity
was also conducted. Specifically the simulation was run for both horizontal
and vertical polarization at the same frequency and the pulse~-by-pulse meas-
urements stored. In addition, a third run at horizontal polarization was

made at a frequency offset by 5 MHz and the pulse-by-pulse data also stored.
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With this set of data, RCS weighted-two pulse averages were computed for both
dual polarization and dual frequency. The results, which are presented in
Table 3, clearly indicate that dual frequency diversity was superior, This
was not an unexpected result for the aircraft model because of the high degree

of correlation (i.e, over 80%) between the dual polarization RCS. On the

other hand the 5 MHz change in frequency was sufficient to largely decorrelate t
the target RCS and therefore increase the performance of the dual diversity !
schene,

Table 3 Diversity Comparisons

Range Azimuth Elevation .
CrDual Frequency ’
U Dual polarization .66 .70 .67

3.3.3.2 Cruise Missile Statistics. Using the cruise missile model in
the simulationyanalysis similar to that conducted on the aircraft model was
performed, but only at a nominal frequency of 9.5 GHz, These results are
highlighted in this section.

The first general result pertains to the pulse-to-pulse frequency
selection procedure. As in the aircraft runs, compared were fixed frequency,
adaptive frequency and random frequency selection techniques. Without
expection the random frequency selection consistently provided the best
performance while the fixed frequency performed the worst., Figure 24 presents
a representative example of this result, Here, for horizontal polarization,
the normalized target noise variances in the range dimension are compared for
the three frequency selection techniques. The results for the random fre-

guency selection are not far from the Cramer-Rao bound for Rayleigh targets.

The next result of interest pertains to the preferred weighting
technique for averaging measurements. In the theoretical results of Section

3.2,2 it was shown that RCS weighting was optimum for a Rayleigh target.
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Figure 24 EFFECTS OF FREQUENCY SELECTION ON CRUISE MISSILE DATA

Section 3.3.1.3 subsequently showed the cruise missile statistics to be es-
sentially Rayleipgh for horizontal polarization but not for vertical polariza-
tion in the 0° elevation cut analyzed. Representative results for the cruise
missile are shown in Figure 25 and 26, For horizontal polarization, RCS
weighting is shown to be best, which is consistent with the Rayleigh model.
For vertical polarization, however, RCS weighting did not produce the best
result, Recall that for this polarization the target RCS statistics were
dominated by two scattering centers, namely the missile nose and engine
intake, For this case a stronger RCS weighting is evidently optimum, The
gelection of the measurement associated with the largest received amplitude

(SLA) was previously shown to perform best on simple targets,* and indeed it
* J.M. Loomis and E.R, Graf, "Frequency-Agile Processing to Reduce Radar
Glint pointing Error", Trans. IEEE, vol, AES-10, Nov, 1974, pp. 811-820
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was found to perform better than RCS weighting for the case at hand,

Representative results of the effects of threshold setting on data
editing for tracking are presented in Figure 27, 1In general the best thresh-
old setting for horizontal polarization was near the theoretical threshold
value of ,6 and produced a normalized variance very near the predicted value
of 1,5, Since the vertical polarization case was far from a Rayleigh situ=~
ation, it was not surprising that a similar optimum threshold did not exist.
In Keeping with the SLA finding of Figure 26, the threshold is probably the
one that ylelds the single SLA value,
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The final result of interest pertains to a comparison of dual

polarization and frequency diversity as a target noise reduction technique.

UInlike the aircraft situation, the dual-polarization cruise-missile cross

gections were not highly correlated and polarization diversity proved nearly
as cffec*ive as frequency diversity.
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3.4 Operational Implications. In general, target noise effects nuc. Lo
considered in the radar measurement error budget when this error component
becomes comparable to the thermal noise component. In Section 3,2.2, iu~

combined glint error variance for a Rayleigh target was showr o be ap, .« )

imatelv s
2 w 2
o° 198 S ‘o Xn [ ]
= SR T ¢ ot
Here the first term represents the thermal noise component, and the second !

term, the target nose component. Equating these two terms and graphing the
resulting equality one obtains Figure 28. Here the ratio of the target's
angular extent parameter W, normalized by the radar beamwidth is plotted
vs signal-to-noise ratio, For situations above the curve, target glint
effects must be considered, Completely analogous results also exist for

-target range noise.

1.0 1
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r
Yo/9sy }
TARGET NOISE
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= INSIGNIFICANT ;
=
i
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Figure 28 CONTOUR OF EQUAL THERMAL & TARGET NOISE
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In terms of diversity schemes for decorrelating pulse-to=-pulse

target noise, frequency diversity appears to be the best choice, Genefally

speaking, temporal diversity doesn't produce sufficient decorrelation and
depending upon the scattering characteristics of a target, polarization

diversity may not be effective either. As far as frequency selection schemes ﬁ
1 go, pseudo-random frequency selection appeared to be the best all around ;

technique.

Given the means of obtaining uncorrelated pulse-~to-pulse target {
noise returns, the question of data editing or averaging must be considered. v
For complex targets such as aircraft, the target's RCS statistics can be 2
assumed to be nearly Rayleigh, and the theoretical Rayleigh results utilized, Q
For tracking filters which do not permit weighting of the input measurement ;
data, a data editing scheme on the basis of the received target power was '
shown very effective. Here a threshold setting equal to six tenths of the
average target power is recommended. The average variance of the radar
measurements accepted in this manner was shown to be approximately .82 W§/2,
where W, is the target extent parameter in the radar measurement dimension of
interest. Since only about 55% of the available measurements are accepted by
the threshold test, the resultant smoothed target position variance is

proportional to 1.5 gﬁ, where N is the total number of unthresholded measure-

ments.

For those situations in wiich input data weighting is permissible,
weighting on the basis of the signal power was shown optimum for KRayleigh
targets, This type of we}ghting produced "averaged" target variances near

4
the Cramer-Rao bound of !l.

For targets whose scattering characteristics were more representative
of a deterministic two scatterer target than a Rayleigh target, heavier RCS
data editing and weighting is apparently optimum, In this situation better
performance was obtained with the SLA technique than with RCS weighting.

e

Effectiveness of intermediate techniques were not evaluated, As a result,
while RCS weighting can still be utilized quite effectively, better techniques
do exist for non-Rayleigh targets.
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4., KEY FINDINGS AND RECOMMENDATIONS

Addressed in this study were aspects of target noise effects as
they pertain to the long range detection problem and the short range very
precise track problem, By far, the major effort and most significant

findings dealt with the precision track problem.

For the analytic studies in support of both of these problems, the
target amplitude statistics were assumed Rayleigh. Generally 4 to 6 near
equal target scatterers were found adequate for near Rayleigh statistics. A
fairly detailed modeling of an F-15 aircraft also produced an essentially
Rayleigh target behavior. The detection analysis performed was limited to a
search radar that noncoherently integrated target returns. Generally speak-
ing, detection performance was shown to degrade with increasing pulse-to-
pulse correlation, Wwhile the general comparison between unity pulse-to-pulse
correlation (Swerling I) and zero pulse-to~pulse correlation (Swerling IT)
is well documented the results for intermediate correlation values are

elleved new but not profound.

Several new and novel results were obtained, however, for the
targrt noise problem associated with very precise radar measurements. Thesze
r onlts pertain to the radar measurement errors of glint and the analopous
range ncise error. In both instarnces, the key target parameters of intere.t
are the larget RCS centroidsf), in each radar measurement coordinate, und
the second central RCS moments Wg, in these same coordinates. For high Sii
coaditions, the average target measurement location was shown to be thlic
courresponding location of the target RCS centroid. The Cramer-Rkao bound on
the assoclated target noise variance was shown to be wi/ZN, where N is the
nunber of indeperdent measurcments averaged. When averaging independeni

measurements under high SNk conditions, RCS weighting was shown to be opti.nu

aiad resulted in @ variance of W2/2(N-1).




Finally, in those instances in which weighting is impractical,
data editing on the basis of an RCS threshold was shown to be very effective
in reducing target noise variances. A threshold of six tenths of the mean
target RCS was shown to be optimum,

In general all these Rayleigh results were supported via simulation
analyses using the aircraft model. Similar results for a cruise missgile
model indicate that a heavier RCS weighting is optimum for simpler non-
Rayleigh targets, i.e. two point scatterers. This result was not pursued to
any great extent and may warrant additional investigations in the furture,

To provide uncorrelated pulse-to-pulse target noise statistics,
frequency diversity was found to be preferable to both temporal and
polarization diversity. Pseudo random frequency selection was shown to
be more effective in reducing target noise errors than either fixed frequency
techniques or a class of adaptive frequency selection techniques investigat-c.
An analysis of the basic problem of trying to adapt the radar frequency in
such a way as to maximize the target RCS and hence minimize target glint,

raised serious questions as to the feasibility of such a concept.




APPENDIX A,1 DERIVATION OF CORRELATION COEFFICIENT FOR ROTATING BODY.

In Section 2.1.2 an expression for the correlation between two returns
at different frequencies was developed. A similar expression can be devel-
oped for two returns from a rotating body taken at different times, The
geometry is as shown in Figure 2 with the body rotating about the origin of ]
the Cartesian systenm, F

With the frequency fixed, the complex narrowband return{assuming small
rotations) is represented as a function of time:

1 1
A /zWy
Alt) = E:(P(-j47TRof/c) [oux,y) EXP(=-34TT £ (y+xWpt)/c) dxdy
. S
X y
where C«)F = rotation rate

0 = B[ ateparis)] - ffstny) sxe(-satr et ~))/e) axay

E“A(tl)lz] [fs(x,y) dxdy

Nefire a normalized crossrange scattering function Sx(x) as:

S (x) = fs(x.y) dy

* []s(x.y) dxdy

Then the correlation function is given as:

P)

[}

/Sx(x) EXP(-32TT Vx) dx

nw

Po) - jol'fosx(x) dx - 27T2V2[x25:((x) dx =

where the variable }/ = Zf{_;)R(tl—tiz)/c
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APPENDIX A.2 NONCOHERENT INTEGRATION OF CORRELATED GAUSSTAN(i.e. RAYLEIQ'
AMPLITUDE) RETURNS.

The received data consists of I complex returns, Z 12,0 enec s Zy. let

: the data vector ZM represent;

The components z, are samples of a corrslated complex gaussian process., The

covariance matrix of the samples is:

JAY =‘/2E[ZM zr*]

M

where the operation ( )* represents conjugate transpose.

The probability density function of receiving a specific vector, ZN’
is given by a gaussian density:

M -1 . -1
p(Zy) = ( (277) IAMI) EXP( ~% Z;AM z,)

It is desired to define a test between the two hypotheses and evaluate
the performance of the test.

H

H

"

, = Hypothesis 0: Data is noise alone. IA\M =% NI
1 Hypothesis 1: Data is Rayleigh signal + noise so that
[N&M - % No I is positive definite,

The class of tests to be evaluated is the quadratic forms in ZM:
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Performance of this test can be found if the probability density function

of q can be derived, This can be accomplished by first finding its ch.ract-
eristic function.

¢M((*)) E[ejwq] = ][...IEXP(/‘ Wzgoz) pizy) dz dz,.. .0, 1

3 v oteal "
| ((2’/'!')”'!/\.1‘4')'1 /[“"[EXP('/Z ZM(AM'J(‘OQM)ZM dz) .. .de,

(11 - 3wl 0 )

{ where the limits on all integrals are from -0O0to + 0O,

Let be a unitary transform which dlagonallzesjA\VQ, R

| e W 1 ana WA, o - "

.. ("8,
0 .1é§

where £3; is the m-th eigenvalue oflAXM QM' Note that I\IGJ 1 and

apefore

T - WA o =|\I/,’;(I - ijMoM)\I/MI - |1 - sn|

(1 - Jﬁ) ﬁ; ) 7 %
¢(w’=(,,IT(1-Jw ))
ryla) = (27!')"1[ QSM(&)) EXP(-jWq) d(y =~ probability density Cf q. |

oo
. ol EXP(-3 W q) a0

M
Zo M1 -wh )
m=1




This integration can be carried out for a variety of cases. Only two

cases will be shown here assuming simple noncoherent integration, i.e.

CASE 1: Distinct Eigenvalues., 3ignal + White Noise.

By a partial fraction expansicn one obtains that:

M

? 1 .
r ( [ Ta- ijn)= Z o1 -3wh )
m=1 m=1

i - BuBor
where the constzats am = (M(l - /Bm)) 3

b
kgm
o0

M ]

-1 EXP(-jilJq) 3

2 (64 aw

oty o [t |
m=1 - m

pl(q)

M
Zam B exe(-a/ B) ul@

me=1

where U(q) is a unit step function.

0 q=<0
Vo=
U(q. qzo

The probability of detection is then:

ey — ]

M
PD = pl(Q) dq = Zam EXP("‘Y/Bm) 7> Y

m=1

CASE 2: M Equal Eigenvalues, Noise Alone.
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Performance of this test can be found if the probability density function
of q can be derived., This can be accomplished by first finding its charact-

eristic function.

¢M(o)) E[ejwq] = [[fExp(‘/z j(*’z;{QMzM) p(Zy) dz dz,...8z,

1/ + -1 . ..
= (2T )M/\.MI)‘l f[....[]-:xp(—/z 2y Uy 3007y, dz, .2y

(f1- jw/\ﬂ O )’

where the limits on all integrals are from -OO0to +CO,

Let \I/M be a unitary transform which diagonalizes/\MQ

i.e.\Ir;[\PM = I and \P;IAM QMQ/ = DM

’
M

.. ("8,
O_BM

where }Qm is the m-th eigenvalue of‘j\.M QM. Note that l\yul = 1 and

therefore:
Iz - J'(“)A'M QMI "'I\I/;(I - ij‘MQM)\I/t-‘II = II i ijm,
M

M Ja-wh)
P = (LJu-sw Bt

o
py(a) = (21t f ¢M(w) EXP(-jq) d(u = probability density Cf g.
-0

o0
. (2.”-)-1 EXP(=3) q) 4l

M
oo N1 - 3w B )
me=1
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i This integration can be carried out for a variety of cases. Only two

cases will be shown here assuming simple noncoherent integration, i.e.

Q= 1I.

CASE 1: Distinct Eigenvalues, Signal + White Noise.

By a partial fraction expansion one obtains that:

' M 1 L
; ( | [ - ijN;L Z o (1 - W Bm)"l
m=1 m=1
M
E where the constants Cym = (kT_I(l - ﬁc/Bm))-l

k;em
(2T )'IZ j EXP=j0a) 40
E me=1 (1 - J(A)B )
M
Zam B -0/ B.) ua)

m=1

)

pl(q)

it

where U(q) is a unit step function.

0 q=<0
A .
Ul = az=o

The probability of detection is then:

Py = pyla) dg = zC!m raxp(-')’/Bm) Y=o

=l

CASE 2: M Egual Eigenvalues, Noise Alone,

-_1 =
[\”../ZNOI QM 1
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b= Clr-mwn | )= @ - xion )™
oo 00

-

rpla) = (QW"lfQSM(w)EXP(—jwq)aw = (?_»m-j EXP{-jWa)
~00

-CO

= (2/1\:0)M qM‘1 EXP(-2q/N )/ P(M) U(q)

The probability of false alarm is then:

co (o o]
P, = pz(q) dq : iZ/No)M (1/P(M)) [qM_l Exp(-eq/No) dq
R4 ' -1 m '7
= EXe(-2 Y/N_) Z(m:) 2Ym) Y >0
m=0

whera F(M) is the Gamma Function, i.e. ]—‘(M) = {M-1)1
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APFENDIX A,3 Distribution of Yonopulos ctatistics,
Y A [
The swin and Cli.edcins wodin€ad, Lo wil L e comtLlatea conplex =
gaussian random processed, e goont »roovability density finction of }
3 simultancous samples from the two poxcesses is given by: l%
¥ * o
- 2 | l-l . o -1/ % 3
L Ay = e PN e 8 A A 1..) ) 3
f A :
Sl fe \
= }2! as define” in Zecticr CZ,.2.1 y

‘ ey AN «811 1813. \
-1 o . !"1/ #‘ -
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A change of variables can now be done, Let: e

1 ‘IE:;

E v =Al

5. = nrg z ‘i

arg 1;\

-
)
2
1]

ithe Jacobian of this traasfcermation i J = - (V]V?)

B

-2 1. . 3 2 2 ,
(27T) |j\_r ViV, EXP(~}z\B“»'1+B?2V2+;.Blz\.1‘4?cos(¢l-¢?)))

l\‘ p(V1'V2’¢1’¢?) 5=
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Note that this function depends only on ¢) - ¢> and not on the values of

the angles themselves. Defining \p @ - 0 and integrating out one
variable yields:

p(Vl.VZ.w) = (27T)-1|A_|-1V1V2EX?(-‘/2( 11V1* ,822 ?+2812v1v,, cos w 133

From this density function, the density of the monopulse channel statistics
cen be derived, Defining X and Y as the real and imaginary parts respec-

tively of the monopulse channel then:

X = Re ZA* = (v2/Vl)cos¢ Y= Inm _ZA* = (VZ/V }sinw
DN PR

2 2 2,.,2 w
V2 = (X" + Y )V1 V2cos = VlX
The change of variables from (Vl,Va,w) to (X,Y,Vl) has Jacobian,
2
T o ’ 4
J . (V2 V'l)

i _1 K 2 I\'Z 2 y
X,V = (2TTAD Vi E)(P(-"Nl(ﬁu v B, « 2 129

PIX,Y) = p(X,Y,V)) av, =71"1(B11 N 322(x2+v3) + 20 07
) M M, - P2
2 2 2
([lt+/.l‘(x +Y7)-20x)
- P 2 _H, - 1y )2
with m /#: /#t « P ,#:)
2 2
p(X,Y) = W = W
‘il (WC-0-m2+X('+‘12-2mX)2 Tr( (X-M)2+Y2+W2)?

pefining U= X - m:




2
[N
p(U,Y) = ~ ~ ~ )
H {U” + e -+ -‘;L,
lo'a) .
W
p(J) = p{U,Y} av¥ = -~
200% s wA)le5
-0
0 P
plY) = i piT,Y) du = 5 R
J 2(Y° + W)t
-0
20 00
[ [ WU
E U] = Up(U) AU = % | =———eo—  aUu = 0
2
_/ (U «+ W2)1°5
-0 -00
Sy N0 A
[ WYy
E ,Y] = Yo{y) &Y = 3% . d&¥ = 0
- (Y2 4 wrteS
-w -m
a(w2+y2)1“3

p(UIYY = p(U,Y)/plY) =

E[U’Y1
o]

o N A
7" (W2+YL+U‘_ )c
o0

U p(U'Y) di =0

oG
-00 fo,? i 5 315 e
[ vF o0y au = (/M Woert

t
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1t
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4
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2 2 2 5
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Data will be thresholded on Y, discarding all data when [Y|Z Yoo

variance of the mounopulse estimates for the data retained is:
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APPENDIX A.4 High SNR Approximation to w2.
From Section 3.2,1 the width parameter W2 is:
2 ll ;J 2
W = () -
/ﬂ: ( /#t)

For a target with RCS centroid on the boresite 0 = 0:

f 6% s(e) de + N°/2b2

W

#‘/“ -

[S(e) @ + No/2a2
With high SNR, i.e., fs(e) 4@ > N°/2a2
5 [62 s(e) de N

v fs(e») 4o ' 2b2IS(0) ge

[o]

Recognizing that the first term is the noise free width parameter,

wi , and the second term is related to the sum channel SNR:

2a2f s(e) de
SNR =

N
o

‘Then it is possible to approximate W as:

W= W (@%/bY) s~

Assume a quadratic beam shape, ft(¢) =1 -1,17(¢ - OBW/2)2/0§w )

where OBW is the 3-db beamwidth and the beams cross at the 3-db points.

a=f(0)=0.707 b= |f;(0)| = 1.17/¢y,

2 2 -1
W= W2+ 0,365 b2 SNR
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APPENDIX A.5 Maximum Likelihood Estimation of Monopulse Angle
for Rayleigh Scatterer.

The sum and difference channels,z andA, are correlated gaussian s
random variables with density as given in Appendix A.3 when the target ;
is a Rayleigh scatterer. Assume that M pulses have been transmitted and '
the data consists of M samples of each channel, Z k’Ak’ k=1,2,...M,
Each data sample is complex and it is assumed that there is no pulse-to-

pulse correlation, The joint probability density function of receiving

all the data is:

M
p(L L iket,2,e ) = ETRIAP e Y (E 0 AD A‘1<Zk )
k=1 A

Ue P
p M

When there is no noise, the matrixA can be written:

1 m

A=1/2 2 2 ;

m W +m

vhere m and W are as defined in Section 3.2.1 and #o =ll.= wher: N_ = 0,
i.e. I‘Lo = IS(G’) d® . The maximum likelihood estimate of m is the
value which maximizes the probability density function. That is one must

find the value of m which satisfies the following expression: A

M
gm (Z; Al:) pERTS -m zk = 0
= - Ak

m=th
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It is easy to see that if the k~th monopulse channel angle estimate is

called X, Re Z ) A;)
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i,e., the best estimate of the angle given many independent monopulsgs angle
estimates is the RCS weighted sum of the single pulse angle estimates, This
also demonstrates that for a single pulse of data, the conventional monopulse
angle estimate is optimum under the assumptions made,

The next step is to find thﬁ mean and variance of f:

z re( £ Ay
J=d. N
Z |z,)2

Since Zk'Ak are gaussian with covariance matrix A .

~
m =

#o #Om
JTR #O(W2+m2)

2 D)
E[Aklzk] =Z‘k = ’"zk "
[ LA
=[|Z.]°]

W ooy - fhot o [T, [

*+ These equations are well known and derived from the orthogonality prin,

™M
x
1

E“Aklz] * Ez[Akle] '

]
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2
= #OW + m2 Izkl2

Zk] = N‘ow2

Z;l re( L, E[As

E[‘rﬁl k;1<=1,2,'....,M] = 1

2
O'ZAkl}:k = E[ IAk‘
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Let q = E |Zy|2 « Note that q is chi-square order 2M,
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