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Styles of data analysis, and their implications
for statistical computing

Tukey, J.W., Princeton, USA

Summary

Statistical computing almost in.vitably implics special programs, systems, or
languages. We are gradually learning how to describe -- and attain -- good practice
from such points of view as easy use, input compatibility with people, decent numerical-
analysis performance, and even easy maintainability. We must do more of all of this, as
1 hope everyone will agree. We must also adapt to the needs of the times. This requires
looking at the latest styles of data analysis and trying to understand their structure from
the user’s point of view: Not just exploratory and confirmatory, but the pieces these can
share and the pieces that must be different.  Robust techniques, not just alone but in
parallel. Things the computer has yet to learn to do, as well as those it can alrcady do.

Keywords: data analysis, cxploratory, confirmatory, diagnostic, middleput, preoutput,
data expansion, autonomic judgment, SDAPs.

Every set of special programs, cvery system, cvery language reflects, perhaps impli-
citly, an understanding of one or more styles of data analysis. This is unavoidable. This
makes the user happy when the style he wants to use is among those reflected. With
relatively few exceptions -- as we must regretfully expect -- today’s tools -- programs, sys-

tems, languages -- reflect yesterday’s styles. It is high time for a fashion show, for an
introduction to the styles of the new season.

Robust Techniques.

Some of you may think that robust techniques of analysis is the only major new
style. We will see shortly that this need not be so. It is, of course, a very important

class of innovations. Here we shall discuss it only briefly and generally, emphasizing
that

e for the present at least, we expect to provide the results of both a classical end a
robust/resistant analysis.

e jterative calculations can be expected to occur, perhaps in multiple loops, inside
(almost) every robust/resistant analysis.

.

we badly need procedures that find -- and report 10 the user -- multiple answers.

*Preparcd 1n purt in conncction with rescarch at Princeton Umiversity supporied by the ULS. Ammy Rescarch Office
(Durham).
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Not one of these three makes the planaing of tools easicr, but all three have to be faced.

Wants of users.

Users would like a single nswer, without the need to think about it. If we satisfy
this desire, our particular users will function poorly, and our programs and systems will
slowly but steadily get a (well-descrved) bad rcputation,

Learning how to convey alternative answers, caveats and wamings in such a way --
very specifically including in such a format -- as to combine

¢  reduced user discomfort, with
® increased uscr response

is one of the main tasks confronting statistical computing. We have tackled the human
interface at input -- at least to a degree -- it is now high time for us to tackle the more
difficult human interface at output. (If doing this well requires the techniques we ordi-

narily relegate to “advertising people”, such as motivation research, then we will have to
do what is required.)

Data analysis.

Quite the opposite of data reduction, data analysis is pretty well characterized by
“making more numbers out of fewer”. (Once we say this seriously, the reasonability -
even inevitability -- of parallel analyses of a single sct of data becomes clear, since
uniqueness is not a natural consequence of *“fewer - more”.} We only complete reduc-
ing to fewer numbers when we have calculated a body of numbers (part of our analysis)
of which we are willing to say, “we have looked, and found no indication of any further
informative structure”.

When dealing with a single batch of numbers, for example, we can report only a
location number and a scale number IF and ONLY IF we have calculated the residuals
and carefully examined them for any informative structure. This means looking, at least

® at the large-scale structurc of their distribution -- should there be warnings of
stretched (or squeezed-in) tails, of skewness, of bi- or multi- modality?

¢ 2t their granularity -- are the values actually reported coarse-grained enough for this
to deserve notice?

®  (if the values occurred or were obscrved over time, or doing some other linear vari-
able), is there evidence of any substantial time dependence?

[probably a few more].

Avoiding the pitfalls of “*data reduction™ stresses our programs, our computers, and our
thoughts, vet it is onc of the most important things for us to do better and better.

- e e =

#
4

i

Wm0 N

-

i b,

i e

it

PR

o
IH LAY,

AU

iy

D




\m‘ I
i

W ORE IR

TRl i

AR TR

DGR

o By

il

E
E
=
5=
E
=

Basic styles.

For many statistical data analysts and in an increasing collection of areas of applica-
tion, the distinction between

®  cxploratory data analysis, AND
®  critical or confirmatory data analysis '

is quite clear and a part of routine thought processes. For others, this may not be o.

Exploratory data analysis is detective work -- numerical, counting, or graphical
detective work -- analysis devoted to finding indications -~ the *'clues™ of data analysis --
of what appears to be going on, of what might be going on. The detective in'a classical
detective story is effective when he or she finds many clues, of which some arc mislead-
ing. A set of exploratory data analysis tools are good, are useful, when they find many

indications, not all of which we can be sure about, not all of which will be confirmcd
when-and-IF we can examine additional data,

Critical data analysis involves the assessment of part of the uncertainty of such indi-
cations -- of that part corresponding to the differcnces revealed in the data that was
analyzed. Standard errors, tests of directionality (and occasionally, I fear, cven tests of
significance that do not involve directionality), and corfidence statements all usc
revealed differences to assess that part of the uncertainty that is calculable from the data.
ALL also require good judgment in assessing that part of the uncertainty not likely to be
revealed, at least by data limited in those ways in which the actual data is limited.

Much data is inevitably submitted to first exploratory -- whether formal or informal
-- and then critical techniques. (Who can analyze the cconomics of this century free of
the exploratory result that there seemed 1o be a depression in 1929?) We are all aware

that such overlap has its problems; we necd to recognize that we cannot always climinate
them.

Confirmatory data analysis, as we shall usc the term, is critical data analy:is on an
unexplored body of data believed to be either

® parallel to some body (or bodics) whose cxploratocy analysis (formal or informal)
has suggested an analysis ~ and, ordinarily, a focus on certain constants produced
in that analysis -- for the data at hand, OR

e of such a form and character that cither theory (in a scientific or technological
field) or purpose (as often in business or government) prescribes the analysis, OR

'

of such a form that some standard (really default) analysis is almost inevitable, OR
e gathered in a carefully planned way with this specific analysis in mind.

The distinction between confirmatory and mcrely critical analyses is crucial, for the
understanding and practice of data analysis. However. since its penetration into statisti-

cal computing scems likely to be confined to questions of caveats and automatic warn-
ings, we will not try to discuss it morc decply here.

The tasks of inventors and realizers of statistical computing tools are chiefly directed
to processes - rather than to ambient philosophy. So let us to our processes.
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Processes of EDA.
The most helpful, and most important, subdivision of processes of exploratory data
analysis divides them into

& autonomic data analysis processes -- ADAPs -- that convert data to analyses, AND

diagnestic data analysis processes -- DDAPs -- that look at (aspects of) the results of
analysis and endeavor to communicate with the analyst about what can be *'seen™.
It will oftcn be WRONG to separate ADAPs and DDAPs in the functioning of statistical

computing toois; it will often be essential to separate them in rhinking about what is to be
done.

) T U

* further subdivision *
As we will shortly illustrate, ADAPs themselves usually divide into two parts:

T T LR W & % T L Tl

: ® autonomic data expansion processes -- ADEs -- that convert our data into more ‘
= numbers (it will be thesc that our diagnostic processes are likely to need to feed :
= upon), AND

] ®  optimistic concentrators -- OCONs -- that convert the more numbers into the few
= that we might be satisfied with if our DDAPs have found nothing further relevant. ' E

Two reasons why this distinction is important are (1) that we may properly choose to
pair onc of several OCONSs with a particular ADE, and (2) it may be wise to have an

ADE produce, cither actually or potentially, more different things than will be used in
any one situation.

.

a simple example, ADEs *

If we start with just a batch of numbers, our ADE can reasonably make a varicty of
typical values (median, midaean, biweight-6, and ¢ven mean) and a varicly of measures
of spread(s, median deviation, sy, pseudovariances, ete.) and a variety of measures of
general distribution (e.g. letter values, which are order-statistic related [Tukey, 1977]).
It can aiso reasonably make one or more kinds of residuals, and may not want to destroy
the individual values. This is clearly data expansion. We intend such an ADE to make
all the standard things that cither OCONs or DDAPs might require. (In special cir-
cumstances, ADEs with even more diversified outputs may be appropriate.)

*

a simple example, OCONs *
OCON:S that might well be paired with this ADE might produce, alternatively,
1) 2 mcan and a sample standard deviation,
2) a mcan and its standard crrof,
3) all three of the above,

4) a five-, seven- (or more) number summary (Tukey, 1977),

5)  a suspended rootogram, cither explicit (Kurtz ct al 1965, Tukey 1970-71) or impli-
cit (Tukey 1977, Chapter 17).

* asimple example, DDAPs *
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DDAPs that we might want to conpect to this same ADE, might include, allerna-
tively, or logether:
1) a plebian probability plot or some up-to-date improvement,
2) summarized information, as by g and h (Tukey, unpublished, Hoaglin and Peters,
1979), about distribution shape,

3) ordered values of leaps (differences in adjacent order-statistics divided by differ-
~ ences of corresponding theoretical order-statistic typical values),

4) (If the data was collected in order according to time, space, etc.) plots of residuals

in order of coliection, both raw and smoothed.
5) and so forth,
Why are theso things being produced? As s guide to judgment, as s bass for cholce.
What choice? The choice of what to do next, of whether or not to output the preoutput
of the OCON, of what ADEs, OCONs, end DDAPs to apply in the next cycle of
exploration (special case: the choice to have no next cycle).
¢ the cholcs process *

Today our choices are mainly matters of human choice. Tomorrow there can be
large elements of autonomy in our cholces. We have to think through our DDAPs with
both human and autonomic users. in mind, Human choice will often be best fed by
displays - pictures are supposed to be worth many words, often they are worth even
more numbers, Autonomic choices may have to be fed by summaries of what would
have been displays. For the nearer future, then, autonomic chaices are likely to need to
be paralieled by human lookings, looking most particularly st whatever aspects of the
display summarized for the autonomic chooser are nof covered by the summaries.

Processes of CDA.
We will do well to think of our processes of critical/confirmatory data analysis as
following after a sequence of EDA cycles. Indeed we can usually think of hitching &

CDAP - & critical data analysls process

to an ADE-OCON pair as the typical way to do CDA. Where reasonable, we will want
to use & general CDAP.

There are now & number of kinds of general CDA approaches, including:

e differences from piece to piece, implemented with Student’s 1, Wilcoxon or even
biweight procedures,

@  juckknife provedures, usually with Student's t,
e  hall-sample procedures (paired or not)
@  bootstrap provedures,
Tomorrow there well may be more,
* further exampls, OCON-CDAP *
If we are to hitch our chossn CDAP onto an OCON, the output of our OCON

m o e
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must be extensive enough. 1If the data are so structured to make a fsctorie] analyss of
variance reasonable, it will NOT, for example, suffice for the OCON to provide only the
analysis of variance table. So many have s0 often criticized papers that do not give the
ostimated offects (or the various treatments. OOONS that fail in this way fall miserably.
Indoed, we may well want our OCON to carry out the aggregations and poolings
discussed and lllustrated in Green and Tukey (1960)., It would then report the con-
densed anova table and the effects and interactions that remain apparently relevant,

Process and reality. ' :

We have boen describing the logical steps of a data anaulysls, A statistical comput-
ing system need not operate in the way thosc steps would nalvely suggest, Steps may
only be carried out when their results are needed. Results to be used twice or more may
be {reely stored or equally frecly forgotten and recomputed.

Understanding how to structure the calculations and rememberings may appropri-
ately be a quite separate prooess, but it will fail to give us the support we need unless it
is thought through in terms of a logical and relevant understanding of the steps of tho
data snalysis, somo of which we have just described.

We dare not constrain implementation; we must constrain attitude and understand-
ing. .

Some verbal schematics,

With this caveat that wy are NOT trying to describe implementation, we can go
shead with some schematic descriptions. As we do this, we will find it helpful to have
wocds for at least throe kinds of intermediate rosults:

®  preoutpus, describing what may later be used as elther outpur or input to another
step (mainly, here, from OCONSs)

®  middleput, describing extensive material intended for another step (mslnly. here,
from ADEs and 1o DDAPs)

®  diagnosiics, describing material to bo offered to guide cholce, either human or auto-
pomic,

The uses of these are different enough that it seems likely that they will be implemented
differently. '

The basic schenatic for an ADAP - an autonomic data analysis process is, then
ioput ~ ADB - middieput -~ OCON - preoutput
'

To the arrow coming down frum the middleput we would usually attach cither |
autonomic cholce «~ .

~ DDAP
human scrytiny -~




or, temporarily,

human choice - DDAP

Hero cholca would set up the next step, specifying ADEs, OCONs, DDAPy (und
possibly Autonomic Judgers) as well as making decislons sbout which preoutputs,

already (logically, but not nocessarily in implementation) generated, are now certain to
be output,

Notice the plurals ADEs, OCONs, DDAPs". Any one step may Involve more
thun one of each kind. Several in the same step muy represent ¢ither doep understand-
ing of what is needed or scratching around in the dark,

As we get more used to alternative outputs and alternative ADAPs, we will find
ourselves more and more in noed of
SDAPs ~ seloctive data analysis procedures

in which the results of 2 or more (usually more) approaches are examined autonomis
cally, with the result that some (muybe more, maybe all) of these results are passed on
or outputted. Here we have almost nio experience, aoCounMnnomandlm rying to
produce a good SDAP for the problem:

data structure = a beich

objective = shape of distribution . ,
Time will tell,

Some pictorial schematics,

We close this discussion with some pictures of the flow of information and control
in ,

1) asingle ADAP
2) astepof EDA
3) an extended EDA process

for which see exhibits 1, 2, and 3. Remember that the elements of theso schematics are
logical steps and need not reflect specific implementations or specific choices of time at
which things are calculated,

Size of interaction,

At least until autonomic judgment is developed far beyond its present level, the dis-
cussion above assumes human intervention at suitable intervals, neither too close
together nor too widely separated, | consider heretical both:
® the idea that an analyst should specify each step of hisher analysis, onc alter

another - this assumes that planning parts of analyses is much easler than in truth

it is; that every user will, for instance, instinctively do the right numerical analysis.

" @ the idea that a package should take the dats away and come back with the answers

7



« this assumes that planning an everall analysis s much easler than in truth it is.

‘The proper spacing between human interventions will dowly grow as the years and

decades pass by, but, whatever the epoch, it will always bo possible both to intervene oo
froquently and to intervene too infrequently.

Koeping intervention-spacing roughly tuned to our insights and upnbiuuu will be »
challenging important problern throughout the foreseeable future.

Multiple answers

We stremsed the need for multiple answers in connection with robust-resistant
methods. This need existed when only classical procedures were being thought of; it will
cxist In the far future, when, perchance, all the procedures we now know have been
replaced,

We need only look at multiple regression without prespecification of which carriers
(out of a specified collection) are to be used. The methods of Fumnival and Wilson
{1974] make it quite feasible to learn both which subsets appear 10 do best and how well
they appear to do. (If we have only 10 casriers, say, the methods of Daniel and Wood
(1971(1980)] will allow us to look at all 2!9 = 1024 possibilitics.) Why were users and
analysts so willing to demand multiple answers here?

I suggest that the same reasons will apply to wider and wider areas of analysis as we
come (o recognize the nature and diversity of the possible analyses of each of many
kinds of poblems. Consider multiple regression on a specified set of carriers as an
example. The development of techniques for identifying “high-leverage points” has now
been extended (Andrews and Pregibon 1978) to the identification of ‘‘high-leverage
groups”, and will inevitably extend to procedures for clustering (piausibly on x's and y's
together) all the points in high-levesags entitics. If thero are k such clusters (some or all
may be single points) there are 2* regressons, one obtained by setting aside each subcol-
lection of these clusters. [ suspect that procedures for:

® telling us about all 2¢ regressions, including their apparent behavior at each cluster,

o sorting out, algorithmically, thoss of the 24 which seem intrinsically most likely to
interest us, AND even for

o blending together regressions for different subcollections that lud to seemingly -
but far from certainly - different regressions

will, in due course, prove (o be as useful here as results for multiple subsets have proved
(0 be in the carriers unspecified case.

In a word or twn, [ believe that “points unspecifiod’’ makes as much sense as “'car-
riers unspecified” and that both will always be needed, (At least undl they are sub-
sumed (nto still more flexible descriptions of what is Lo be done.)
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Actual implementation

" The descriptions above have been wholly human-directed, emphasizing input,
choices, and output. (As I am not a system designer, it would be silly if they were not.)
We have valued that they were not intended to describe implementation, but scme
examples to emphasize this are not likely to be out of place.

We have described our OCONs as chosen at the same times as our ADEs. This
does not imply that they nced be implemented at the same internal time as their ADEs.
They only exist to feed cither OUTs, CDAPs, or SDAPs. What is required is only this:
®  when their preoutputs are called for, they will be retumed.

This necd not require us 1o store the preoutputs themselves. Storing any one of:
& their preoutput

® middleput and OCON (implicit or explicit), ready to make preoutputs, OR
® input, ADE, and OCON, rcady to make preoutputs
can service the need. Which to do is a system designer’s choice.

That the user cannot tell directly which of these has been done is a proper demand,
levied by the user community on the system designer.
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Exhibit 1
A single ADAP

(3 = input, 4 = middleput, 2 = preoutput,
order of numbers is qualitative order of amount of data)

—-{:)—ﬂ ADE OCONJ——{:>——-

Exhibit 2
A step of EDA
(code as above, also 1 = output and 5 = diagnostics)
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(dashed lincs show implementation of judgment)
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