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Contemporary views of the information processing structure of the

human have developed with considerable precision. Although the full

picture of human prozesses is far from being understood, sufficient
knowledge does now exist to approximate many human functions. Thus,
even though the appropriate theoretical structure is still under consid-
erable study and debate, engineering approximations can be developed ;
that capture actual performance of people in specific tasks with suffi-

cient accuracy for use in applications.

It is well known that short-term memory poses severe limitations on

a person's ability to perform complex tasks. And, although the theoret- ¢
jcal picture and status of STM is still under debate, several engineer- ' 3

ing statements can be made with reasonable certainty:

e ey

e rIYEY

1. The capacity of STM is between 5 and 10 items.

MEEYC YT

2. Information within STM can be searched as an approximate rate
of 100 msec/item.

ARV er Gt

3. Separate SIM functions apply for different forms of encoding:
verbal, motor, pictorial, spatial.

ort te

AR WAL ATt EE.

4, Information can be retained in STM thiough rehearsal, but
rehearsal itself is interfered with by other activities.

e
e

These simple statements apply to situations in which a person must use
STM in order to accomplish a task, Examples of such situations are the

entering of numerical settings into equipment after being tola by radic

YA NN L e R A AR AT

(voice) what values to use. Examples of these activities include pilots

and air traffic controllers who must set asuch things as atmospheric

pressure, altitude settings, sourse headings, and radio frequencies,

I S WA

o, I ot . »
¥

o
% .

AT et e .
TN Y A




Final Report
3

oftentimes while doing other tasks.

In a similar way, it appears that certain properties of the human
attentional system should be susceptible to approximations that state
the capacity limits of the attentional system, the sets of activities

that interfere with one another (that draw from the same attentional

resources) and the sets of tasks that dc not interfere. Unfortunately,
attentional 1limitation suffers from the lack of a unit in which to make

the statements, so that no quantitative assessment of performance can

yet be made.

Work on this contract was intended to be a one year, exploratory
effort. This is a pilot approach to the development of an applied dis-
¢ipline. In the limited work time available, focus was directed toward

the study of performance errors by humans in a variety of situations.

Studies of Human Error

Accidents often occur without errors, and errors often occur
without accident. Even when error leads to accident, it is usually the

case that the accident was multi-determined, that numerous human and

envipronmental incidents combined to cause the aceident. As a result,

real accidents are difficult to categorize. Errors, however, are more
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tractable. 1n the sections that follow, we discuss a possible theoreti-

cal and empirical approach to the study of error. It is important to

-

St
Lyl 1
1

)

realize that these studies are in their infancy. Despite the importance

i SN

of acecidents (and the importance of human error in the causation of

accidents), there is surprisingly little work on human error, almost
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E% none at the theoretical level. One authority on human factors and

har ol

Caviids er

engineering psychology (John Senders, personal communication) has just

o

conducted an extensive bibliographic search and has found essentially no

R A AT SoCRN

literature. The extensive analyses of nuclear power plant errors col-

“we

lected by Swain at Sandia Associates (personal communication) provides

an empirical base of errors, but the analysis is entirely empirically

~ N
B LN+ (U TN

oriented, with a deliberate attempt to avoid theoretical interpreta-~

tions. (As a result, the categorization alone -- without the errors -- T

T ey

is several pages long and is descriptive rather than predictive. Moreo-

T T T D AN PP AN 5 Arh TGS X e pre SO S ey

f ver, it is primarily useful for the situation for which it was intended

i oehae o

and does not readily generalize to other situations.) The analyses 3

presented here are only suggestive of the techniques that will be .fol~-

lowed.

One side aspect of this phase of the research is that it coincides
with major new developments in human-machine interfaces, with computer
and CRT-based display systems just starting to be introduced. Our ini- .
tial investigations of errors in a computer environment indicate that
certain errors are more likely to occur here than in other environments

(e.g., ™mode errors"). This work should contribute, therefore, to the

design and applications of these new control systems.

The term "human error" includes a number of different kinds of
incidents. It is wuseful to distinguish among the sources of human
error, First, we need to say something about the genesis of human per-~
formance and the stages of processing that are involved. Then, we can

identify the sources of different kinds of error. For this classifica~
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tory purpose, a simplified view of performance is sufficient. An impor-
tant dividing line beween two major classes of error is the formation of
an jnteution tc take some action. Errors up to and including the forma-
tion of the intention are called mistakes. Errors in the performance of
the intention are called §11ga. That is, the person is in some situation
that has to be recognized (throuzh the wuse of perceptual, problem-
solving and decision-making processes;. Then, given the situational
analysis, the person must determine Qhat action is to be taken (through
the matching of the current situation with previous experience, coupled
with decision-making and problem-solving processes). We call the
highest level of specification of that action the "intention." Now,
once the intention is formed, it controls a hierachical assemblage of
action schemata that eventually lead to the control of human output dev-

ices (limbs, voice control, eye movements), and a physical response is

made.
Types of Errors:
Mistakes -- Errors in the formation of an intention

Slips -- Errors in the execution of an intention

Errors That Result from a Lack of Knowledge

The inexperienced or in¢ompletely traipned person. Lack of knowledge
can be of two types, First, the person may be inexperienced or incom-
pletely trained. This can lead to both mistakes and slips: mistakes

when through insufficient knowledge the inapprcpriate intention was
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formed; slips when through insufficient knowledge the actions were not
performed properly. Neither of these cases is of particular interest,

for the cause and the remedy is clear: better training. (Just how to

provide proper training is not so clear, but this is clearly a separate

topic.)

The well trained, skilled person. The second form of error that
results from a lack of knowledge occurs when the person is well trained
and skilled, but where full knowledge of the situation is not available,
either because of faulty system design or because of problems internal
to the person (such as mental overload). These errors are almost

entirely in the classificajon "Mistakes.® These mistakes can poten-

tially be avoided.

Errors Even Though Ihere Is Full Knowledge

Mistakes. Even when the person has full information of the state
of the situation, mistakes and slips can occur. Mistakes arise when the
situation is misclassified, or when inappropriate decisions and response
selections are made. One major smurce of such errors has been amply
categorized by workers in the decision making literature (in particular,
Kahnemann and Tversky, who have shown the emphasis on "typicality" and
“representativeness" and those who are from what we will call the "Ore-
gon School" of decision theorists who have shown the human inability to
combine data in appropriate ways). A second source of mistakes is from
errors in the retrieval and use of memory information {(leading to what
we have called "description mistakes," a name taken from our analysis of

memory retrieval problems, MNorman & Bobrow, 1979). One other major form
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of mistakes is "system induced error" which we review shortly.

Slips. Finally, even if the correct intention is specified arnd the
person skilled and well practiced, slips 4n :periormance can arise. Here
there are numerous possible places for error. Our analysis of slips
indicates that they can be classified into a number of types: check
list errors, mergers, misorderings, captures, and intrusions (Norman,
1980). We suspect these slips follow the counterintuitive rule: the

more skilled the person, the more likely the slip.
System Induced Errors

It is not sufficient to analyze error by an analysis only of the
information proce .ing stages within the person. The person is working
within a system, a system which has task demands, environmental demands,
social and societal demands. These demands can often be overriding in
their determinants of the action that is to be performed. Moreover,
people themselves do not operate in isolation. The human is part of the
system, with numerous social and emotional aspects. Fart of the
environment is a large number of human artifacts -- our technology --
much of which serves as important adjuncts to our processing capabili-
ties, sometimes purposely, as when we use calculators, hand written
notes, check lists, or charte and ingtruments, and scmetimes inciden-
tally, as when we place objects in a pile in a specific location as rem-

inders of the tasks we are to do (Norman, 1979).

Response compatability.- Some forus of system induced errors come

about from the . design o¢f the equipment, wherein certain ressponses are
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"natural,” others not so n~*ural. The difficulty occurs when it is the
unnatural response that may be required. This particular issue of
design has received considerable attention in the human factors and
ergonomics literature. Suprisingly, however, although notions such as
"response.compatability" are well understood at the level of practice in
terms of the general factors that contritute tu a set of displays and
instruments being "compatible" or not, the underlying processing mechan-
isms that cause one system to be compatible while another is not are not
well understood. Moreover, it is well known that training has dramatic
effects on compatibility, so that situations that once appeared to be
inccapatible can be perceived after sufficient experience to be quite
natural and comfortable. It is clear that the development of an
appropriate "internal model" ~an change the compatibility structures,
and although this is talked about in the literature, to our knowledge
the theoretical underpinnings have never been explored. There is a cri-
ical need for such basic level understanding at this time, for conven-
tional system design is undergoing major changes with the substitution
of computer displays for conventional insiruments, cofiputer control for
manual control (with the human becoming a supervisor rather that an
operator), and with the introduction of advanced visual, auditory, and

manipulatable displays and contreols.

Supervising rather than operating. A major change is coming about
in the control of syétems: operators are now more like management than
like skilled manipulators of controls. Pilots are not so much piloting
as managing, ships are controlled by sophisticated computer systems,

nuclear plants are monitored by computer: the role of the human
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operator is changing. In emergency situations, the demands upon the
human are high, and the environment conducive to errors of all sorts.
For one, the large complex systems of today are not well designed for
large fajlures. Alarms are not part of a system design, but tend to
proliferate with each individual need for a warning. In times of
danger, the large number of alar:s that are active can add to the
already high mental work load. System models are not readily available.
The operator must be inventive in a situation that often makes inven-
tiveness difficult. Too little is known about the use of mental models
by operators, too little about how operators must divide their efforts.
What information must be provided the operator? In what form? Much of
what is presented today appears to be that which is really required.
Does a pilot really need to know outlet temperature at the jet nozzle?
Probably not: the pilot is really attempting to assess the state of the
engine, and some more global, integrated measure might very well be more

appropriate.

Errors resulting from social interaction. The Tenerife air crash
resulted largely from deficits in social interactions: between crew
members, between the crew personnel and the Air Traffic Control person-
nel (coupled with tLime pressures on the KLM crew). The relatively large
number of incidents labelled "Controlled flight into terrain® (Seigal,
19--), in which commercial aircraft crash while the crew is so preoccu-
pied with fixing a minor problem that no one flies the aircraft, is an
example of a problem in social interaction. The Eastern Airlines crash

in Miami is an example (Dec. 29, 1972;. The problem was the failv-e of

—

the 1landing gear light to go on, and the attempt to determine the cause

.

s - »
O LA VT b o

danen 32 aves

P

o S 343w rp

¥
487

A
Ve




YO A B X BRGNS Rl St T 4 S, g v Sl
N S IR A ey PRl S v SR
T e A e .

A A

g i3
e Lyt o wn T P

- ~ e A e

Final Report
10

so preoccupied the entire crew that they neglected to monitor their
altitude. These and similar incidents result in part from the
' insistence of the pilot on being in complete charge of all aspects of f
the situation, whereas in fact, he ought to delegate all aspects and

take an overall, supervisory role. Too many peopie attempting to help

Similar incidents occur when too many people must divide up respon- S

!
H
!
‘«52 get in the way.
¥
¢
!
i
i
; sibility lor handling an incicent. linless the specific operations

1;2 required of each participant are speiled out in great detail, there is

apt to be ambiguity over the division: the right engine catches on j

fire; the co-pilot turns off the alarm, the pilot shuts down the engine.

No one pulls the fire extinguisher handle (in this case, each thought

e e anr o wnpe—a o p

the other had done it). Note that it is probably impossible to spell
out divided responsivilities in detail: with complex situations, one
cannot predict all the possible modes of failure, let alone all possible

combinations of equipment states.

Another form of social situation occurs when there are higher level

pressures and demands on the participants in a situation, often of the
form that are never really voiced explicitly, sometimes not quite even

- known to the people involved. It is "unmanly" to admit to being afraid,

P RN o )

"unmanly" to admit error. In Southern California, amateur scuba divers

RIIN N

have died, sometimes in quite shallow water, sometimes after struggling
in the water. Yet, often these divers fail to release the weight belt
(which can have as much as 20 pounds of lead), sometimes even fail to

release their heavy catch of fish, lobster, and abalone. A problem in g
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that when divers do release their weight belts and, therefore, survive,
their colleagues are apt to laugh (for once the diver is safe, who is to

know whether it was really necessary to release the weight belt ar rot). -

< iy

Military pilots are reported to have delayed exiting from their

disabled and burning aircraft while they reset aswitches or memorize

3042, e |, .,"l' s .:;-. 2y o
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b ey d

panel readings in order to prepare for the accident hearings. The plant |

operators at Three Mile Island were more concerned about preventing dam-
age tc the equipment than about safety, and at one point turned off the
high-pressure injection emergency pumps (that had been triggered
automatically by the plant situation), an act they had been told to do

in other situations to avoid damage to the equipment.

o o=

In Golder's analysis of P-3 pilot errors, he found that social fac-

e T

eany SR toa £a Bl w8 M e TR AL [ e

tors did not alwas correspond to safety factors. Thus,

o L0

TAXI OFF THE RUNWAY AT NIGHT anGd MAKE A WHEELS UP PASS are not
as likely to he tolerated by cognizant Navy officials as
EXCEED DESIGN AIRSPEED FOR FLAP SETTING and FAILURE TO NOTE
VOR OFF FLAG. ... the error perceived to be the number one
career wrerker, TAXI OFF THE RUNWAY AT NIGHT, compared with
the third from the lsast (11th in rank order) perceived career
wrecker, SALVAGE A LANDING FROM A POOR APPROACH THAT SHOULD
HAVE BEEN A WAVE-OFF, tells us sever ' interesting things. If
a pilot runs his aircraft off the taxiway at night, he feels
it will affect his career, it will rattle him somewhat, it
will embarrass him ... On the other hand, to continue on a

landing ... that should have been abandoned ... is number one
in the fun ranking (Golder, 1978).

e

s s TR BN IALAL I han & ~Sho 3 HRALINEESIT LRI A (T e

As Golder puts it, "The task then i1s to change pilots' perceptions of

the 'system' and their attitudes, in order to make it more career damag- . 5

ing and less fun to commit the errors that are likely to lead to loss of é

lives and aircraft damage."

summary of the Existing Literature on Error




T AT A

N T ety
e ~ ;-,.\«,Mvor—.

i 4'::1'{‘%"*\‘“ ‘“'ﬂ \'vw»:-& ?a?f,&@ -ﬁa
g >

Final Report
12

The existing literature on error divides causes and sources of

error into a number of different classifications. Thus, Kidd (1°52)
suggested errors occur as failure to detect a signal, incorrectly iden-
tifying a signal, as incorrect value weighting, as errors in action sec~
tion, and as errors of commission. De Greene (1970) has a similar
analysis. Welford (1973) suggested that errors occur when the human

operator reaches the limit of its capacities or when it has received

inadequate information. This led Welford to propose a four-fold

categorization of errors: ignorance, speed, span of apprehension, and

the presence of random activity. Singleton (1973) recognized that

social factors are often involved.

Meister and Rabideau (1965) suggest a category of out-of-sequence
performance, failure, incorrect, and non-required performance. Singleton
(1976) suggested that errors are either perceptual (the operator's men-

tal model is inadequate or wrong) or motor (timing mismatches and

sequencing disorders).

As the previous section indicates, our own analyses of a reasonably

large number of human errors do not lead to the same forms of cate ori-

zation. For one thing, with modzrn, complex systems, it is not really

possible to categorize errors into unique classes. Saldom does there

appear to be a single cause for aa error. Rather, there appsars to be a

combination of social, situational, and cognitive factors that interact,
often with numerous erroneous actions, eventually the total causing suf-

ficient difficulties that an accident occurs.
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Tenerife

An excellent example of the multiple causes of accidents is the
collision of the Pan American T47 and the KLM 747 at Tenerife, March 27,
1977. (The following analysis comes from the ALPA report: Roitsch,
Babcock, & Edmunds, 1979.) A number of different factors contributed to
the cvash; no single one being sufficient to have triggered the

accident.

1. Both aircraft crews had been on duty for a long time period.
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2. The KLM crew was concerned about duty time, and was worried
about not being able to return to Amsterdam without changing
crews and putting passengers up in (insufficient) hotel space.

3. The weather was closing in fast.

4, The Pan Am flight was.ready to go an hour before KLM, but had
to wait because it couldn't clear the taxi-way until the KLM
plane moved out of the way.

5. The pilot of the KLM flight was the chief pilot of KLM, with
strong opinions about flying, but who had in actuality few
duty hours as an operational pilot (he was mostly involved in

training). The KLM co-pilot had been recently checked out for
the 747, by the pilot.

6. The communication with Air Traffie Control (ATC) was not
optimum and there is evidence that the Pan American flight

gave up trying to change its runway assignment because of this
problem,

7. There was confusion as to the point at which the Pan Am air-
craft should leave the runway (to a taxi-strip, thereby per-
mitting the KLM plane to take off). The ATC said the third
exit, but this was not possible (the required turn was too
sharp), and so Pan Am, after several attempts at clarifica-~
tion, evidently assumed it was the fourth exit that was meant.

IO Iy RIAR. s R



P R e SR BIRgrats T ARy ‘x;;'N T ,r,‘-.nm \1‘ B

~{\ R . 8] By
] ‘i:-vr "t \@P 95:,:} \"‘ LA &—. ~ i}. ,“ -~

-';:' .

Final Report
14

8. The KLM pilot attempted to take off without tower clearance,
but was stopped by the co-pilot. The KLM plane then told the
tower that it was " ... now ready for takeoff and we are wait-
ing for our ATC clearance." The tower responded with the ATC
clearance, and the KLM plane acknowledged the clearance and

took off. However, the tower acknowledgement was not for tak-
eoff, only for the flight plans.

9. The tower did not stop the takeoff, but rather asked Pezn Am to
state when it was clear of the runway.

10. Fog prevented the KLM plane and the Pan Am plane frorn seeing
each other, or the tower from seeing either plane.

These factors all intermixed to cause the incident. No single one

was responsible.

Clearly, a model of human performance which will allow us to under-
stand the source of accidents such as these must exceed the traditional
bounds of human information processing models. We must include in our
models all of the kinds of factors we have listed above. Accidents
often arise out of the configuration of a large number of these kinds of
factors. Clearly, no simple model could account for our observations.
We must see how these kinds of systems interact -- how they interact to
lead to errors and how they interact to lead to appropriate performance
most of the time. We wish to build simulation models consisting of a
set of interacting systems of the sort outlined above. Such models will
allow us to observe the erfects of errors in one subsystem on the error
rate in the overall gsystem. The details of such models are not yet
clear to us. We believe, however, that the time is ripe to begin other
similarly operating models. Moreover; we are convinced that such models

are essential if we are to understand the complex rhenomena involved in
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most real world accident situations {the !interactive’ aspect of model~
ing). We have already begun to explore in the context of comprehensicn
and perception (see the section on perception for an example). We hope
to be able to develop models which will allow us to talk about interac-
tions among larger units and among individuals -~ each driven by their
own goals and each deciding on their own actions to best satisfy those
goals. The multi-goal models discussed in the context of goal achieving
systems might well form a prototype for such a model. Obviously, we
have to gather a good deal more information about these kinds of situa-
tions and a lot more experience with methods of modeling such situations
before we can develop anything with the precision we would like ~-

nevertheless, this is the direction we feel we must go if we are to be

successful.
Ihree-Mile Island

Although the common interpretation of the Three-Mile Island
incident places a large part of the blame on "human error," careful
analysis of this accident makes this scem not so simple. (The following

is based upon the analysis prece:nted in the special issue of the IEEE
Spectrum, 1979.)

Essentially, the accident was triggered by a blocked line,
apparently the result of transferring resins from the demineralizer in
the secondary coolant system, a common operation. A resin block
developed causing water backup which tripped the condensate pumps. This
would cause the main feedwater pumps to trip, which in turn would stop

the flow of steam through the turbine, causing the automatic sensors to
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trip the turbine. All of this happened in about one second. So far,

this is a normal accident and no danger exists.

Because the turbine shut down, the auxiliary feedwater pumps
started up, and reactor power was cut back (by pushing the control rods
into the core). However, two valves were closed in the auxiliary feed~
water system, thus preventing auxiliary feedwater from replacing the
main feedwater. These valves were shut a few days earlier during ser-
vicing and they were not turned back on (this was probably a sequencing
grror, triggered by a side effect condition). Moreover, due to sloppy
panel design and the use of large tags to signal out-of-service equip-
ment, the fact that these valves weres closed was not easily determined

by the operators.

The electromatic relief valve that had opened automatically %o
relieve pressure in the reactor coolant system should have closed (13
seconds into the incident). Indeed, it was instructed to close, and its
indicator on the control panel indicated that it was closed. However,
the valve was stuck cpen. (The indicator monitored the control signal

rather than the actual state of the valve, another design error.)

From here on, there are a lot of different actions and analyses.
Our main point, however, is that although there was technically suffi-
cient information for the operators to determine that the relief valve
was still open, this would have required considerable debugging on their
part, checking out a mental model that was implausible. The operaters
thought the valve was shut, the indicator said it was shut, and one sign

of disagreement (high temperature in the valve 1leading to the drain
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tank) was consistent with an alternate model: that Shere was a slight
(previously known) leak in the relief valve. A critical indicator that
possibly would have triggered re-assessment of the model of the reactor
state was the drain tank pressure indicator. However, this was located
behind the 7 ft. high primary control room panel, the panel which housed
most of the critical instruments. (Panel layout in these control rooms

is inexcusably bad: see the Lockheed EPRI report.)

In all the analyses that we have seen of this incident, no one has
considered the mental models that must be constructed by operarors of
complex systems to determine the true state of the system. The instru-
ments are, at best, secondary measurers of system state. Sometimes, the
instruments are themselves reading derived aignals. The mental work

load is high.

This work can benefit directly from the work from our previous con-
tract research and the related work of other ONR~sponsored groups study-
ing the use of mental models. This work was part of a program concen-
trating on the training of skills, but it is immediately and directly
relevant here. The system is faulty, not the operators, The mental
model demanded of the operators is complex. Moreover, the immediate
evidence is consistent with one state of the model, whereas the actual
systm is at another state. Were the initial evidence inconsistent, then
the task would have been more easily solved. It seems clear that a dif-
ferent set of system monitors that are more in tune with ths mental
models used by the system operators., Borrowing from the experience of

the ONR researcn contracts on Interactive Instructional (tutorial) sys-
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tems (which includes our own work) it should be possible to develop sys-
tems that can check for consistency of model states, flagging the opera-

tor that something is inconsistent.

The Analysis of Human Error

The preceding arguments suggest that error assoriated with complex
systems is apt to be a multi-faceted phenomenon, one not readily analyz=-
able as a single, simple categorizable set Of system: the person, the
social interaction, the task demands (which may include subtle social
pressures). At the least, the analysis must include a careful considera-

tion of the three systems involved: cognitive, physical, and social.
A Sample Error Analysis: Enabling Analysis

Consider the following analysis of a commonplace task: using the
Xerox U500 copier/sorter system, equipped with a Rusco "copier control
device" (that requires a plastic card and the entering of a budget
number on a ten key keyboard in order to energize the copier). This
machine is simple enough both to reveal the complexities of the analysis
and to cause human error of several sorts. We have performed controlled
observatlions of operators of this machine. In this section, we review
briefly the forms of errors that have been observed, describe an ena-
bling analysis of the machine operation that reveals some of the poten-
tial for error, and then discuss how the analysis procedure needs to be

extended and applied to a wider variety of tasks.
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The required sequence of operations is reasonably complex, and the
following forms of errors have been observed.
Enable machine
Enter plastic card for budget number
ERROR: fail to enter card
ERROR: enter card incorrectly (several times)
Enter budget number on keyboard, check number and enter confirmation
ERROR: enter number wrong
ERROR: 10% of sample ignores opportunity to check budget
number and enters confirmation without checking
Turn machine ON
Set proper machine state (sorter, 1 or 2 sided copying, light original,
auxiliary paper tray, choice of paper sizes and types)
ERRORS: machine is checked primarily when it is desired to do
nonstandard operation. Else, assumption is that machine
is set properly in default settings. Often a
false assumption. Some unnecssary checking does
oceur for error conditions (paper in auxiliary tray)
that would be signaled if checking were required.
Set proper number of copies
ERROR: if only 1 copy desired, fail to check.
if more than one copy desired, there is high likelihood
of checking (as above: check mostly for non-standard
operation) |
Place original on platen

ERROR: fail
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ERROR: place original on previous original
ERROR: misorient original

push "start" button or

push "document assist" button

ERROR: push wrong button for task

This set of operations now cycles for number of copies desired. There
are a number of special conditions here and numerous potentials (and
realizations) of errors. Rather than prolong the aualysis, however,

consider only the cleanup phase.

cleanup machine state

remove copies from sorter or paper tray

ERROR: remove only some copies (usuaily due to interruption

during performance of task)
remove original from platen
ERROR: fail
remove originals from document-assist tray
ERROR: fail.
remove plastic budget card from slot
Frequent ERROR: leave card in slot
take all materials out of copier room

ERRCR: take only subset of materials

Categorization of Common Copier Errors

The most common errors that we have observed in the copying opera-

tion can be classified as these:?
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default error
(assume default conditions apply, without checking)
mode error .o

(believe task to be in mode i when actually in mode j)

place keeping error
(lose track of place in sequence-- sometime leading
to sequence-list error, sometimes to repetition error)
sequence-~list error
(fail to enter budget card, to remove
original, to remove card)
repetition error ,
(repeat step in sequence: put second
original on platen)
cleanup error }
failure to clean up from side-effects, Not an error in
terms of task performance, but often a serious cause
of accident.
(Entering budget card into slot has side-effect that card E
is in slot. To correct, must remove card when task
is finished.) é
description error
perform operation similar to that desired, but erroneous
{use wrong control, put wrong original

on platen)

These categecries are rough, for this work is just beginning. Moreover,

as we have already stated, it is false to expect errors to be neatly
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categorizable: errors of complex systems have multiple causes.
Nonetheless, even this simple categorization has obvious correlates in

other situations.

Human Error in QOperatiopal Situations

Consider the following errors, observed in operational situations:

Failure to re-open valves closed during test (Three-Mile Island
incident). Senders (1979) reports that the observed frequency of
failure to re-open vlaves is sometimes as high as 0.01, This is a
cleanup error. Closing the valve was necessary to do the test,
with the side effect that the v~alve is now closed, but no longer on
ecritical (enabling) path for the task of testing. Failure to
cleanup is, in part, a sequence-list error, but it is technically
not an error for the task at hand, only for & subsequent task (ie.,
emergency operation of the reactor).

Landing with laniing gear up: Sequence list error
Pressurizing refueling system while probe is extended: mode error

Land at wrong airport (or at wrong runway, or on taxi strip rather than
runway). These probably have multiple causes, based around
description errors. Landing at the wrong airport occurs through
perceptual confusions (among other things), where airport descrip-
tions match (personal communication: Private pilot who landed at
Miramar Naval Air Station). Similar reasons for landing on taxi
strip (Palomar Airport, CA). .

Use wrong control: often description error. Can also be mode error or
activation error (see Norman, 1980).

Act upon expectations rather than actual situwation: default error,
plus well known effects of expectations on cognitions. Look for
lowered landing gear and report seeing them, even though they were
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not. down (personal communication,‘ Navy pilot); assume take-off
clearance has been granted, when it was not (Tenerife KLM-Pan Am
incident).

Analytical Techniques

To analyze a given task, we need to develop some analytical

machinery. Several potential tu¢ols are available, and we propose to
extend these analytical methods. Promising approaches include:

1. Enabling apalysis. A technique which we are developing to specify
the set of enabling conditions for any operation. {An example fol-
lows. ]

2. Petri pnet analysis. This is a form of cccurrence analysis that is
used in system evaluation (see Holt, 1971; Peterson, 1977). This
method has both diagrammatic appeal and formal analytic power.
Although we have only begun our assessment of this technique, it

appears to be a superset of enabling analysis. [An example fol-
: lows.]

2

S PR KA et
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3. Coupling. When multiple systems run quasi-autonomously (the human,
the system that is to be controlled, the environment), operations
in one system may not have a formal coupling with operations in
another, and 8o these interactions will not necessarily appear on
an enabling or Petri net analysis. Often, the coupling is assumed
to be the duty of the human operator, but unless we have a method
of making the coupling explicit, both the analysis is weakened and,
in the case of real systems, there is a potential for accidents to
occur. [Example: The following P-3 errors (from Golder, 1978) are
examples ¢f a lack of coupling in that the required operation had
no immediate coupling to the system in terms of enabling further
operation. Rather, the coupling was mental, in that the pilot was

«pected to know that the operation was essential for safe opera-
tion (or for operations far removed in time from the required
action): failure to remove pilot covers before takeoff, takeoff
with flaps not set at "takeoff and approach," restart an engine
in-flight with circuit breakers not properly set. In simjlar
fashion, 1landing with the gear up, or failure to turn off an auto-
mobile light when leaving the automobile are examples of coupling
situations where there is no immediate coupling of the act and the
system performance. ]

o 1 sk 2 MBI
7oy #5 5 XTI

4, Side effects. Operations or actions may have results that do not '
affect the performance of the desired task; but that may be
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deleterious for future %“asks. These outcomes are side effects, and
an analysis of their occurrence important.

Epabling Apslysis: An Example

Consider the operation of the Xerox machine. In particular, con-
sider just one small segment of the operation, the use of a plastic card
to establish permission to use the machine and to identify the budget to
be charged for accounting purposes. The principle underlying the basic
enzbling analysis is the specification for each goal that is to be
accomplished, those conditions that enable the goal, those that are
required to reach the goal, those that iphibit (prevent) the goal from
coming about, and the gside effects that résult from the operations. Our
werk on the analysis of situations is still at an early stage of
development, and so the analyses to be presented here are designed pri-

marily to show the potential for these analyses not the fully worked

out details.

Here is a simplified analysis of the tas!: of waking a single side
copy of an original document on a Xerox macrine. The analysis is shown

in Figure 1 and in the following statemants-

Goal: have copy of one page document
Requires: make copy of document
Requires: remove copy frow machine

Requires: machine cycle

Goal: make copy of document
Requires: original on platen

Requires: mnachine cycle
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% Goal: originel on platen 5
:? Requires: place original on platen . g
Requires: have original i

;: Requires: platen free :
'% Requires: physical constraints be met 1

SIDE EFFEC.: original is out of sight, on platen g

. Ly
TR e i)

Goal: machine cycle

T

-

Requires: machine operaticn
Requires: push START button
Enabled by: ready light

Requires: machine on

PSSO S TN PR NCNY 9 %, ' 7

Inhibjted by: currenc machine cycle

Sea A

error in machine state

4

Enabled by: entering of budget number ;;

f Goal: enter budget number ‘é
% Requires: enter B-digit budget number é
g Requires: knowing (remembering) budget number é
é‘ Enabled by: enter card into slot i
gti Requires: possession of card %
\ SIDE EFFECT: Card is out of sight, in slot J
:%: Inhibited vy: card in wrong orientation %
illegal card ‘ g

Requires: enter number confirmation :

Enabled by: "enter U-digit budget number" ;

COUPLING: visual confirmation of number ;?
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The analysis shown here (und in Figures 1 and 2) is meant only to

woir AR T AN T L Frdr b2

be suggestive of the direction which our work is moving. This analysis .

16

still has some difficulties. There i3 not yet a clear understanding

about the relationship of an enabling condition to a required one.

R Tt PPy

"Inhibited by" conditions have similar difficulties. The distinctions

\
e e e

among machinre operations and states, and human operations, states,

Cinew w1 A
—

knowledge, and interactions are not well done. Moreoever, this analysis

ab B 2pTihes x

is much simplified. It is interesting to note what it does nof require. 1

For one, the default settings of the machine were assumed to be correct

(although often they are not). For another, the goal to get an accept- }
able copy does not require anywhere in it a requirement to remove the
original from the machine: & side effect and coupling problem. Cou~- *

plings are not shown well by this analysis. For that purpose, let us

turn ¢o a Petri net analysis, shown in Figure 2. Z

Arcs enter and leave transitions and places. The rule 1s that a
transition "fires" wheuecver all its inputs are alive., Consider that

each place that is active is marked with a token. 1f all the inputs ¢to

¥
P G B Ty (I T P e A

a transition are marked, then the transtition fires. W¥hen this happens,

all the tokens responsible for the firing are removed and tckens are put

A P i 2w 9P VI P,

tg in the places indicated by the outputs of the transition.

Petri nets have some powerful analytical properties, mostly revolv-

LR R T

ing around the concept of "reachability:" a given configuration of

markings reachable by the network. This allows for determination of
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such things as’'Whether 2 system will thrash, or vlock (deadlock). For
the current analysis, the Petri net forces a coxplete determination of

the hupan-mgchinewenvironmental-inseraction. It 1Xluminates couplings,

N

et e A e = =

those areas where there is no physical requirement on the system, but

pather 4 mental requirement tnat 1s supposed tq be satisfied befor;
operanion can continue, &ot surprisingly, this i1s where errors occur.
Thus, the Xerox machine opzrates if the start button is pressed and the
ready light is_on. There aoes npt nead to be an originzl on the platen.
The. budget number unit require; that a four digit tudget number be
entered, but there is no.reQujrement that it be a .legitiméte budget
number. The buuget card, the "~original, and nhe'cépies have nothing
dependent upon treir removal from the machine, so there is apt to be

fzilure to take all originals, or all copiea, or the budget card.

Petri nets are also useful to0 exarine timing relations to see

whether theré are critical race conditjons. Thepe are none in this par-

ticular example.

The formal methods of aralysis descrived so far -- Petri nets and

’ enabllng analysia -~ have both virtues and deficits., Petri nets do not i

do well at determining-enabling conditiors. Neither tecnnique seems ;
3;od at decermining couplings, the effect of mental work load, or-side :
effects: it seems clear: that considerablé Work is needed to determine
v

appropriatea analytical- techniques. We feel we have made a start in this .
direction. Two other éechniques are also promising, one'”%hat we have

-

helped aevelop,-bﬁe other from work in értifigial intelligence.
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Problem solving and planning spaces are another possible source of
relevant information. Thus, the work of Sacerdoti (1975) and Schmidt,
Sridharan & Goodson (1978) on planning spaces, and the work at SRI on
robot planning and deduction (summerized in Nilsson, 1980) offer good
potentials. Interestingly, though, these techniques are riddled with
side-effects and couplings, for they are designed for computer implemen-
tations in which every critical condition is checked before an operation
is performed and perfect memory an computation is assumed. The checking
condition is not consistent with our observations of human performance,
and perfect memory and computation is certainly not true for humans.
Thus, the work in Artificial Intelligence is more limited than we had

hoped.

In our work on human error {ONR Technical Report 7903) we analyzed
an extensive collection of naturalistie errors, categorizing them
according to a theoretical analysis. This analysis emphasized "Slips,"
where the Iintention was correct but the action did not carry out the

desired intention. That classification is presented here as Table 1.
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Table 1 :

A Classification of Slips Based upon Their Presumed Sources

I, Slips that result from errors in the formation of the inention. .

A. Errors that are not classified as slips: errors in the determi-

nation of goals, in decision making and problem solving, and other

related aspects of the determination of an intention.
B. Moude errors: erroneous classification of the situation.

C. Description errors: ambiguous or incomplete specification of

the intention.
I1I. Slips that result from faulty activation of schemas.

A, Unintentional activation: when schemas not part of a current

action sequence become activated for extraneous reasons, then

become triggered and lead to slips.

e b oy

Jrp—

, 1. Capture errors: when a sequence being performed is similar
to another more frequent or better learned sequence, the

latter may capture control.

2. Data-driven activation: external events cause activation of

schemas. . )

3. Associative activation: currently active schemas activate

VIR s e o

others with which they are associated.
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B. Loss ¢f activation: when schemas that have been activated lose

activation, thereby losing effectiveness to control behavior. This

leads to such £lips as:

1. Forgetting an intention (but continuing with the action

sequence) .
2. Misordering the components of an action sequence.
3. Skipping steps in an action sequence.
4, Repeating steps in an action sequence.
II1. Slips that result from faulty triggering of active schemas.

A, False triggering: a properly activated schema is triggered at

an inappropriate time, leading to:
1. Spoonerisms: reversal of event components.

2. Blends: combinations of components from tow competing

schemas.

3. Thoughts leading to actions: triggering of schemas meant

only to be thought, not to govern action.

4, Premature triggering.

B. Failure to trigger; when an active schema never gets invoked,

because:

1. The action was preempted by competing schemas.
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2, There was insufficint activation, either as a result of

forgetting or because the initial level was too low.

P e

3. There was a failure of the trigger condition to mateh, :

either because the triggering conditions were badly specified _}
; or the match between occurring conditions and the required f
; conditions was never sufficiently close. )
: :
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Mode errors. Mode errors occur when a system bebaves differently
depending on the state it is in, and the user's action is inappropriate
for the current state. A typical situation which gives rise to mode
errors is the use of a computer text editor. Here, the distincition
betwesn “command" mode and "input" mode is not usually well marked,
resulting in responses appropriate to one mode being entered while in
tre other. (Another example of a likely occasion for mode errors occurs
in the interpretation of the indicators on a Heads-Up Display (HUD)
where at times the same display can mean different things depending upon
the mode of the aircraft.) It is clear that mode errors are more likely
where there is a task that has different interpretations of the same
responses, depending upon the mode, and where the modes are not easily
distinguishable from one another. There are four major factors which

determine the likelihood of the mode error:
1. varying the similarities of the states;

2. marking the states explicitly;

3. changing the goodness of the cueing function that marks the

state to serve as a good cue for the appropriate response for that

state; and

4, wvarying the similarity of the responses required within each mode.
When completely different response sets are required, the distinc-
tiveness between the states is heightened, making mode errors quite

unlikely.
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Description errors. Description errors result from ambiguous or
incomplete specification of the intention. There are two essential
classes of description errors, one arising from memory retrieval, the
other arising from action specification. Description errors will occur
in situations with context-dependent descriptions, with time and pro-
cessing pressures and with multiple vesponses being required, some of

which have identical descriptions when viewed out of context.

Capture errorgs. Capture errors occur when a sequence being per-

formed is simjlar to another more frequent or better learned sequence,

and the latter captures control.

Data-driven errors. A data-driven error nccurs when an external

event leads to initiation of an action. A classic example of data-

driven errors occurs in the Stroop phenomenon.

Associative activation errors. These errors occur when currently
active schemas activate others with which they are associated. In many
ways, these are similar to data~driven errors, and so the inducing
situation Is closely related, except that in this case the iatruding
stimuli need not be of the same form as the information required for the
task. Kather, the intruding stimuli must be highly associated with
information that is of the same form required by the task. These errors

occur with reasonable frequency during typing.

Forgetting the intention (but continuing with the action sequence).
In this situation, the action sequence continues apparently normally,

but the reason for the action has been forgotten. The situation is
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revealed when the action sequence is completed and the person discovers
that he or she has no idea what should be done next. A common situation
that gives rise to a loss of intention error is where once the desired
goal and requisite action sequence is determined, some other action
sequence must first be performed in order to get ready to do the desired
sequence: call this the "preparatory sequence." If interference occurs
during the preparatory sequence, there is apt to be forgetting of the

goal state.

Skipping a step in an ackion sequence. Leaving out a step in an
action sequence is most often caused by a memory fajlure, often by a
combination of distraction and heavy memory load. To avoid this, the
situation must be designed so that the exact position in the action
sequence can be deduced by examination of the current state. The size of
the action component that is forgotten varies. Thus, if the action
sequence is hierarchically structured, then the amount of action
sequence that is 1lost depends wupon the exact point in the hierarchy

where the forgetting takes place,

Basically, a major cause of step skipping, we suspect, is that a
long action sequence is interrupted, and then, in the resumption of that
sequence there are insufficient clues to determine the exact state of
the completion of the sequence, or at least not without considerable
effort. A typical situation would occur in the following of a checklist
for the setting up of a panel for appropriate configuration for a

desired action, If the setup is interrupted, then the nlace on the

check 1list cannot easily be determined by examination of the panel: it
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must be remembered.

Repeating steps in an action sequence. This set of errors actually
derives from the same sources as the preceeding class, skipping steps in

an action sequence. Essentially, it results from losing one's place in .

the sequence.

Slips that result from faulty trigsering: Spoonerisms, reversal of

event components. Experimental generation of Spoonerisms and related
errors has been performed by Baars and Motley (Baars & Motley, 1976;

Baars, in presa}. These slips are elicited by generating sequence con-

flicts, often with prior activations that generate competing action

plans, and often with time and processing pressures.

Blends. A blend results when several ac:ions are in conflict, no

final decision about which to perform has vet been made, and time pres-
sures demand immediate action. In this ca:t there is a tendency for the

resulting action to be a blend or combination of the competing actions.

Thoughts leading to actions. In this situation, mental thoughts
interfere with ongoing actions, often leading to the performance of
something that was meant only to be thought, not to be done. The gxper—
imental situation requires that a person be required to do tw§ tasks,
one overt, the ocher mental. Thus, if someone were required to name the
objects in a complex pictorial display while simultanejusly keeping
track of the number, we would expecv that with sufficient time and pro-~
cessing pressures, the numerical count would occasionally intrude upon

the primary task.
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Premature triggering. In this situation highly salient or impor-~
b1 tant actions occur in advance of their desired time. The likelihood of

premature triggering probably increases the more difficult the sequence

LN

and the higher the time and processing pressures.

Eailure to frigger. One frequent cause of failure to trigger an .

roy g

O O L ISR 2]

appropriate action schema is the absence of an appropriate triggering
condition in the enviromment. Thus, in our observations of people using

a Xerox copier, some obligatory actions are skipped (thereby leading to

. T —
N e e b vy 4 e i 4

failure of the next step). The skipping appears to result from the lack
of observable cues or "forcing functicns" that would trigger the action.
(Examples: failure to place the plastic card for the accounting charges
into the appropriate slot, or failure to remove the original from the

platen at the completion of the task.)
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* Suggestions Towards the Development of Design Principles

AR
Y

Our studies of errors, skills, human performance, and perception

point the way towards the development of a set of design principles.

5 Cumplex systems neecd to be designed with the considerations of the human ;

sy, r Tt v,
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operator as a fundamental target of the design. This tends not to be

true today, in part because designers are not presented with appropriate ;

R
RS

design principles that they can use during the design stage. Rather,
human factors are usually incorporated afterwards, when a design is

reviewed by a set of human engineers and human factor experts. This is
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too late. We propose work towards development of a set of design prin-

ciples. The goal is to give designers tools that can be used during the
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design phase itself. Although it is premature to state these tools,

e antd

some of the basic principles are sufficiently well-developed from our
research efforts that they can be stated here. The concepts of a mentdl
model, cueing and blocking functions, and intention-based systems, which
are referred to in these principles, are discussed in more detail in the‘

later part of this section. The principles are as follows:

1. Establish a mental moael to be used by the user, and design
: the system around this mental model. Spell out the mental
z .model in detail, being expliecit about the assumptions. Design
{ all displays and operations to be directly consistent with
this model, minimizing the transformation required between the

actual system and the user's internal mental model.

2. Observe human processing limits. Minimize short-term memory
10ad. Minimize attentional distraction and attentional over-
load. But, keep the operator continually up-to-date as to the
status of all states of the internal model. This means the
operator must continually be observing and interacting with
the system in a meaningful way. ’

3. Do an analysis of the cognitive load on the operator, includ-
ing demands on short-term memory and on attentional resources.

i 4, Design around error points. Provide cueing and blocking func-
: tions where the side effects and coupling demands require
! them.

:‘“; » 5. Use intention-based systems. Make the system understand the

I user. Make the system responsive to the needs and capabili-
ties of the user.

These principles are not as yet well worked out. They do give some

hint as to the direction in which we propose the research to go towards . s

the specification of design principles based upon fundamental principles

of performance and perception.
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Cueing and blecking functions. Systems should be designed so that

the set of responses potentially available for a particular situation is

as limited and constrained as possible.

A Dblocking function is defined to be an event that Yblocks" a

response. (This is the function of "interlocks" in good human factors
design.) Thus, the fact that a copying machine may not work unless the
paper has been loaded or the correctbudget number been entered into une
appropriate device is a blocking function. However, the lack of action
by the machine poses few constraints upon the set of alternative correc-
tive action. Thus, a blocking function prohibits continued operation
until a desired action sequence has been accomplished, but it is up to
an appropriate cueing function to indicate to the operator exactly which

action it is that should be performed.

Studies of mental models. When a human engages in action, the
choice of the action, the details of the exact specification of the con-
trol sequence, and the outcome all result from the person's interaction
with the environment, the response of the intermediary system with which
the person is interacting, and the details and timing of the act itself.
In the selection and guidance of an action, a person must have an inter-
nal model of this combined system, although this internal model is-often

made up of a set of smaller mocels which may te partiallv inconsistent.

Considerable work on the development and use of mental models
occurred in several projects examining intelligent computer assisted
instructional systems, where models of the student were important com-

ponents of the iInstructional system, including the works of Burton &
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Brown (1979), Miller (1979), Goldstein (1979), and Stevens
(1977).

and Collins

Similar approaches were used in our =studies of intelligent com-

puter assisted instructional systems (see Gentner, 1979 ). In the study

of "response compatability" it has been observed that different compati-

ble relations can be formed when subjects use different internal map-

pings of response to action (see¢ any standard human factors book, e.g.,

McCormick, 1976). We believe this to be an important observation and

the abilities of people to develop models that make certain mappings of

response to action natural, perhaps making other nappings unnatural,

should be explored.

One interesting comparison is between the model that the users have

of the system with which they are interacting and the mndel the system

has of its users. In general, we find that systems shortchange the

users, failing to recognize the the particular powers and needs of the

human operators but instead requiring of them information in ways that

are most wuseful to the system itself, As systems become more complex,

the requirement that humans conform to the machine structure becomes

more and more unrealistic: What happens is that machijiies require that

humans act like machines rather than doing the necessary translation
allowing people to provide what is convenient and natural for the peo-

ple., Forcing people to interact on the machine's terms is not only

inconvenient ~-~ more importantly, because it is an unnatural mode of

interaction, it is a primary cause of human error.
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