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CHAPTER I. INTRODUCTION

This chapter Introduces the report with a statement of the

problem and discussion of the need followed by the scope of the research

effort.

A. Statement of the Problem

The problem addressed In this report is to develop and demon-

strate a methodology, with its associated computer model, that will

acceptably transform several individual multicriteria rank-ordered lists

of research and development (R & D) projects into a single, aggregated,

prioritized rank-ordered list to guide the investment of R & D

resources. In addition, provisions are needed for the individual lists

to be converted from various formats. Decision-maker and judge self-

rating weighting methodologies are necessary. The methodology developed

must be capable of aggregating, with reasonably small effort, very long

individual partial length and/or full length lists. Over fifty alter-

natives should be allowed in the full length lists.

B. Need for this Research Solution

The task of R & D management planning for high technology systems

has become exceedingly difficult. The emphasis on coordination and

coumication between the management groups of major functional

elements of high technology systems developmental organizations, both

industrial and governmental, and the expanded usage of goal and objec-

tive planning methods have complicated the planning process. Situations

have resulted where the planners in the R&D element receive may diverse
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priority lists of suggested future R & D work or products from the

other functional elements (i.e., marketing, field operations, production,

and senior staffs) and from managers within the R & D organization.

The prioritization criteria of interest to each contributing element differ

as their functions and objectives differ. Therefore, the individual

prioritizations are based to varying extent, upon the objective criteria

and viewpoints of each element. The R & D element management must

combine these lists into a usable list of prioritized R & D projects

for their consideration in the allocation of discretionary R & D funds

for use toward advancing the technology base of the enterprise.

As a specific example, the Director of the US Army Missile Labora-

tory has such a planning problem. Each year he selects and funds up to

100 R & D tasks with over $50 million. The Army policy of Single

Program Element Funding (SPEF) gives to the Laboratory Director the

final discretion to establish the most productive and best balanced

program. The Director is provided an abundance of advice from outside

and within his Laboratory. The advice is usually in the form of lists

of R & D tasks or required products that should be given higher priority

and, thereby, funding. To advise the Army Missile Laboratory Director,

and his counterpart at other Army IR & D Laboratories, the "user" staff

agencies of the Army, which are the Deputy Chief of Staff for Operation

(DCSOPS) and the Training and Doctrine Coimand (TRADOC), annually

prepare documentations containing their priority rankings of potential,

not yet developed, military materiel. The TRADOC list gives a rank-

order number to each future system. The DCSOPS document, called the

Science and Technology Guide (STOG) groups the potential material

systems into unranked capability category classes of use; i.e., Air

7



Defense, Close Combat, Fire Support, etc. Within each capability

category, the potential future system are rank ordered. The Laboratory

Directors mst relate each R & D project technology task to the one or

more potential future systems to which it could lead.

Three Headquarters organizations, the Department of Defense (DOD),

the Department of the Army (DA), and the Development and Readiness

Command (DARCOM), as well as the US Congressional staff all have, on

occasion, sent letters to the Director recommending funding of certain

selected tasks or groups of tasks within the Director's SPEF program.

Tri-Service special topic committees prepare, and often prioritize,

lists of R & D project tasks which they recommend for increased funding.

Army Missile R & D technology areas of emphasis are included in the

Tri-Service committee lists. The local Comander's staff also provides

a rank-ordered list of systems to be supported by the Laboratory's R & D

technology efforts. Often the Commander, who supervises the Laboratory

Director, has a few R & D technology projects or potential applications

that he believes should be given special attention and resources.

Within the Army Missile Laboratory, task priority rankings are prepared

by the Director's Staff and by subordinate managers of the Directorates

and offices within the Laboratory. The Laboratory Director mast allo-

cate his discretionary funds to the R & D technology projects that

will produce the most return for its investment cost to the Army and

will maintain the viability of the Laboratory. He mst give appropriate

managerial, technical, and political weight to each of the recomenda-

tions of his advisors.

The preceding statement of need and the example resolve into a

desirability for a methodology for aggregation of multiple criteria rank-

ordered priorities.

8



C. Scope of this Research

The research documented by this report is based upon a

comprehensive literature survey of the subjects of social choice and

majority-rule methods that are applicable to the aggregation, without

feedback, of multiple criteria rank-ordered ordinal priorities. From

this basis, the research will determine and develop the specific

majority-rule methodology to aggregate the variety of rank-ordered

priority lists (as described previously) for R & D project priority

determination. The chosen majority-rule methodology will be integrated

into an aggregation logic model that will satisfy the following require-

ments:

1) Aggregate rank-ordered individual sublists which have any or

all of the following features:

a) Complete length lists of up to 100 alternatives that

rank all possible projects or requirements for products.

b) Reduced length lists (down to two alternatives) that

rank less than the complete set of possible projects or requirements.

c) Transitive rank-ordered sublists.

d) Weak ordered and/or strongly ordered (X > Y and/or X > Y)

sublists.

e) Categorized grouping sublists, where one of the following

may occur:

(1) The projects are subdivided into categories. Then,

within each category, the projects are ranked, but the categories may

or may not be strongly ranked.

(2) The projects are subdivided into categories. The

categories are ranked, but the projects within a category may or may

not be strongly ranked.

9



f) Multiple sublists ranked In accordance with a conon

criteria or with individual criteria.

g) Sublists where the alternatives are ordinal-ranked basd

upon various forms of cardinal utilities such as:

(1) Value estimates, or,

(2) The date that the usable materiel product' fre the

R & D will be available.

2) Weight the importance and authenticity of each sublist during

the aggregation process. The types of weighting mechanisms include

the following:

a) Decision-maker weighting mechanisms to be applied to

single alternative and/or to the sublists ranked by certain judges.

The mechanisms will include multiplicative factors and exponential factors.

b) Judge self-expertise weighting where each judge will rate

his own expertise on each alternative.

3) Analytically measure and statistically test the concordance

of the set of sublist-rank orders and the consistency of the aggregate

rank order.

The logic model was converted into a digital computer code to

perform the preceding requirements for up to 100 rank-ordered sublists.

The final logic model and computer code will be demonstrated in an

R & D project prioritization study (see Chapter VII) tailored to resolve

the Army Missile Laboratory Director's concerns as described in Section B

of this chapter.

1'
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CHAPTER Il . SURVEY OF PAST RELATED LITERATURE

This chapter contains the results of a comprehensive survey of

the literature related to the research topic. The chapter contains a

chronological and network analysis of the literature thrusts as well

as synopses of key material. An extensive annotated bibliography was

prepared and published in another report, Dobbins [13].*

A. Overview of the Literature

Extensive available literature was surveyed to select and evaluate

the "Social Choice" relevant body of knowledge and its application to

the problem of the aggregation of several ordinal R & D project prefer-

ence rank orders into a single rank-ordered list. This final rank

order should provide a reasonable representation of the consensus of

the individual preferences. Since the known literature was primarily

in the fields of welfare economics, political science, and social science,

it had to be interpreted and translated to determine its relevance to

R & D engineering management. For a better understanding of the

material and for the application of the available knowledge, the relevant

literature was separated into distinct thrust areas of emphasis. These

thrust areas then were interrelated on a tie axis to determine when

and where the later thrusts branched off from the initial endeavors.

*[ ] denotes the number of a book or periodical cited in the
references.
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The search of the extensive relevant literature did not identify

any work dealing directly with the goal of this report. There

were no majority-rule type methods for aggregation of multiple criteria,

ordinal rank-ordered lists to obtain a single rank-order list of R & D

projects for resource investment. A few articles did recognize that

R & D project selection was a possible application for social choice

theory.

Certain restrictions were used to select the relevant material

from the extensive body of social choice information. These restrictions

include the following:

1) The rank orders of interest were ordinal, not cardinal,

preferences.

2) The emphasis was on the aggregation of individual ranked

preferences into single group rank-order lists.

3) The rank ordering and aggregation were single cycle, not

temporal, decisions.

4) There was no feedback from individuals to other group members.

5) The individuals who ranked applied their sincere beliefs and

were not using strategy to coerce the group result to agree with their

preferences or objectives.

The literature selected was grouped into 25 thrust area groups of

interest and of manageable size. The reference material was chrono-

logically sequenced within each thrust area. To obtain an indication

of the time span of work in each area, the dates of the earliest, the

median, and the latest paper in each group were recorded in Table 1.

Also listed is the number of papers and books relevant to this

report that were grouped in each area. The first area, a) Pre-Arrow

Basic, had four works that span from 1953 translations of the 1770

12



papers to 1958 with a median paper dated 1953. The last area, y) Fuzzy

Set Rank Ordering, had ten papers which span from 1974 to 1979 with a

1978 median data. Except for two areas, Pre-Arrow Basic and Tullock's

Books, all of the work areas appeared to be active at the writing of

this report and more material can be reasonably expected to be

published.

Figure 1 presents a network visualization of the interrelation

along a time axis, of the 25 literature thrust areas. More specialized

areas branch off from d) Majority-Rule Models thrust. The o) Tullock's

Book's activity starts and ends within the time scale of this network.

The network began to branch rapidly during the period immediately after

the publications of Arrow's Impossibility Theorem. The current continu-

ation of work in 23 of the 25 areas and the relatively late median dates

listed in Table 1, reflect the accelerating activities of the 1970's,

possibly kindled by the several excellent books, published since the

mid-1960's by authors such as Sen and Fishburn.

B. Synopses of Literature

The following paragraphs will give a brief synopsis of over 200

books and articles selected as relevant to the research for this

report. Each book and article is summarized in somewhat more

detail in Dobbins [13]. All are listed in the References. The

material presented in each area of the synopses and Dobbins [13] has

been discussed chronologically according to the publication year. The

synopses are as follows:

1) Pre-Arrow Basic: Methods to use the preferences of the

majority of voters to obtain a single consensus apparently were recorded

[101] first in 1770 when Borda reconmended his "method of marks."

13
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Condorcet's true majority and LaPlace's method followed closely after

Borda's work. Dodgson (Levis Carroll) recoumended modifications to

Borda's method during the mid-1800's. The economic interest in

rank-ordered aggregation was kindled through Robbins' [31] 1932

contention, supported further by Bergson [581, that the magnitudes of

individual preferences cannot be added but must be analyzed by ordinal

means.

2) Statistical Correlation Methods: Kendall, Smith, Friedman,

and Moran [22, 132, 161, 162, 163, 183] developed the statistical rank-

ordered correlations, such as the coefficient of concordance method.

This work has been further covered by others [15, 16, 19, 24, 26, 106].

3) Single-Peakedness: Black's contention [4, 62, 63] that

single-peaked orders had preferred aggregation characteristics was

substantiated and expanded upon by others [6, 23, 74, 103, 1041.

4) Majority-Rule Methods: Various majority methods have been

developed either as derivatives of the classical methods (Borda,

Condorcet, etc.) or as new approaches. These include a vote score

assignment equation by Schuler [210], dichotomous voting by Bartoszynski

[56], pattern classification byBlin and Whinston [73], an aspiration

level overlay by Harnett [146], a majority-rule Kendall-derived two-

matrix method by Shannon [217], an extension beyond Shannon by

Navarrete, et al. [185], a point system by Smith [2211, a branch and

bound algorithm method by Armstrong and Cook [50], others [88, 95, 126,

143, 220, 225, 227], and a conversion from ordinal to cardinal rank

orders, before aggregation, method by Wood and Wilson [237].

5) Number of Voters and Alternatives: Fishburn [120, 124, 131]

and Bell [57] developed several papers that quantify the likelihood

17



that a simple majority method will produce a winner as the quantity of

voters and alternatives vary. Black, [64], Dutta and Pattaniak [105],

and Greenberg 11411 added theoretical depth to these data.

6) Arrow's Impossibility Theorem: K. Arrow, in 1951, determined

[1, 51] the required conditions for a social welfare function which

aggregated individual preferences, then proved the theorem that a fair

social welfare function, without a dictatorship, was impossible. The

required conditions were more simply and clearly stated by Little [1691

as follows:

a) Retrievability of alternatives.

b) An alternative's relative position in an individual

order will not relatively change in the aggregate order.

c) The Independence of irrelevant alternatives.

d) Non-imposition.

e) Non-dictatorship.

Numerous researchers countered his theorem [82, 189], offered modifi-

cations [99, 108, 181], or presented alternative proofs [111, 173,

179, 211] of Arrow's results.

7) Extensions and Revisions of Arrow's Impossibility Theorem:

Mile striving to overcome the "Impossible," social science researchers

developed new or modified conditions for social welfare functions that

could be satisfied, albeit from a reduced variety of acceptable indivi-

dual orders. May [171) defined conditions of decisiveness, symetry,

neutrality, and positive responsiveness. Other conditions defined are

slstion of ranks [941, unanimity and monotonicity [671, split groups

of Indifferent alternatives [152], intensity added to the independence

of Irrelevant alternatives [861, intensity of antagonism Index [1681,

18



anonymity [1101, group rationality [109]. Others reaffirmed Arrow's

Impossibility results through different assumptions [53, 66, 75, 97,

115, 144, 145, 148, 151, 191, 213, 214, 233, 234, 2351.

8) General Social Choice Theory Overview: As knowledge developed,

several comprehensive social choice theory works became available from

authors such as Luce and Raiffa [27], Pattanaik [28, 29], Fishburn [171,

Blin [69], Herzburger [147], Ferejohn and Page [1121, and Aumann [3].

9) Social Welfare Function: The definitions and conditions for

social welfare functions have been analyzed [2, 102, 114, 116, 135,

160, 193, 239], while the question of the existence of such functions

has been debated [158, 205, 208].

10) Comparison of Borda and Condorcet: In recent years many

researchers have comparatively analyzed the majority-rule methods

developed by Borda and Condorcet. De Grazia [101] and Black [4]

provided translations and analyses of the original papers. Fishburn

[119, 129], Young [238, 240], and Richelson [200, 202, 203] compared

the two methods. The Condorcet method was the reference method of

several papers [129, 137, 1901, while Borda's method was used for

others [49, 77, 94, 116, 121, 125, 130, 180, 241].

11) Majority Rule-Multiple Methods Compared: Goodman described

[139] the Copeland two-step method and compared it favorably to other

methods, as did Richelson [200, 202, 203]. Svestka [40], Wyatt [47],

Chartier and Wertheimer [91], and Castors, Peterson, and Goodrich [90]

made comprehensive comparisons of lists of majority rule and other

aggregation methods.

12) Transitivity, Intransitivity, and Cyclicity: An accepted

limitation of the unrestricted use of many majority-rule methods is
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7

the real probability of aggregated results which are Intransitive or

cyclic. Many researchers have worked to better understand the charac-

teristics and causes of transitivity, intransitivity, and cyclicity,

and to develop conditional restrictions that vill control these aspects

of rank-ordered aggregation. May [172] and others strived to clarify

intransitivity [117, 156, 174, 212], while Inada and others [76, 98, 100,

118, 140, 153, 155, 157, 167, 178, 198, 209, 215] developed decision

rules to avoid intransitive results, generally through restrictions on

the characteristics of the individual rank orders. Pomeranz and Weil

[196] computed probabilities of cyclical majorities.

13) Basic Arrow and Majority Rule Theory: New axiomatic structures

for preference theory were developed by Luce [170], Fishburn [114, 122,

123, 127, 128, 140], and others [93], while Koopman [166] clarified

concepts in existing theory.

14) Majority Rule-Minimum Loss Methods: Van den Bogaard and

Versluis [44] and others [21, 150, 227] developed techniques to aggregate

individual welfare preferences by minimization of the social loss function

which was based upon individual loss functions.

15) Survey Literature: Surveys of the work and publishings of

others in the field were made by Riker [in Coombs 10, 199], Guilbaud

in Lazerfield and Henry [25], Sen [34], Fishburn [17), Plott [195], and

others 16, 7, 8, 11, 30, 32, 33, 39, 42, 81].

16) Majority Rule-Game Theory and Strategy Proofness: Based

upon the 1947 work of von Neumann and Morgenstern [45], Same theory

had been applied to the simple majority concept. Barbut [541 intro-

duced the relation of the two-person, zero-sum game to majority-rule

methods, while Shisko [36] extended this approach for n-person mjority-rule
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gaes. The relevant theory was developed and extended [84, 85, 175, 176,

184, 206, 207]. Gibbard [136] applied the game theory approach to develop

the criteria for a strategy-proof voting scheme.

17) Tullock's Books: G. Tullock stated in his books [5, 43, 228]

that Arrow's Impossibility Theorem would seldom be important and that

little had been contributed in the majority-rule area since Black

developed single-peakedness. Tullock's critical writings generated

responses from Arrow [52] and others [20, 55].

18) Majority Rule Examples: A few reports were found that repre-

sented practical examples of the application of the majority rule [87,

218, 229].

19) Voter's Paradox: Effort has continued to generalize the

analysis to determine the probability of achieving an intransitive

aggregate rank-order through a majority-rule method [48, 89, 133, 134,

164, 186, 231].

20) Majority-Rule Conditions and Equilibrium-Diverse efforts have

continued striving to determine the conditions required for a usable

majority-rule decision. Murakami [182] determined that the scoring

constants should logically be 1, 0, -1, have autonomy, be non-reversed,

and have non-dictatorship. Pattanaik [192] pursued the value restrictions

techniques, while Fine [113] recommended monotonicity and faithfulness.

Blau and Deb [68] proved that an infinite social decision function does

not produce a choice. Richelson [2011 classified and showed the inter-

relations of the multitude of overlapping conditions for a social choice

function. Others [35, 38, 149, 159, 177, 187, 197, 216, 219] also

worked in this area.
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21) Weighting Methods: Weighting permits special importance to

be considered for certain judges' rankings or for certain alternatives.

Winkler [236] and others [92, 165] summarized the most useful methods:

equal weights, weights proportional to ranking, weights proportional

to self-rating, and weights based on previous assessments. Gustafson,

Pai, and Kramer [142] reported on a weighting method for hierarachical

R & D project selection. Rowse, Gustafson, and Ludke [204] added peer

weights, group weights, and average weights to the list of available

methods. Einhorn and Hogarth [107) discussed unit weighting.

22) Majority Rule-Graphical Methods: Research has continued

toward describing the social decision process through graphical

structures [21, 46, 138, 224, 232].

23) Resource Allocation by Voting: Several studies were made

of the effect of voting rules on resource allocation processes such

as capital budgeting and R & D project selection [12, 18, 61, 80, 194,

222.

24) Majority Rule-Minimum Distance Technique: Bow an and

Colantoni 178, 79] developed a majority-rule rank-ordered decision

method based upon the minimizing of a decision function defined as a

one-dimensional "distance." The scoring constants used are 1, 1/2, 0

and the distance function is d (p*, P) - f [Eijdij(P*ij, Pi)]. Blin

and Whinston [72] suggest a quadratic assigment solution to the Bowman

and Colantoni method. Cook and Seiford [961 extended the one-dimensional

distance minimization method so that it can be solved by linear program-

ming techniques.

25) Fuzzy Set Rank Ordering: Blin originally proposed [70, 711

that fuzzy binary relations could be used for group preference orderings.
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Others [154, 188, 223, 230, 233] especially Bezdek, Spillman, and

Spillman [59, 60] have developed Blin's proposition into a new area of

social choice study. Buckles [83], as class work, translated from

Fuzzy Set terminology to that of majority rule.
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CHAPTER III. PRIORITIZED RANK ORDER AGGREGATION
METHOD CONCEPT

In this chapter, the concepts of ordinal aggregation are presented

by first introducing the foundation considerations, then presenting a

comparative analysis of majority-rule methods.

A. Foundation Considerations

1. Need

The majority-rule concept chosen for the objective method

of this research must be flexible in its application as well as techni-

cally satisfactory. It must accept complete and partial orders, strong

and weak preferences, and weighting factors. Also, it must not be

negated by intransitivities. The quality of the whole aggregated rank

order is more significant than the precision of the first choice

winner selection. For resource allocation purposes where, for example,

the first 40 projects are ranked, the identity of the number one project

is of passing interest, while being in the first segment (say, the

first 10%) can be of pressing importance.

2. Known Method Characteristics

Various aggregation rank-ordered generating methods relevant

to this research have been surveyed and seven have been chosen for

comparative analysis. None of the methods chosen utilized feedback

of group consensus to the judges nor dialogue between judges. Further,

none of the chosen methods required cardinal utilities to measure

preferences. These restrictions also eliminated the Delphi method and
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the unfolding method offered by Coombe [10]. The family of methods

considered further was variations of the majority-rule method. For

problems with only two alternatives these methods all resolved to

the same simple majority-rule method where the winner was the alterna-

tive that had the majority of the votes. But for three or more

alternatives, several defined methods were available. These majority-

* rule methods are as follows:

a) Borda's Method of Marks.

b) Adjusted Borda Method of Marks.

c) Condorcet's Criterion.

d) Black's Simple Majority Procedure.

e) Dodgson's Method of Inversion.

f) Copeland's Majority Rule.

g) Shannon and Svestka's Majority Rule Method.

h) Black's Single-Peaked Preference.

Further examination of the theory and practice of h) Black's

Single-Peaked Preference determined that it was not a practical method

for aggregation with a large number of alternatives because the only

known method required consideration of all alternative combinations

I> as possible reference orders. After an explanatory description in

Section 4 of this chapter, this method will not be evaluated.

Majority-rule methods were recommended by Kenneth Arrow

as the better method for social choice aggregation. Arrow's book

[1] is credited by Blau (67] with presenting the first organization of

the social choice problem as a deductive system. Since interpersonal

comparison of utility had been excluded, the theory of ordinal relations

became dominant for social ordering. Arrow's work showed that when the
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axias (conditions) of economic social choice were fully defined, they

were inconsistent. Arrow defined the Social Welfare Function (SW)

as a technique to express the aggregate economic preferences of society.

Arrow's conditions for SW were the foundation of the current social

welfare theory, but they were considered by many writers as too restric-

tive. His conditions were highly technical and difficult to understand.

Therefore, each Arrow condition vill be replaced by a more easily

understood interpretation by Svestka (40].

Condition 1:

A social welfare function (amalgamation method) must define

a unique order, given any subset of all possible orders.

Condition 2:

If one alternative rises or remains stationary in the order

of every individual, then it must not fall in the joint order.

Condition 3:

The removal or insertion of an alternative in the set of

alternatives which result in no change in any individual order of the

remaining alternatives must not cause a change in the order of the

remaining alternatives of the joint order.

Condition 4:

The joint order is a functionlof the individual orders and

must not be Imposed by some outside influence.

Condition 5:

The joint order must not be arbitrarily defined by the order

of one individual without consideration of the other individual orders.

Many theoretical writers responded to Arrow's conditions published

in 1951. Based on certain of these critiques, Arrow revised three of
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his conditions. Conditions 1, 2, and 5 were strengthened, but the

condition inconsistency represented by Arrow's Impossibility Theorem

still held. Arrow further wrote that for more than two alternatives

the method of majority (majority rule) satisfied Conditions 2 through 5

and a restricted form of Condition 1 (labeled 1'), and thus was like a

social decision function, even if not an SWF. Arrow did not specify

precisely a majority-rule method for more than two alternatives.

Promising methods from the literature will be described later in this

chapter. To aid in understanding the material to follow, certain

social choice notation will be explained:

xPy - means that the alternative x is strictly preferred to the

alternative y (x > y).

xMy - means that in paired comparative voting, alternative x has

a majority of the votes over alternative y.

xRy - means that alternative x is equal to or preferred to alter-

native y (x z y).

xly - means that the Judge is indifferent between alternative

x and alternative y (x = y).

3. Comparison Characteristics

The seven majority-rule methods will be compared to determine

the one that is preferred for the aggregation model for this research.

They will be compared, similar to Wyatt [47] and Richelson [200, 202,

203], by the requirements that must be met by the individual sublist

orders before the aggregation method can be utilized, and by conditions

of majority-rule performance. The requirements and procedural condi-

tions considered for the methods are as follows:
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a) Only Cardinal Utilities Required? - Must the method

accept only cardinal rank order data, or are ordinal data accepted?

b) Only Transitive Orders Required? - Can the method also,

accept intransitive rank orders?

c) Only Complete Orders Required? - Can the method also

accept partial orders?

d) Only Strong Orders Required? - Can the method also accept

weak rank orders?

e) Restricted Number of Judges or Alternatives? - Is the

method restricted to an odd or even number of judges or alternatives,

for example?

f) Not Have Condorcet Extension Procedure? - If an alterna-

tive has a simple majority over every other alternative, will it be

the first place choice? (See Richelson [2001).

g) Not Have Cancellation Property? - Will any yPx in an

individual's preference ordering be balanced by any x y in sam other

individual's ordering as long as there are no other alternatives

between x and y in either ordering? (See Richelson [2001).

h) Difficult to Enlarge? - Is the Implementation of the

method significantly more difficult as the number of judges or number

of alternatives increases from three?

i) Produces Only Winners? - Is the method intended to

produce full aggregated rank orders or only the first place alternative?

4. Descriptions of Compared Methods

The following is a more detailed discussion of the majority-

rule methods compared in this dissertation.
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a. Borda's Method of Marks

Black [4, 65] interpreted Jean-Charles de Borda's paper,

printed in 1781 in the Memoirs of the French Academy of Science, to

offer two methods which gave the same results. The second of Borda's

stated methods gave each alternative a mark equal to the sun of the

votes that it would get when it was put against each of the other

alternatives, individually. When the alternatives were x, y, and z,

if y were placed first in the preferences of any given judge, it would

defeat x and z and would secure two votes. If x stood second in the

Judge's preference, it would defeat one alternative and secure one vote.

This method had been demonstrated by Black to hold for strong orders.

Fishburn [119] and Richelson (200] both defined Borda's social

decision function as:

n n
f(Y,D) - ,x:xcY and E ri(x,Y,D) > E ri(y,Y,D) for all yeY"

i-l i-i

where ri is the rank assigned to each alternative by Judge i, Y is the

set of feasible alternatives, and D is the n-tuple of individual linear

orderings on Y. For each alternative, the Borda score was the sum of

the marks it received from the judges, where, for m alternatives, the

marks given were, in decreasing order of preference, (m-l), (a-2) ..., 0.

The ranking was based on the scores of each alternative; i.e., the

highest score won.

Example 1:

An example of the Borda method, with N - 5 Judges and M - 4

alternatives is:

Judge 1: w > x > y > a

Judge 2: x > y > z > v

Judge 3: w > x > y > x
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Judge 4: w > x > z > y

Judge 5: x > z > y > w

By competing each alternative against all other alternatives, the

following matrix of votes is obtained:

Borda
Row

v x y z Totals

w - 3 3 3 9

x 2 - 5 5 12

y 2 0 - 3 5

z 2 0 2- 4

In this matrix, for example, when x competed against w, there

were 3 votes for w over x and 2 votes for x over w. The Borda winner

for the example problem is x with 12 votes total and w is second with 9.

The Borda rank order is x > w > y > z.

b. Adjusted Bords's Method of Marks

Black [4, 65] further interpreted Borda's work to cover

orders where some judges were indifferent between certain alternatives.

Black explained the Adjusted Borda method as that of assigning marks

on the basis of one mark for each alternative it stood above and

deducting one mark for each alternative it stood below. In terms of

the matrix analysis, Black said that this method assigned to an alter-

nate a plus mark equal to the total number of alternatives above its

place on all of the sublists, and a minus mark equal to the total of

the alternatives below its place. The plus portion could be calculated

by sunming the figures in the row cells for that alternative and the

minus portion was obtained from suming the column calls for that

alternative.
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Fishburn [119] defined the Adjusted Borda social decision functi n

n n
F(YD) - (x:xeY and E S(x,Y,P1) _ z S(,Y,i) for all yEY}

where

B(x,YP) y: IyeYY and xP iy)I V Iy:yEY and yPix)]

Again the ranking was based on the net scores for each alternative with

the most positive score winning.

Example 2:

An example of the Adjusted Borda Method with N - 5 judges and

M = 4 alternatives is:

Judge 1: w - x > y - z

Judge 2: y > z - w > x

Judge 3: x > y - w > z

Judge 4: w- z > x > y

Judge 5: y > w - x - z

which resolves to the following vote matrix; if indifferences between

pairs are each given one-half vote:

Borda Alternate

Row Borda

w x y z Totals Totals

w 3 2 1/2 3 1/2 9 3

x 2 - 3 2 1/2 7 1/2 0

y 2 1/2 2 - 3 1/2 8 1

z 1 1/2 2 1/2 1 1/2 - 5 1/2 -4

Borda
Column
Totals 6 7 1/2 7 9 1/2
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For the one-half vote to score, the Borde method of marks technique

had the Borda Row Totals Column with the Borda marks; i.e., 9, 8, 7 1/2,

5 1/2 with order v > y > x > z. But with the Adjusted Borda Method,

the total scores which were the row scores minus the column scores,

were 3, 1, 0, -4 with order: w > y > x > z. The Borda and Adjusted

Bord. Methods, using one half votes for ties, gave the same rank orders.

But if the ties were calculated as Black [4] suggested that Borda

prescribed them, then last ranked tied alternatives in a Judge list

were given zero. Those above the lowest rank, and tied, were both

given the votes to represent the position of the tied pair. Using

the classical method for the Borda and Adjusted Borda counts, Example 2

will give the following:

Borda Adjusted-

Row Borda
V x y z Totals Totals

w - 2 2 2 6 3

xl - 3 2 6 0

y 2 2 - 3 7 1

z 0 2 1 - 3 -4

Borda
Column 3 6 6 7
Totals

By the original Borda tie counting method, the Borda count is

7, 6, 6, 3 and the Adjusted Borda count is 3, 1, 0, -4. The corre-

sponding rank orders are Borda: y > w - x > z and Adjusted Borda:

v > y > x > z. The Adjusted Borda methods for both tie scoring tech-

niques gave the same rank order, but the Borda rank orders differed.

Black [4] emphasized that the Borda method was inappropriate where

indifference (ties) existed.
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c. Condorcet's Criterion

Black [4], Fishburn [119], and Fishburn and Gehrelein

[129] all interpreted the Marquis de Condorcet's essay, published in

1785 to say that, if, out of three or more alternatives, one was able

to get a majority over each of the others, it ought to be selected.

The implication was made that another method nust be used if the one

alternative does not have the Condorcet majority.

Fishburn [119] defined Condorcet's proposal as a decision function,

F(Y,D) - C(Y,D) whenever C(Y,D) existed

where

C(Y,D) - {X:XcY and xMy for all ycY - (x)) ;

thus, either

C(Y,D) - 1 or , where * meant a Condorcet winner did not exist.
This also proposed that if an alternative had a simple majority over

each other alternative, then it should win. The Condorcet criterion

picked a winner. The second place might be picked by the same rule

after the first place alternative had been selected and its data with-

drawn. There was, in each aggregation, a strong probability of no winner

by the Condorcet criterion.

In Example 1 for the Borda Rule Method, the Condorcet evaluation

of the majority winner of pairs, in matrix form, would be as in the

example that follows, which will be labeled Example 3:

Example 1 Example 3

w x y z w x y z

w -3 33 w - 1
x 2 - 5 5 x 0 -1 1

y 2 0 - 3 y 0 0 -1

z 2 0 2 - 0 0 0 0 -
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In Example 3, a 1 in Row w, Column x (w,x) means that, in Example

1, tMx (w has a majority over x); a 1 in w,y means wy and a 1 in v,z

means wMz. In the second row a 0 in x,w means not xzb,; therefore, w

does have a majority over all other alternatives but x does not. W

is the strong Condorcet winner. Neglecting w data, x is the Condoreet

majority over all other candidates. The Condorcet rank order was

w > x > y > z while the Borda rule rank order was x > w > y > z.

The same Condorcet procedure applied to Example 2 produced the

following matrix as Example 4:

Example 2 Example 4

w x y z w x y z

v - 3 2 1/2 3 1/2 w - 1 1/2 1

x 2 - 3 2 1/2 x 0 - 1 12

y 2 1/2 2 - 3 1/2 y 1/2 0 -1

z 11/2 2 1/2 1 1/2 - z 0 1/2 0 -

for w, wvx, wRy, and wHz, so w is a weak Condorcet winner. For x,

the preferences are not xMv, but xMy and xRz. Therefore x is a weak

Condorcet second place in the rank order. Examples also can be shown

where there are no Condorcet winners.

d. Black's Simple Majority Procedure

Black [4] recommended a procedure where the Condorcet

procedure was applied first to determine an alternative that had a

majority over all other alternatives. If no Condorcet winner existed,

Black's second step was to apply the Borda method, or, if indifferences

existed, the Adjusted Borda method.

Richelson [2001 defined this Black method as the social decision

rule:
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F(Y,D) - {x:xcY and xMy for all yeY}

IF? {x:xcY and xNy for all yeY} & 0

Y and E r (x.YD)

E r (yYD) for all yeY} otherwise.

e. Dodgson's Method of Inversion

Black [4] interpreted the 1873 to 1885 writings of the

Rev. Charles Lutwidge Dodgson on committees and elections. Dodgson

also wrote under the pseudonym Lewis Carroll.. Dodgson was first to

use matrix notation and to well understand acyclicity. His method was

that if initially there was no majority alternative, the decision maker

should indicate which alternate would win by virtue of the smallest

amount of change in the rating rank orders of the judges.

Richelson [200, 202, 2031 defined Dodgson's procedures as the

decision rule:

F(Y,D) - {x:xeY and t(x,Y,D) < t(y,Y,D) for all ycY)

where t(x,Y,D) is the least number of inversions needed for x to obtain

a simple majority over every other alternative. An inversion occurred,

for example, if one x, y in a preference ordering was changed to y, x.

Example 5: For example, if N = 5 judges and M - 4 alternatives, and

Judge 1: w > x > y > z

Judge 2: x > y > z > w

Judge 3: y > w > x > z

Judge 4: w > x > z > y

Judge 5: x > z > y > w

the matrices would be as follows with the left one giving vote sum

and the right one showing pair majority results:

35

. -:. .. .. . , . .. . . i '4.



Example 5

w x y z w x y z

w -3 2 3 w - 1 0 1i
x 2 - 4 x 0 - 1 I

y 3 1 3 y 1 0- ii
z 2 0 2 z 0 0

Now by inverting only one pair in Judge 3's rank order from w > x

to x > w, the sum for the pair would cause xMw and alternative x, which

has a majority over all other alternatives, becomes the Dodgson winner.

The second place Dodgson alternative would be w, with y as the third

place. By a different single inversion, w could be the Dodgson winner.

f. Copeland's Majority Rule Method

Goodman in Thrall [41] reported the work of A. H. Copeland,

presented as mimeographed notes titled "A 'Reasonable' Social Welfare

Function," November 1951, at a University of Michigan Seminar on

Applications of Mathematics to the Social Sciences. The method, which

permitted row ordering, was paraphrased by Goodman as:

If sgn x be the signum function of x ("signum" is defined from Latin

as "a sign" or "a physical representation"):

+1 for x > 0

sgn x 0 for x - 0

-1 for x < 0

(x > 0 is interpreted to mean that for an array of i, k cells the row

term i is greater than the column term k and x < 0 would mean k > i).

Then,

+1 for i > k
sgnu 0 for i - kI-1 for k < i

where
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8

(i) - E gn (ik) is the score for row i. The row with the
k-l

greatest #(i) is chosen.

Fishburn [17, 119] defined the decision function as:

F(YD) - {x:xcY and s(x,Y,D) _ s(y,YD) for all ycY)

where

s(x,Y,D) - #fy:ycY and xMy} - #{y:ycY and yNx), which means that

s(x,Y,D) is the number of alternatives in Y that x had a strict simple

majority over, minus the number of alternatives in Y that had a strict

simple majority over x. Fishburn emphasized that this method was not

intended for weak orders.

Richelson [200, 202, 203] defined the Copeland method function

the same way as Fishburn did with xMy defined to be that x was preferred

by a majority to y; i.e., n(x,y) > n(,x), which is a strong rank-order

definition.

By applying the Copeland method to Example 1, Example 6 was

obtained:

Example 1 Example 6

x y z w x y z Score

w - 3 3 3 w - +1 +1 +1 +3

x 2 - 5 5 x -1 - +1 +1 +1

y 2 0 - 3 y -1 -1 - +1 -1

z 2 0 2 - z -1 -1 -1 - -3

In the a score column are the Copeland scores for this aggregation:

w:+3, x:+l, y:-l, and z:-3 which gives a rank order of w > x > y > z

that is the same as the Condorcet rank order for Example 3.

By definition, the Copeland method should not be used for Example

2 which had weak rank orders.
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Fishburn [17, 119] preiented an example:

Judges 1, 2, 3, 4 y > x > a > c > b

Judges 5, 6, 7 b > c > y > a > x

Judges 8, 9 x > a > b > c > y

which has x as the Copeland method winner, y as the Borda method

winner, and no Condorcet winner. This is shown as Example 7:

AdJ Copelano
x y a b c Borda Borda x y a b c Score

x - 2 6 6 6 23 +4 x - -1 +1 +1 +1 2
y 7 - 7 4 4  22 +8 y +I - +1 -1 -1 0

a 3 2 - 6 6 17 -2 a -i -i - +1 +1 0

b 3 5 3 - 5 16 -4 b -1 +1 -1 - +1 0

c 3 5 3 4 - 15 -6 c -l +I -1 -1 - -2

Col 16 14 19 20 21
Totals

The Copeland method rank order is

x>yfa=b>c

while the Borda methods rank order is

y>x>a>b>c

Fishburn pointed out that x won the Copeland method over y even

though in the x,y competition y had seven votes and x had only two.

g. Shannon and Svestka's Majority Rule Method

Svestka [40], Shannon [217], and Wyatt [47] described

the Shannon and Svestka majority-rule method, which will be called

the "Shannon Majority-Rule Method" throughout the remainder of this

dissertation. Svestka described the method as, first, the aggregation

of the individual orders through the use of the Kendall array. Next,

the Kendall array was modified to form a second array. Since the sum

of two opposing cells (x,y and y,x) in the first array equaled the

number of judges voting for the alternatives represented by that cell
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(x,y); that cell, of each ptir, containing the larger number of votes

dominated its opposing cell Therefore, the numbers in all dominating

cells were replaced by one nd the numbers in all dominated cells by

zero. The new row values w, re summed into the ai column. The rank

order was given by decreasiug magnitudes of the ai values. i.e., the

most preferred had the larg 3t ai value.

Shannon [217] and Wyatt [47] described the method as first

constructing matrices for each judge where each alternative was compared

to the others and a one was placed in each row-column intersection

where the row alternative wa4 preferred over the column alternative.

The major diagonal was disregarded. The judge frequency matrices were

added to form a summed frequncy matrix where a count was made for

each alternative of the numb. r of times it was preferred to each of

the other alternatives. In case of indifference (ties by a judge)

between two alternatives, the single vote was split with one-half vote

to each alternative. The sum of the complement cells, in the summed

frequency matrix, even with ties, equaled the number of judges voting

on that pair of alternatives. Next, the second matrix, the preference

matrix, was developed by a comparison of the number of votes in the

complement cells (x,y versus y,x). If the x,y value was greater than

the y,x value, then x dominated y and a 1 was placed in the x,y cell

and a zero in the y,x cell of the preference matrix. If the x,y value

equaled y,x, then each complement cell in the matrix was given one-

half. The cells in each row of the preference matrix were summed.

The alternatives were ranked by the order of their preference matrix

row sums, ai. The row sum figures, si, were the number of times the

row alternatives had a majority of votes over each of the other alterna-

tives.
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In terminology like Copeland's, the Shannon method can be defined,

if sgn is the signum function, as

+1 for i > k

sen {1/2 for i - k

0 for k > i

where

r
.* (i) - Z sgn *(I,k)

k- 1

is the score of Row i. The rows were ranked based on their 0(i)

magnitudes. In Fishburn's and Richelson's terminology, the Shannon

method would be defined as

F(Y,D) - {x:xEY and s(x,Y,D) > s(y,Y,D) for all yeYl

where

s(xY,D) - #{y:yeY and xRy}

which means that

s(xY,D) is the number of alternatives in Y over which x had a

weak simple majority.

By applying the Shannon method to Example 1, Example 8 was obtained:

Sum Frequency Matrix Preference Matrix
Example 1 Example 8 s
w x y z W x y z Scores

w 3 3 3 w - 1 1 1 3

x 2 - 5 5 x 0 - 1 1 2

y 2 0- 3 y 0 0 - 1 1

z 2 0 2 - z 0 0 0- 0

The Shannon a scores are in the s column: w:3, x:2, y:l, z:O which

gives a rank order of

w>x>y> Z

which is the same as the Condorcet and the Copeland rank order.

40



But unlike the strict order Copeland method, the Shannon method

can be used for Example 2 and will give the same preference matrix as

the matrix in Example 4 for the Condorcet rank order winner. However,

the Shannon Method will givw, a rank order for an example where the

Condorcet method might only give a first place winner for that example.

h. Black's Single-Peaked Preference

Black [4] presented a theorem on single-peaked preference

curves of judges to say that a simple majority would be obtained by an

alternative if all judges' preference curves were single-peaked and

there was an odd number of judges. Black said that this theorem applied

for any majority-rule procedure. In definition, Black said it would

be possible, when preference orders were represented by two-dimensional

diagrams, to find an ordering of the points on the horizontal axis

that left the curve as one which changed its direction at most once

from up or down. The key seemed to be finding an ordering for the

horizontal axis. This researcher has not found where Black nor other

researchers have developed procedures to simplify the search for this

one order that will permit single-peakedness. This combinatorial

problem grows progressively worse as the number of alternatives increases

above three.

B. Majority-Rule-Methods Comparisons

1. Majority-Rule Methods

The seven majority-rule methods were compared to determine

if they satisfied the classification categories that were discussed in

Chapter III. The classification categories were worded for yes or no

answers, with a no answer preferred for the purposes of this research.

Table 2 presents the results of the comparison of methods. None of
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the methods required only cardinal utilities; therefore this classifi-

cation category was not tabulated.

Four methods have only one yes or NOD rating. They are: b) Adjusted

Borda; c), Condorcet; d), Black's Simple Majority; and f), Copeland.

The bJ, Adjusted Borda method decides on marks, not majorities;

c) Condorcet does not necessarily have a winner nor a rank order. The

d) Black's Simple Majority method, a combination of c) Condorcet and

b) Adjusted Borda or a) Borda, is rated as a '"mderately" difficult

method to enlarge for numerous judges and numerous alternatives and

has either the yes of Condorcet or Adjusted Borda, or the two yes's of

Borda.

Only one method does not require a yes rating. It is g) the

Shannon and Svestka's majority-rule method. Because of these ratings

and the method's flexibility and adaptability, this method has been

chosen as the main thrust of the aggregation model. Three other

promising methods, the two Borda's and Copeland's, will be investigated

further during the research.

2. Aggregation Concept Selected

The Shannon and Svestka Majority-Rule Method, described in

Section A4 g of this chapter, was chosen as the basic aggregation

method for this research. An appealing advantage of this method is

that cyclic or intransitive type aggregate rank orders appear only as

indifferent alternatives.

Example 8, Section A4 g, was an abbreviated example of the method.

Example 9 is a more detailed description of the Shannon Method. Let

the five judges' rankings of four alternatives (w, x, y, s) be as

follows:
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Example 9

Judge 1: w> x-y > z

Judge 2: z > z - y

Judge 3: y > w- z > x

Judge 4: w > y > z > x

Judge 5: z > y

For each Judge, a frequency matrix was constructed to show when

each alternative was preferred over each other alternate. A judge was

alloted one vote per pair of alternatives; therefore, a tied pair gave

one-half vote to each alternative in the pair. The alternative for

each row was compared to all column alternatives and a 1 was placed at

each intersection where the row alternative was preferred to the column

alternative. Disregarding the major diagonal which is the intersection

of like alternatives, Judges 1, 2, and 3 voted indifferently toward

several alternatives. Judges 2 and 5 did not include all four alter-

natives in their partial rank orders. The individual frequency matrices

for Example 9 are as follows:
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FREQUFNCY MATRICES (EXAMPLE 9)

Judge 1 Judge 2

w x y z w x y z

V - 1 1 1 - 0 0 0

0 - 1/2 x 0 - 1 1

y 0 1/2 - v 0 0 1/2

00 0 1/2 -

Judge 3 Judge 4.
W X v X v

w 1 0 1/2 - 1

x 0 - 0 0 x 0 - 0 0

y y 0 1

z 1/2 1 0 z 0 1 0

Judge 5 Summed Frequency Matrix

w x Y w x y z

w - 0 0 0 w - 3 2 2 1/2

x 0 - 0 0 x 0 - 1 1/2 2

y 0 0 - 0 v 1 2 1/2 - 3 1/2

z 0 0 1 - z 1/2 2 1 1/2 -
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When the five judges' frequency matrices were summed, the result

was the summed frequency matrix which summarized all of the votes cast

for each alternative.

Next, the complementary relationship of each alternative pair

(x,y or yx) was compared to determine which relationship x > y or y > x

was dominant for the summed frequency matrix. In Example 9, for w and

x, w,x - 3 while x,w - 0; therefore, w dominates x (wMx). The prefer-

ence was constructed next giving l's for the most preferred (dominant)

complement of a pair and 0's for the least preferred (dominated)

alternative of the pair. Note that z and x in the summed frequency

matrix were tied with two votes each. For the tied relations, such as

z and x in Example 9, 0.5 was assigned to each alternative (z,x - 0.5

and x,z - 0.5). The sum of the majority victory and tie scores for

each alternative (each row) in the preference matrix provided a total

preference score. If the alternatives are then ranked in descending

order of the preference row sums, a, the result is the Shannon Majority

Rule Method rank order, as in Example 9:

(Example 9)

Preference Matrix

w x y z Row Suma

w - 3 1 3

x 0 - 0 1/2 1/2

y 0 1 - 1 2

z 0 1/2 0 - 1/2

The Shannon Method Rank Order is w > y > x = z
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In summary, the Shannon Majority-Rule Method has been selected

and demonstrated as the preferred method for aggregation of multiple

criteria rank-ordered R & D projects into a single rank-ordered list

of R & D projects. The Copeland and both Borda methods have had

previous usage and are of analytical Interest. Since they can be

computed as simple deviations from the Shannon method, the Copeland

and both Borda methods will be further explored in this research.
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CHAPTER IV. AGGREGATION MODEL

In this chapter, a model for the aggregation of multiple ordinal

rank orders is developed. The model includes the ancillary features

of input conversions, weighting, fuzzy set orders, and evaluation tests.

A. Assumptions

The model for the aggregation of R & D project rank orders into

a priority list was based on several restrictive assumptions as follows:

1) The number of judges and the number of alternatives both

exceeded two.

2) The individual judge ranking actions were one-time decisions,

not sequential steps, nor revisions.

3) There was no dialogue or coalition between the judges.

4) The set of individual judge sublists was multiple criteria

in that each judge's rank order was based on his own preference criteria

for the R & D projects or product requirements.

5) When a judge's ranking of several alternatives was indifferent,

it was a transitive indifference. When the ranking of more than two

alternatives was indifferent, this was a restrictive assumption.

6) The individual judge's sublists were transitive rank orders.

Each list rank ordered an alternative only once.

7) The judge's individual preference sublists were sincerely

ranked. Insincere rank orders were not developed to implement a

strategy to attempt to force the final aggregated answer.
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8) The individual sublists were ordinal rank orders when

aggregated. If one list was originally prepared with cardinal values,

it was converted to an ordinal rank order before aggregation.

B. Model Core Characteristics

The central core functions of the aggregation model were sized

to aggregate up to 100 full or partial length individual rank orders

with a maximum of 100 different alternatives.

The individual sublists were in a standard rank-ordered format when

input to the core. The standard format was a single sequence of integer

index numbers which represented the relative positions of each ordinal

alternative. The Shannon Majority-Rule Method, a matrix format aggre-

gation method described in Chapter III A, Sections 4g and III B 2, was

the central analysis device in the model core.

C. Model Ancillary Characteristics

A variety of ancillary features supported the aggregation model

core. These features included input manipulation, weighting, fuzzy set

comparisons, and aggregation evaluation. The characteristics of each

ancillary feature are discussed in the following paragraphs:

1. Input Manipulation

The judge's sublists may originally be prepared as rank

orderings of R & D projects or as rank orderings of required products

which could be manufactured after completion of the appropriate R & D

projects.

a. Projects Sublists

The individual judge's sublists of R & D projects may

be ordered in several formats and can have different characteristics.

The format can be hierarchical categories or cardinal lists while the
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list characteristics can be complete, partial, or have a key threshold

alternative separating two portions. The objective of the input

features was to con.-rt the input projects' sublists into a single

rank-ordered ordinal sublist of projects for aggregation. For the

larger problems, the model with automation for the conversion should

significantly reduce errors.

1) Formats - Each input alternative sublist can have

any of the following formats:

a) Cardinal Utility Valued - The sublist is input

by a judge as a sequence of cardinal utility values, one for each alter-

native. These cardinal values could be performance values, unit profits,

or any other values. In all cases, for this format, the values must be

those in which a higher value denotes a higher rank.

The model converts the input into an ordinal rank order of

alternative-identifying numbers with the order determined by the order

of the cardinal utility values.

b) Ascending Values - The format values will be

those in whi.h a lower value denotes a higher rank. The model converts

the input sulists into an ordinal rank order of alternative identifying

numbers with the order as the inverse of the order of values. The

sublist may be input as a sequence of Julian dates or years. Each

alternative would have one date. The dates represent the time when

the R & D Project will be completed or when the required product will

be produced and operational. The sublist could be input as a sequence

of projected costs for each project or required product. The format

values will be those in which a lower cost denotes a higher rank.

This same input feature also applies to a list that has other cardinal
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utility values in which a small value denotes a higher rank. The

model converts the input sublist data into an ordinal rank order of

alternative identifying numbers with the index order as the inverse

of the order of cardinal values.

c) Ranked Categories of Ranked Alternatives -

The sublist is input as a two-tier hierarchical list in which the

t . categories consist of groupings of alternatives. In this format, both

the categories are ranked and the alternatives within each category

are ranked separately. The intent is to generate a single rank-ordered

list of alternatives. The category priority list is input as are the

priority lists for the sets of the alternatives in each category. The

model converts the hierarchical prioritized list and multiple alterna-

tive lists into a single rank-ordered list of alternative identifying

numbers. The first alternatives in the final list are the rank-

ordered alternatives in the highest priority category. These are

followed, lower on the list, by rank-ordered alternatives in the

second priority category. This process continues until all alternatives

are placed in the final list.

d) Unranked Categories of Ranked Alternatives -

The sublist is input as a two-tier hierarchical list in which the

categories are unranked but the alternatives within each category are

ranked separately. Again, the intent is to generate a single rank-

ordered list of alternatives. The priority lists for the set of

alternatives in each category are input. The model converts the

hierarchical list and multiple priority alternative lists into a single

rank-ordered list of alternative identifying numbers.
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For this format, the categories are assumed to be indifferently

ranked, thereby making each category equal. The first alternatives

in the final list are indifferent (equal) listings of all of the first

place alternatives in each category's alternative list. These are

followed, next lower in rank, by the indifferent listing of all of the

second place alternatives in each category's list. This process

continues until all alternatives are placed in the final list.

e) Ranked Categories of Unranked Alternatives -

Again, the sublist is input as a two-tier hierarchical list in which

the categories consist of grouping of alternatives. In this format,

the categories are ranked but the alternatives within each category

are unranked. Again, the intent is to generate a single rank-ordered

list of alternatives. The priority list for the categories is input.

The model converts the hierarchical prioritized list and multiple

alternative lists into a single rank-ordered list of alternative

identifying numbers. For this format, the alternatives within each

category are assumed to be indifferently ranked, thereby making each

alternative equal within a category. The first alternatives in the

final list are the indifferent (equal) listings of all of the alterna-

tives of the first place category. These are followed, lower on the

list, by the indifferent listing of all of the second place category.

This process continues until all alternatives are placed in the final

list.

f) Unranked Categories of Unranked Alternatives -

Again, the input is the two-tier sublists in which the categories

consist of groupings of alternatives. In this format, neither the

categories nor the alternatives are ranked. Only indifferent lists
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are input. The model converts the hierarchical lists into a single

rank-ordered list of alternative identifying numbers. For this format.

the categories are assumed to be indifferently ranked, thereby making

each category equal. Also, the alternatives within each category are

assumed to be indifferently ranked, thereby making each alternative

equal within a category. The alternatives in the final list are the

equal listing of all alternatives in all categories, since the input

gives no information for any relative differentiation.

2) Characteristics - The input sublists of alter-

natives can also have one of the following characteristics:

a) Complete Sublist - The sublist is input as a

rank-ordered sequence of alternative identifications which ranks all

alternatives of interest to the aggregation problem in question. The

model core accepts this sublist in its initial form.

b) Incomplete Sublist - The sublist input ranks

less than all alternatives of interest to the aggregation problem.

The model may accept the incomplete sublist, as is, for aggregation, or,

upon command, the model may synthetically complete the sublist. The

model first determines which alternatives were not included in the

input sublist. The judge is assumed to be indifferent (equal) concerning

the relative relationship of alternatives not included in the input.

Then, as commanded, the model adds the alternatives not included as

inputs equally, at one level lower rank, to create the synthetically

completed rank order. If otherwise commanded, the alternatives not

included as input can be added equally, at one level higher rank, to

create the beginning of the synthetically completed order. These two

completion alternatives represent the situation where the input
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incomplete alternative's sublist is rated either as better than all

of those alternatives not included or as worse than all of those alter-

natives not included.

c) Threshold List - The sublist is input as an

incomplete rank-ordered sequence of alternative identifications. Also,

input is a specific threshold key alternative and an incomplete

reference rank-ordered list. The model will merge the input sublist

with the reference list using the rank policy that all of the input

list is preferred to the key threshold alternative in the reference

list and all alternatives below the key alternative. By command, the

direction may be reversed where all of the input list is designated

as inferior to the key threshold alternative in the reference list and

all alternatives above the key alternatives. To avoid intransitivites,

the combined list is searched for any duplicate occurrences of the

same alternative. The assumption is made that if duplicates occur in

a rank order, the higher ranked occurrence of an alternative will

prevail. Therefore, the model eliminates the lower ranked of all

duplicates found in the combined list. The final list is a sequence

of nonduplicating alternative identification numbers.

b. Requirements Sublist

The individual judges may rank order lists of require-

ments for products which cause R & D projects, instead of being the

R & D projects. There are not necessarily one-to-one relations

between requirements and projects. One project may directly benefit

several products or one product requirement may necessitate projects

in several areas of R & D.
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1) Formats and Characteristics - Al of the input

formats and characteristics of this Chapter, Section C, for R & D

projects apply equally for requirements. The alternatives in the

inputs can represent projects or requirements. I The model is designed

to accomplish all forms of input conversions for projects independently

of requirements. But before the model can aggregate project rank

orderso all requirement alternatives must be translated to projects.

2) . Translation to Projects Sublists - Requirement

alternatives are translated to project alternatives through a trans-

lation index in the model. The translation index file consists of

equivalency statements between requirements and projects. When one

requirement is equivalent to more than one project, the several joint

projects are each assumed to be equally related to the requirement.

Also, when several requirements are jointly equivalent to one project,

the several joint requirements are each assumed0 to be equally related

to the project.

The model steps through the requirement alternative in a converted

input sublist one-by-onie. Each project in the translation index

replaces its equivalent requirement in the rank-ordered sublist. Where

multiple equivalency occurs, several projects equally replace one

requirement. A new project rank order is thus constructed. But this

new project rank order probably has duplicates, triplicates, etc., of

the same project alternative. Again, the assumption is used that an

R & D project's priority level should be derived from the highest

level at which it is required. Therefore, the model locates all

replications of each alternative and eliminates all but the highest
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occurrence of each alternative. This eliminates intransitive inputs

into the aggregation matrix.

Due to the multiplicity in the translation index, the number of

projects in a translated rank-ordered sublist is unknown until after

each list has been translated and replications eliminated. When

completion of incomplete input lists is required, this is accomplished

in the model for requirements before the translation step. This

sequence of completion, then translation, is derived from the initial

model assumption concerning the independence of each judge. In the

laboratory director scenario, the advisors are independent and frequently

submit their rank-ordered sublists by mail. Also, the translation

index equivalences probably will be developed by laboratory R & D

managers after comparisons of the requirements with technology assess-

ments. An advisor (judge) who ranks requirements has only an indirect

relation to the R & D projects. Therefore, if his sublists are incomplete,

they should be only synthetically completed by the remainder of the

product requirements considered for the aggregation.

2. Weighting Methods

The relative importance and authenticity of each sublist and/or

alternative may be included in the aggregation model by one or more

weight factors applied to the rank-ordered sublists during the aggregation

process. Two general types of weight application methods are in the

model. The decision-maker method applies weight factors quantified by

the decision maker responsible for the aggregation. The judge self-

evaluation method applies weight factors quantified by each of the

judges.
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a. Decision-Maker Weighting Methods

IThe aggregation model has a variety of weighting mecha-

nisms available to the decision maker. Weights can be applied to each

alternative as wi and/or to the rankings of each judge as wj. The same

wi value is applied to a specific alternative every time it appears in

the frequency matrices. The factors, wi and/or wj, are applied as

multiplicative linear weighting factors, exponential weighting factors,

additive weighting factors, or logarithmic weighting factors. Before

applying any specific decision-maker weight, the 1/2 tie-generated

frequency scores and the 1 frequency scores are normalized by multiplying

all judge frequency matrices elements by a uniform 4 factor. This

uniformly applied 4 inflates the vote counts, but eases computation by

eliminating complications caused by exponentials of fractions reducing

all values. Without the 4 bias factor, the logarithmic weight default

value of 1 would drive 0 cell values into an undefined status. This

normalization is beneficial for the exponential and logarithmic weights.

For the Shannon Majority-Rule method, which scores pair majorities,

this constant 4 permits wi and w > 1 to be uniformly applied. The

decision-maker weighting methods in the model are to follow.

The choice of a weighting method is a subjective choice of the

decision maker. The multiplicative and exponential methods are expected

to beused most often. Only one method is used for one aggregation.

1) Alternative Multiplicative Weights - This is a

linear multiplicative method where each alternative, i, is assigned a

weight value, wi. The wi value is multiplied by the i th alternative

entries in the judges' frequency matrices in the Shannon Majority-Rule

method. If xik is the cell value in the judge frequency matrix at the
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intersection of the i th row and the k th column, then the weighted value

for xik becomes X i WiX A

2) Combined Judge and Alternative Multiplicative

Weights- This is a linear multiplicative method with dual weighting

factors. For one factor, each alternative, i, is assigned a weight

value, wi. For the second factor, each judge's total sublist of alter-

natives are assigned another weight, Wj* The vi and wj values are both

multiplied by the i th alternative entries in the judges' frequency

matrices. If Xik is the cell unweighted value for the i,k intersection,

the weighted value, xi , becomes

xi wjwixik

3) Alternative Exponential Weights - This is an exponen-

tial uethod where each alternative, i, is assigned a weight value, wi .

The w, value is applied as the exponential power of the i th alternative

entries in the judges' frequency matrices. If xik is the cell value

for the i,k intersection, the weighted value, xik,' becomes

xik - (xik)w

4) Combined Judge and Alternative Exponential Weights -

This is an exponential method with dual weighting factors. Each

alternative, i, is assigned weight value, wi, and each judge's total

sublist alternatives are assigned another factor, wj. The wi and the

wj values are jointly applied as exponential powers to the i th alter-

natives in the judges' frequency matrices. If xik is the cell value

for the i,k intersection, the weighted value, xk,' becomes
Xik "(zik) WiW .
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5) Combined Alternative Multiplicative and Judge

Exponential Weights - This is a multiplicative and exponential method

with dual weighting factors. Each alternative, i, is assigned weight

factor, wi, and each judge's total sublist alternatives are assigned

another weight, wj. The wi and the wj values are jointly applied with

the wi as multiplicative and the wj as an exponential power to the i th

alternative in the judges' frequency matrices. If Xik is the cell

value for the i,k intersection, the weighted value, Xk , becomes

Swi(xik)wj

6) Combined Alternative Exponential and Judge Multi-

plicative Weights - This is a multiplicative and exponential method

with dual weighting factors. Each alternative, i, is assigned weight

factor, wi, and each judge's total sublist alternatives are assigned

wj. The wi and wj values are jointly applied, with the wj as multi-

plicative and the wi as an exponential power to the i th alternative

in the judges' frequency matrices. If xik is the cell value for the

i,k intersection, the weighted value, X'k, becomes

xi'k = wj (Xik)Wi

7) Combined Alternative and Judge Additive Weights -

This is an additive method with dual weighting factors. Each alter-

native, i, is assigned weighting factor wi, and each judge's total

sublist alternatives are assigned wj. The wi and wj values are jointly

applied as additions to the i th alternatives in the judges' frequency

matrices. If xik is the cell value for the i,k intersection, the

weighted value, X'k, becomes
i

Xik Xik wj
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8) Combined Alternative and Judge Logarithmic Weights -

This is a logarithmic method with dual multiplicative weighting factors.

Each alternative, i, is assigned weighting factor wi and each judge's

total sublist alternatives are assigned wj. The w, and wj values are

jointly applied as multiplicative to the i th alternatives in the

Judges' frequency matrices. Then the logarithm is taken. wi and wj

are restricted to values equal"to or greater than one. If xik is the

cell value for the i,k intersection, the weighted value, Xjk, becomes

Xjk - log [wiwixik]

b. Judge Self-Evaluation Weighting Methods

The quality of a rank-ordered priority aggregation can

be significantly influenced by the variation in each judge's knowledge

of each alternative he chooses to rank. The aggregation model for this

research has provisions for each judge to rate his own expertise about

each alternative in regard to the criteria being used for the ranking.

The self-rating scale may be selected differently for each sublist.

The scale is restricted in that the poorest rating must be zero. The

best rating may be any real number, except zero. Each judge, when

ranking the alternatives, also assigns a self-rating value which repre-

sents an estimate of that judge's expertise on that alternative with

regard to that judge's ranking criteria. The model converts the scale

used to a 0 - 1 scale. The converted self-expertise rating is multi-

plied by the alternative scores for the judge's frequency matrix as if

the self-rating were a multiplicative weight.

The model also provides for those aggregation problems where the

decision maker chooses to disregard alternative rankings by judges who

have low self-evaluation ratings. The decision maker chooses a threshold
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rating, on the 0 - 1 scale. All judged alternatives with converted

self-ratings below the threshold value are purged from the judge sublists.

The aggregation problem continues with the alternatives self-rated above

the threshold. The remaining calculations are those of aggregating

partial sublists with multiplicative weightings for each alternative.

3. Preference Scoring Constants

Most of the majority-rule methods described in Chapter III,

Section A4 and the other literature surveyed can be implemented by

similar array type computations. But the preference scoring constants

of the methods differ. For example, the Shannon Majority-Rule Method

uses

11 if i > k
x(i,k) 1 1/2 if i - k

(0 if k > i

for the frequency matrix and

I1 if iOk
x(i,k) - 1/2 if i - k

(0 if kMi

for the preference matrix. On the other hand, the Copeland Method

uses

xl if i > k
x(i,k) = 0 if k > i

for the frequency matrix (ties not permitted) and

1 if iMk
x(ik) 0 0 if i - k

-1 if kMi

for the preference matrix. Table 3 presents the matrix scoring constants

for the seven majority-rule methods described in Chapter III, Section A.

To permit correlation with literature examples and to allow studies

of the effect of the scoring constants, the model is capable of aggre-

gating the rank orders with any of the four options:
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Frequency matrices with scoring constants of 1, 1/2, 0 or 1, 0,

-1 and preference matrix with scoring constants of 1, 1/2, 0 or 1, 0, -1.

TABLE 3. MAJORITY-RULE METHODS MATRIX SCORING CONSTANTS

Scoring Constants

Majority Frequency Matrix Preference Matrix
Ruleethod i > k i n k k > i i i - k kMi

1. Borda 1 1/2 0 N/A N/A N/A
2. Adjusted 1 1/2 0 N/A N/A N/A

Borda

3. Condorcet 1 1/2 0 1 1/2 0

4. Black's Simple 1 1/2 0 1 1/2 0
Majority

5. Dodgson 1 N/A 0 1 1/2 0

6. Copeland 1 N/A 0 1 0 -1

7. Shannon 1 1/2 0 1 1/2 0

Note: N/A denotes that the constant for the stated conditions
is not applicable.

4. Fuzzy Set Rank Orders

a. Background

The literature survey for this research disclosed that

a new branch of social choice theory has been emerging since 1974. Blin

[70, 71], in 1974, proposed that fuzzy set theory be applied to the

social choice problem of determining group preference. Blin [71] said

that in a fuzzy set problem, multiple observers' opinions are pooled

and somehow aggregated to reach a consensus over some well-specified

event. The model for this research had a limited capability to study

the fuzzy set rank orders that could be obtained from the summed
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frequency matrix of the Shannon Hajority-Rule method. Where permitted

by the problems, the aggregate fuzzy set rank order will be computed

and compared with the Shannon' method preference matrix rank orders.

Blin [70] explained that strict fuzzy pair preerences could be

assigned a value of 1. The strict reciprocal preference would be

assigned a 0. Those less strict would be assigned preference fuzzy

values between 0 and 1. When n individual fuzzy matrices were summed,
*

the resulting value in the cell is nk where k fell between 0 and 1.

The cells in the Shannon Method's summed frequency matrix had

ii similar values which could be written as nk where n is the number of

judge frequency matrices summed and k is an average score for the

judges' preference with k between 0 and 1. Therefore, in this model,

the Shannon Method summed frequency matrix divided by the total number

of judges became the fuzzy set matrix.

b. Analytical Method

The fundamental definitions of a fuzzy rank relation R

were clearly summarized by Buckles [83]. He pointed out that for

complementary cells, xij and xji, an additional fuzzy set requirement

was that x j = 1 - xji. For the fuzzy matrix complement cell values to

sum to 1, the Shannon method rank-order sublists must be complete lists

of unweighted alternatives. Also, Buckles presented the fuzzy set)difference definition, in which the fuzzy set matrix is R and its

transpose is RT. The difference matrix definition is

R - RT . (u(x,y) - u(y,x), if u(xy) > u(yx)0 otherwise

where for u(x,y) quantities x is preferred to y.

To obtain fuzzy preferences, the steps are as follows [83]:

Step 1: Find the set difference, R - RT
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Step 2: Determine the portion of each alternative that is

not dominated.

Let K-D - 1 - max (x1
Let clA , Col A' X , Col A""Xn, ColA )

which means the nondominated value for an alternative, a, in the

(R - R T) matrix is equal to one minus the greater of the values in

Column A.

Step 3: The rank order of the fuzzy set is then the rank order

of the X values in descending order. As an example, let R, the fuzzy

set matrix be

[0I0 0

.8  0.3 0

The transpose would be

0.1 0.8]

T .2 0.7 0

And the difference set would be
0 .91 0 830 0 .

R- RT  0.1 0 0 - 0.9 0 0.3 0 0 0.

0.8 0.3 0 L0.2 0.7 0 [0.6 0 0

Then the nondominated values become

X1
ND . 1 - max (0.6) - 1 - 0.6 0.4

ND
X = I - max (0.8) -0.8-0.2

S3ND - 1 - max (0.4) - 1 - 0.4 - 0.6

The rank order for the fuzzy set values is then

0.6 > 0.4 > 0.2 and the order is 3 > I > 2.

Buckles [83] summarized Bezdek, et al. 160] scalar measures of

fuzzy set matrices, R. The two measures are the average fuzziness

in R, F(R), and the average certainty in R. C(R). The average fuzziness.
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F(R), was proportional to R's fuzziness or uncertainty about pairwise

rankings. The average certainty in R, C(R), averaged the individual

dominance of each district pair of rankings and was proportional to the

overall certainty in matrix R. The equations for F(R) and C(R) are:

F(R) -t(

2

where tr(R2 ) is the trace of the matrixR 2

tr(RR)
C(R) n(n-)

2

where tr(RR ) is the trace of the matrix (RR Also,

F(R) + C(R) = 1

In summary, for complete aggregation problems, the model calculated

the fuzzy matrix, the fuzzy set rank order, and the scalar measures F(R)

and C(R). But the model did not have the sensitivity recommended by

Bezdek [60]. Bezdek said that each judge should make each vote fuzzy.

Instead the model used the total vote for an alternative as fuzzy. Only

the judge self-evaluation model option provided single-vote fuzziness.

5. Aggregation Evaluations

The evaluation methods selected had to accommodate the several

(n > 3) rank orders being aggregated, and the several aggregated rank

order outputs from the different methods. Three Kendall [22J methods

were chosen for the evaluations:

a) Kendall's Coefficient of Concordance Test.

b) Kendall's Circular Triads Analysis.

c) Kendall's Rank Order Consistency Analysis and Test.

The implementation of each into the model will be discussed in the next

sections.
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a. Coefficient of Concordance Test

1) The Coefficient - Kendall's Coefficient of Concordance,

W, was chosen as a measure of the relation among several rankings (n > 3)

of alternatives. Arrow [1] said that Kendall's statistic W may be used

in the same situation in which Friedman's [132] two-way analysis of

variance by ranks test statistic was available. Conover [9] said,

further, that Kendall's W was probably intended as a measure of agreement

in rankings rather than as a test statistic. This interpretation of

Kendall's W coincided with the needs of this research model. The coeffi-

cient of concordance was applied in two ways. First, the method measured

the agreement among the judges' sublists. Second, the method measured

the agreement between combinations of aggregated rank orders obtained

with different majority-rule methods, i.e., Borda, Adjusted Borda, Fuzzy

Set, and Shannon. The first application provided an indication of the

agreement and divergence of the judges, while the second application

provided a measure of the agreement between the final rank order results,

not just the winning alternative, from different majority-rule methods.

The Kendall's W method was limited to sets of rank orders that had the

same length. Therefore, if partial and complete rank orders were aggre-

gated together, a Kendall's W measurement cannot be calculated unless

the incomplete rank orders were synthetically completed.

The rationale of the coefficient of concordance, W, was to serve

as an index of the divergence of the actual agreement shown in the data

from the most perfect agreement [Seigel, 37].

To compute W, first array the rank orders in a table, with the N

judge ranks listed in rows and alternatives in columns. Next find the

sum of the ranks, Rip in each alternative column. The mean sun, Rj, is

calculated by summing the R values for all alternatives and then
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dividing by the number, N, of different alternatives. Next, the devia-

tion from the mean IRi - i1 is calculated for each alternative. Then

the square of these R deviations is sumed into an S value. S, there-

fore, is stated as

N R ER~ 2
S- E N

J-1

Tied alternatives in a ranking caused complications in Kendall's

W computations. Excess numbers of tied ranks in an aggregation tended

to depress the value of W. A correction was available, Kendall [221, to

adjust this effect of excessive tied rankings.

The tied ranking correction and the squared sum of deviations, S,

are used in the coefficient of concordance, W, equation

U- S
2 3 M

(I)M2 (N3 -N) - M E T(T2 )i-1

where M is the number of judges and N is the number of alternatives.

If there are no significant tied ranks, W is

- 2 ,S 3 _ I

2) The Test - Kendall [221 developed methods and

special small N value probability tables to test the hypothesis H 0O

there was perfect disagreement between the judges (there was no concordance

between judges). The test for H varied depending on the value of N0

(the number of alternatives). W varied from 0 to 1. It would be 1 when

the ranks assigned by each judge were exactly the same as those by other

judges. W would be 0 when there was maximum disagreement among the

judges. The test methods also varied with the values of M. The method

steps and tables are in Dobbins [14].
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b. Circular Triads Analysis

Kendall's Circular Triads Analysis [221 was chosen as a

measure of the acyclity of the pair majoritieein the preference matrix

of the Shannon method. In preference matrices of more than three alter-

natives, it was possible to have the majority preferences of three

alternatives aligned to be circular triads. For an example, Kendall

presented a preference matrix example ([22], pp. 145) which would have

a Shannon majority-rule aggregate rank order of A - C > B - E - F > D.

When analyzed internally, it had five circular triads: ACDA, ABDA, AEDA,

AFDA, and BEFB. Triads were counted because, for example, any circular

tetrads must contain two circular triads. Kendall further proved

that the maximum possible number of circular triads is

24 - if N (number of alternatives) is odd,24

and it is

24 if N is even.
i24

The minimum number of triads is zero. He further proved that the maxium

and minimum number of triads can be attained by arrangement of preferences.

j Kendall's equation for d, the number of circular triads in a preference

matrix, consisted of the terms N (number of alternatives) and ai, the

sum of the rows of the preference matrix. The equation for d is

N

SN (N - 1) (N - 2) a (a-_)

The Kendall derivation of d was based on rank orders without tied

pairs (indifference). When a preference matrix had tied pairs, it

caused pairs of ai terms that have fractions. The fractions were always

one-half, i.e., ai is 1.5, 3.5, 6.5, 7.5. When tied pairs existed, the
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sum of the ai was not necessarily

(N) " ( MI', ,

(2, N - 2) 21 (N- 2)! " 2

which is the sum of ai for integer valued, no tied pairs, preference

matrices. To resolve this problem, the model for this research

bracketed the possible d values if fractional pairs of a 's exist. The

steps of the d bracketing method are:

Step 1: Arrange the ai row totals in order of their value.

Step 2: Count the number of fractional ai row totals.

Step 3: Round the upper one-half of each pair of the fractional

ai values upward to their next larger integer values.

Step 4: Round the lower one-half of each pair of fractional

ai values downward to their next smaller integer.

Step 5: Verify that the sum of the rounded ai s equals

1/2 N (N -).

Step 6: Calculate a d value for this rounded set of ai values.

Label this the "lower d" since it will give the lower value of zeta,

the coefficient of consistency yet to be described.

Step 7: Return to the ordered unrounded a 's and round the upper

one-half of each pair of the fractional ai values downward to their

next smaller integer values.

Step 8: Round the lower one-half of each pair of the fractional

ai values upward to their next larger integer values.

Step 9: Verify that the sum of the second rounded ai'a equals

1/2 N (N - 1).

Step 10: Calculate a d value for this second rounded set of a

values and label this the "upper d."
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Step 11: Average the "lover d" and upper d" to form an approximate

d for the matrix with the tied pairs. The approximate d values are not

necessarily Integers, but may be rounded to an Integer.

c. Coefficient of Consistency

Kendall [22] extended the number of circular triad

analyses to a coefficient of consistency, zeta, which related the

calculated number of circular triads, d, to the maximm number possible:

1/24 (N3 - N) if N is odd of 1/24 (N3 - 4N) if N is even. The equation

for the coefficient of consistency is

I 24 if N is odd

zeta 2

I- if N is even.N3- 4N

For no inconsistencies (no circular triads), zeta is unity. As the

number of circular triads increases, zeta approaches zero.

The test method for Kendall's coefficient of consistency varies

with N. Special tables modified from Svestka [40] and Kendall [22],

are in Dobbins [14). The hypothesis tested is H : there is no consis-0

tency in the aggregated rank order. The test for H again varied0

depending on the value of N (the number of alternatives). Begin with

a calculated zeta, and follow the procedures in Dobbins [14].

D. The Model

The generalized model flow to perform the rank-ordered prioritized

list aggregation and analysis for this research is illustrated in

Figure 2. The basic steps in the process are as follows:

1) The aggregation problem is defined, formulated, and input

into the computer code in a form consistent with the model.
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2) The computer program converts all rank-ordered sublists into

its standard format.

3) Each rank-ordered sublist is formed into sublist frequency

matrices.

4) The standardized sublists are analyzed to determine and

significance test their Kendall's concordance, W.

5) The sublist frequency matrices are summed.

6) The row and column totals of the summed frequency matrix are

used to compute the Borda and Adjusted Borda rank orders.

7) Compute the preference matrix from the summed frequency matrix.

8) Compute the Shannon method or Copeland method output rank

order from the sum of the rows of the preference matrix.

9) Compute and test the circular triads and consistency of the

preference matrix.

10) Compute the fuzzy matrix and fuzzy rank order from the sumed

frequency matrix.

The preceding generalized model was used to develop the model

explained in the following two chapters and used for the R & D Project

Prioritization Study.
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CHAPTER V. MODEL IMPLEMNTATION

This chapter gives a sumnary discussion of the computer code

implementation of the ordinal rank order aggregation described in

Chapter IV. The programning computer code structure is described and

the output data format is briefly discussed. The computer code is

listed in the appendix. Extensive instructions and example computer

problems were documented in detail. However, because of the large

volume of material, all but the code listing are published in another

report, Dobbins [14).

A. Model Development Overview

The aggregation of multiple criteria rank-ordered priorities model

presented in Chapter IV was implemented in Extended FORTRAN, Version 4,

on the CDC CYBER 74. The computer used the NOS/BE executive program

and has a 400,000 octal space capacity in its central memory. The

computer facility is located in the Scientific and Engineering Division

of the Management Information System Division of the US Army Kisaile

Command (MICOM). Redstone Arsenal, Alabama.

The code was developed as an experimental program; therefore,

achievement of its maximum matrix size was not a major consideration.

The full potential for this priority rank-ordered method can be realized

when its matrix dimensions are re-optimized for the applied problem of

R & D project prioritization. Instead of the present 100 x 100 matrix

dimension, the more practical dimension may be on the order of 50 x 200

(50 judges with up to 200 alternatives).
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The code design was modularized through the use of subprogrrm

to facilitate phased development, refinements during research, verifi- £

cation, and validation. The thirteen subroutine programs will be

described. Since the design goal of the model was to form and manipu-

late up to 100 x 100 element matrices and to aggregate one-time sublists,

the batch processing mode of computation was chosen as the most practical.

B. Model Code Description

1. Overall Computer Model Steps

The computer model for this research requires large computer

core storage space but operates very rapidly since it does not use

iterative calculations. Further, the model's code design emphasized

flexibility of programming options as well as future operational

flexibility to input and aggregate a wide variety of sublist priority

order styles generated from many ranking criteria.

The flexibility of the model encompasses the wide variety of

sublist formats that have been anticipated, such as requirements lists,

expected operational dates, cardinal data, and the desire to develop

methodology tools to permit exploration research in such areas as fuzzy

set rank orders, preference scoring constants, and comparative aggrega-

tion methodologies. The comparative methodologies include the Borda,

Adjusted Borde, and the Shannon preference majority-rule methods.

a. Flow Diagram

Figure 3 contains a simplified model flow diagram.

A most comprehensive module is the input subroutine. This block of

the code inputs and stores the requirements-to-projects translation

equivalency statements that are expected to be used for a number of

runs. The input also reads and assigns the run and sublist control
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codes for actions such as the matrix scoring constants and the weight

type for the run. Typical sublist controls are alternative identifi-

cations and weights. The input also reads sublist data such as the

ranks and self-evaluation values.

Found within the input subprogram, but functionally separate, is

the conversion of the input sublist alternatives to a standard form.

This includes conversion of cardinal score alternatives to an ordinal

ranking or the conversion of categorized alternatives into single rank-

ordered lists. "Alternative" is emphasized at this phase in the model

since the ranked elements can be either R & D projects or product require-

ments.

Where alternatives are product requirements, the next phase is to

translate those sublists of rank-ordered requirements into transitive j
sublists of rank-ordered R & D projects.

At the completion of the input, conversion, and translation phases,

all sublists are ready to enter the matrix aggregation in a standard

form of transitive rank-ordered lists of R & D projects.

Initially in this second phase, the sublists become sublist

frequency matrices scored by the chosen constants. The same standardized

sublists are used to calculate and test the statistical significance of

the coefficient of concordance.

If weighting and/or judge self-evaluation are included for the run,

the sublist matri;x elements are next normalized by multiplication by 4

and then are weighted. At this phase, the judge self-evaluation

factors become another mltiplicative weight.

The sublist matrix elements, either all weighted or unweighted,

are sumaed into the sumned frequency matrix which contains the sum
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of votes, or weighted votes, that each alternative received when paired

against each other alternative. If there is no judge indifference,

the sum of the values in each row element become the Borda count for

the row (project). With or witl out judge indifference, the sum of the

row element values minus the sum : f the column element values is the

Adjusted Borda count. The model rank orders these counts into the Borda

and Adjusted Borda rank orders.

The summed frequency matrix element values, divided by the number

of judges, becomes the fuzzy matrix, R. From R, the model calculates

the fuzzy measures, F(R), and C(R), and the fuzzy rank order.

The comparison of the complement paired element values in the

summed frequency matrix is the basis for the element values in the Dref-

erence matrix. The preference matrix assigns scores to projects for

the number of majority comparisons they win, tie, or lose. The sum of

the row element values provides the aggregation count for each project.

The model rank orders this count into the aggregation rank order.

The aggregation row counts also provide the inputs for the calcu-

lation of the number of circular triads, D, and the coefficients of

consistency, zeta. The model tests the statistical significance of zeta.

Last, the model can compare any chosen combinations of the final

rank orders (Borda, Adjusted Borda, Fuzzy, or Preference), then deter-

mine and test the Kendall's Coefficient of Concordance for these rank

orders.

The appendix contains a more comprehensive model functional flow

diagram which contains major decision logic nodes.

b. Subroutine Programs

The appendix contains the listing and definitions of

key terms for the aggregation of multiple criteria rank-ordered
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priorities computer code, developed for the report research. The

code structure diagrammed in Figure 4 consists of the main program and

thirteen subroutine program modules as follows:

1) Main Program - DOBBINS - The main program coordinates

all mainstream processing of rank orders through the model. It calls

subroutines in the proper sequence for calculations in a given run based

on user and model-provided controls and data. It writes only the sunmed

frequency matrix and the Borda-type counts and rank orders.

2) Subroutine INPUT - The subroutine reads and coordi-

nates the input controls and data. The subroutine also converts the

sublist alternative data to the standard ordinal rank-ordered format.

INPUT reads the run controls and the sublist controls. It coordinates

the calling of subroutine PRAM which reads sublist ranks, weights, and

self-evaluation data. The self-evaluation rating full scales are

converted to 0 to l,and the specified sublist conversions JCONV 2 to

12 are performed in INPUT. This subroutine applies the self-evaluation

threshold and checks all subroutines for completion. Finally it stores

the converted, unweighted standard form sublists of ranked alternatives.

3) Subroutine PRAM - This is a library subroutine to

enter floating point data in free format form where precise formats

are not practical. In this computer model, PRAM is used to enter the

sublist rank data and the self-evaluation data.

4) Subroutine REQUIR - This subroutine receives

converted requirements sublists from INPUT. It compares each sublist

to the translatL.-_ index that has been sorted and arranged by require-

meet ame. RE£ IR then extracts the projects that match the requirement

to the vublist. A project's rank order is built by insertion of the

gra" d projects for each requirement. REQUIR purges duplications
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from the raw projects rank order, The transitive project sublist is

returned to INPUT.

5) Subroutine FREQ - This subroutine coordinates the

placement of the sublists into sublist frequency matrices and the

weighting of the frequency matrix elements. It further applies the

self-evaluation values to the frequency matrix elements and writes the

sublist self-evaluation frequency matrix.

6) Subroutine MATRIX - This subroutine forms and writes

the sublist frequency matrix for each sublist. The matrices are formed

using the specified matrix scoring constants.

7) Subroutine WEIGHT - This subroutine applies the

specified weighting to each sublist frequency matrix element and writes

the weighted sublist frequency matrix. Before any weights are applied,

WEIGHT multiplies all sublist matrix elements by four.

8) Subroutine PREF - This subroutine forms and writes

the preference matrix, calculates the number of circular triads, D, and

the coefficient of consistency, zeta, and statistically tests zeta. The

subroutine also calculates the bracket and average values for D and

zeta when fractional sums occur in the preference matrix rows. All D,

zeta, and test results are output by this subroutine. The matrix is

formed using the specified matrix scoring constants.

9) Subroutine NDCH - This subroutine is an International

Mathematical and Statistical Libraries (IMSL) program which is used for

the chi-squared probability statistical tests of the Kendall coefficient

of concordance and the coefficient of consistency. NDCH automatically

changes to use the normal distribution approximation, Z, for the high

degree of freedom with the chi-square statistic (dF > 30).
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10) Subroutine ORDER - This subroutine converts a list

of values for a set of alternatives into an ordinal rank-ordered list of

the alternative identifications. ORDER writes the final rank-ordered

list.

11) Subroutine FUZZY - This subroutine calculates the

fuzzy matrix, the measures F(R) and C(R), and writes the Fuzzy project

scores. This subroutine coordinates the forming and writing of the

Fuzzy rank-ordered list.

12) Subroutine CONCOR - This subroutine calculates,

statistically tests, and outputs the results of the coefficient of

concordance for the standard sublists and the final results. CONCOR

also calculates and outputs the intermediate concordance variables

such as the mean and the sum of the squares of the deviations from the

mean.

13) Subroutine COHPARE - This subroutine takes the

final aggregate rank orders from the BORDA, ADJ. BORDA, PREFERENCE,

and, if available, FUZZY methods and compares them two at a time. The

pairs of aggregated lists are sent to CONCOR and evaluated, then control

returns to CCMPARE. When the last pair is evaluated, COMPARE returns to

the main, DOBBINS, and the model terminates.

2. Input to the Computer Model

a. Overview

The inputs to this computer code have been kept relatively

simple compared to the complexity of the model. Inputs are the run

controls, the alternative names, the ranking and rating data which are

entered in free format.
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b. Option Control

Besides the alternative names and numbers, the first set

of cards (one card per alternative) contain the alternative weight factors

and category for that alternative. The second type of single control

*card has integer numerical digits to designate the type weighting technique

(1 through 8), whether the sublists should be completed, the type of

matrix scoring constants for both the frequency and preference matrices,

the self-evaluation control for weighting or weighting and threshold

elimination, and the self-evaluation scale limit value. The third type

control card (one card per judge sublist) identifies the judge, designates

the alternative conversion type, and gives the judge weight factors. The

appendix specifies input data format In greater detail.

c. Data

The sublist ranks and the self-evaluation ratings are

input as separate sets of free format cards. For the sublist rank set,

the sequence of alternative numbers indicates the preference order with

minus signs used to indicate equality or indifference. Each sublist

ends with an asterisk. The sublist self-evaluation ratings are listed

on their cards in an order corresponding to the lexigraphic order of

the alternatives' identification numbers (1, 2, 3, ...etco).

3. Output from the Computer Model

a. Aggregation Rank Orders

The primary output of the computer model for this research

is the aggregated rank-ordered list of R & D projects. The Shannon

majority method produces the baseline aggregation rank-ordered list for

the model. For comparative purposes, the model also produces the Borda-

type rank orders and the Fuzzy Matrlx rank order. To permit run-by-run

verification and analysis of eaek atim t model



outputs the inputs, the sublist matrices (basic, and if appropriate.

the weighted and/or self-evaluation matrices) and the sum of the rows

for the sumed, Fuzzy, and preference matrices.

b. Evaluation Results

The model further provides the results of the evaluation

of the input sublists and the aggregation rank orders. it computes,

statistically tests, and prints the major steps of the Kendall coeffi-

cient of concordance'evaluation of the standardized input sublists. The

statistical tests conclude with statements as to whether the input rank

orders are consistent at the 0.05 and 0.01 significance levels. Again,

for verification and analysis of each evaluation, the model provides the

rank array, the alternative sums, means, the sum of the squared deviations,

tied ranking factor, and the coefficient of concordance.

The model also performs up to six Kendall's coefficient of concor-

dance analyses of all two-rank-order combinations of the four aggregation

rank orders, i.e., Shannon versus Fuzzy, Shannon versus Borda, Adjusted

Borda versus Fuzzy, etc. The output details are the same as those for

the coefficient of concordance evaluation for the input sublists. These

evaluation data provide a measure of the agreement between the various

final aggregations.

The other evaluation parameters are Kendall's number of circular

triads, D, and the coefficient of consistency, zeta, which evaluate

the cyclicity characteristics of the Shannon aggregation rank order.

The statistical tests determine if the tested rank order could have

occurred by chance, instead of by a somewhat consistent preference method.

The appendix contains the program list for the computer model.
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C. Matrix and Rank Order Formation

Once the sublist rank orders are in standardized project alter-

native formats, the computer model forms each into a sublist frequency

matrix that indicates which project is preferred over each other project

by pair comparisons. The summed frequency matrix is the matrix element

addition of the sublist frequency matrices. The preference matrix is

formed from the paired comparisons of each of the summed frequency

matrix element values.

The project scores are computed from the row and column, if appro-

priate, sums of the elements of the summed frequency matrix and the

preference matrix. The model then places the project with the highest

score highest in the rank order and repeats the search for each equal

or lower scored project.

D. Ancillary Processes

1. Weighting

a. Decision-Maker Methods

The model input weighting functions are input as a control

code and weighting factor data codes. The weighting factors are the

weights applied to each alternative, WHI, and the weights applied to

each judge, WHJ. If Alternative a has a WHI value other than 1, every

time Alternative a appears in a sublist frequency matrix, it will be

weighted by the factor WI. If Judge 2 has a WHl value other than 1,

every alternative in Judge 2's sublist will be weighted by the factor

WEJ. If Alternative a is in Judge 2's sublist, it will be dual-weighted

by WEIl and WHJ.

b. Judge Self-Evaluation Methods

The judge self-evaluation (JSE) methodology is imple-

mented as a weighting scheme. JSE is controlled by the MM!! code in
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the control card, as follows:

MATR - 0 - No JSB.

MATR - 1 - The JSE factors are applied to all ranked alternatives.

No threshold is applied.

MATR - 2 - The JSE factors are applied to all ranked alternatives.

A threshold is applied that purges all ranked alternatives with JSE

ratings below the threshold value which is input as a THLD value.

2. Evaluation Techniques

No controls are necessary to obtain evaluation of the input

rank orders. The final aggregation rank orders are comparatively

evaluated by the coefficient of concordance method for each combination

of final rank orders that is calculated by the model. The evaluation

and test calculation techniques are described in Chapter IV and Dobbins

614].
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OIAPTER VI. MDDEL VERIFICATION AND VALIDATION

This chapter contains the verification and validation of the

computer model, including sample numerical validation problems.

A. Verification

1. Model Design and Test

Verification that the rank-ordered aggregation computer model

was implemented properly in the computer code was accomplished through

the modular design of the code, unit testing of each subroutine, phased

buildup of the computer model with tests after each phase was added,

running a series of test problems for comparisons of computer model

output with hand-calculated results, and a final exercise of all options

in the program.

Extensive model validation in the sense of running large aggrega-

tion rank-ordered priorities problems was not possible due to the lack

of available problems with known solutions using any of the four

majority-rank methods that are built into the computer model. Valida-

tion of portions of the model options against moderate-sized known

problems with solutions from the literature was accomplished. Some of

the special features of this model, such as weighting, fuzzy rank orders,

and judge self-evaluation were validated by calculated extensions from

matrix aggregation methods confirmed against the literature.

2. Verification Demonstration

The computer model's flexibility was verified and demonstrated

in Dobbins (14) through the exercise of most of the computation options
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for a single set of partial sublist rank orders, a set of alternative

and judge weights, and a set of self-evaluation ratings.

B. Model Validation

Computer model validation was accomplished by comparing results

of the computer model to results for examples found in the literature.

The literature often gave only winners for the method employed. The

validation was divided into areas of method emphasis in the literature

examples as follows: Borda and Adjusted Borda; Borda, Condorcet, and

Black; Borda,. Condorcet, Black and Copeland; Copeland; Shannon pref-

erence and others; and special purpose examples to validate other model

areas such as tied data and evaluation tests. Each case in Tables 4

through 9 presents selected literature examples, published results,

comparable results from the computer model, and additional model results.

A total of 46 literature cases was validated, but only 13 are in this

report. All 46 validation cases are published in Dobbins (14).

All six tables have the same format. The left one half of each

table page is quoted from the literature. First, the reference

identification is listed; then the example sublist rank orders are shown.

Last, key answers from the literature are given. The right one half

of each table page contains results from aggregating the literature

example sublists in the computer model. The upper left portion of the

computer model side of the page contains the various final rank orders

as computed. The upper right portion of the model side of the page

contains the results of the coefficient of consistency testing of the

preference matrix. The lower portion of the model side of the page

contains coefficient of concordance results for the sublists and for

selected pairs of final aggregation results.
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For Case 1 of Table 4, Richelson presented X as the Bords winner

which was in agreement with both computed Borda orders. In Case 2, the

literature example gave the Borda and the Adjusted Borda counts. For

Case 2, where there were no ties in the sublist ranks, the computer

data fully agreed with the literature examples.

For Case 2, the asterisk (*) at the sublist concordance results

denotes that the examples indicated contained repetitions of sublists.

For these cases, the repetitions of sublists were input as multiplicative

judge weights (W). The rank orders were the same but the sublist

concordance data were based on single occurrences of each type of sublist.

It was concluded that the model adequately represented the Borda and

Adjusted Borda majority-rank methods.

For the cases of Table 5, for Borda, Condorcet, and Black method

examples, the Borda results were computed, and the Condorcet results

were observed by scanning the rows of the preference matrix for zeros.

If a zero (other than on the main diagonal) existed, then the alternative

did not have a majority over all other alternatives, which is the

Condorcet criterion. The Black answer is the Condorcet winner if one

exists. If a Condorcet winner did not exist, the Black winner is the

Borda or Adjusted Borda winner. A strong Condorcet winner is one that

beats, not ties, all other alternatives. For Table 5, computed results

for both cases agreed with the literature examples. For Case 2, the

Borda count values were also given in the literature and were in agree-

sent with the computer model results.
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For the cases of Table 6, the Copeland results were obtained as

the preference order of the model when 1, l/2, 0 scoring constants

were used for the frequency matrices and 1, 0. -1 scoring consftnts were

used for the preference matrix. The other results were obtained as in

Table 5. Cases 1 and 2 of Table 6 have total correspondence between

literature and computer results from the rank-ordered aggregations.

The model is validated for the Copeland method. Both cases in Table 7

have Copeland results from the literature and the model that fully agree.

Case 1 of Table 8 has full agreement between the literature

examples and the model results. In Case 2, the rank orders agreed but

the sublist concordance figures differed because of an error in the sum

of the ranks for the F alternative. Dr. Shannon, author of Case 2, told

4. of the error during a class lecture. Both cases in Table 8 validated

the Shannon preference method in the model.

Table 9 presents special cases to validate specific functions in

the model. Case 1 is a Kendall example to illustrate the ties

correction calculation of the coefficient of concordance when signif-

icant ties (indifferences) were in the sublists. The literature example

and the model computation of Case 1 agreed completely.

Case 2 is a Kendall example to Illustrate the nmber of circular

triads (D) and coefficient of consistency (zeta) computations. The

literature example began with the preference matrix and continued to

the completion of the consistency evaluation. The literature example

and the model computation of Case 2 agreed.
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Case 3 is another Kendall auple to illustrate the calculation of

the Kenda's coefficient of concordance, W. The literature zaimple

and the model calculation of the mean, the square of the deviation, and

the coefficient of concordance all agreed.

In sumary, the literature cases and model results in the six

tables represent a reasonable validation of the model.
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CHAPTER VII. R & D PROJECTS PRIORITIZATION STUDY

This chapter contains a case study of the application of the

ordinal rank order aggregation method and model. The problem is that

of establishing the prioritization of R & D projects.

A., Overview

The objective of this research has been to develop a methodology

to aggregate multiple sourced rank-ordered lists of product requirements

and R & D projects into a single list of rank-ordered R & D projects.

In this chapter, the methodology toward this objective will be demon-

strated. The methodology will employ the aggregation computer model

described in previous chapters. The Shannon majority-rule preference

method will be used for the final rank-ordered list of projects. The

input sublists of ordinal product requirements and R & D projects will

be used and documented in this chapter. The demonstration study will

aggregate at least thirteen sublists for 95 R & D projects

(alternatives). The requirements sublists will rank 44 product require-

ments. The sublist frequency matrix and weighted sublist matrix each

require seven computer printed pages for the 95 x 95 matrices. There-

fore, the approximately 182-page total computation printing for the

sublist matrices will not be included in this report. Complete

problem computation examples can be found in Dobbins (14) for a

smaller dimensioned problem. Sample sublist data and summary results

will be included for the R & D project demonstration study.
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To avoid any national security concerns, the names and the

correct identification numbers of the individual product requirements

and R & D projects will not be used. A typical, fictitious product

requirement would be R601, to obtain a new hand-held, 10-k. range

antipersonnel, all weather rocket-propelled weapon system. A typical,

fictitious R & D project would be: PGD-65, to develop the technology

to locate, identify, and guide a missile to the personnel targets at

night in rain, fog, and moke. It could be determined that PGD-65 mas

the only R & D project necessary to develop product requirement R601.

If that were the case, then

R601. = PGD-65.

would be the translation index for R601 and PGD-65. The translation

index permits translation of requirements rank-ordered lists into

R & D project rank-ordered lists.

B. Computation Inputs

To perform the R & D project prioritization demonstration, several

sublists of judge rank orders must be input into the model. The

characteristics of the laboratory management environment and the sublists

will be described as each is given. The necessary controls for study

and for the translations from requirements will be described. Last,

the weighting technique and values will be discussed.

1. Sublists Data

The R & D laboratory is faced with multiple sources of

suggested rank ordering of its R & D projects. These sources include

requirements studies and other documents, headquarters manaSment, and

the local laboratory management. The laboratory director, as the

formal decision-maker, must evaluate each sublist source and each
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alternative to determine what special emphasis should be given to

each. The alternatives are considered of equal special emphasis for

purposes of this prioritization study. Therefore, each alternative is

given an equal alternative weight of one. The judge sublists are

given judge weights corresponding to their sources. For example, each

directorate manager's sublist has a weight of five, while the laboratory

director's sublist has a weight of ten.

a) R & D Projects Sublists

The laboratory director has his own preferences for the

rank-ordered priorities of this R & D projects. In an autocractic

organization, that list would prevail and this study would be a mute
effort. But in a participatIvely managed organization, the director

i
will choose to give reasonable consideration to the recommendations of

his inferior managers as well as those of his superiors.

The alternative R & D projects have been numbered with index values

from 1 to 95. Each alternative project has a weight of one. In

addition, each project is identified as a mamber of a technology

category. In the prior example for PGD-65, the GD symbols represent

the technology category for this project. The laboratory director

concentrates his attention on the management, balance, and resources

of the technology categories, while the directorate managers concentrate

on managing the projects within a category. Therefore, the laboratory

director's sublist will be a rank-ordered list of the technology

categories. The model will use this ranked category list, with its

corresponding projects, to develop a single list of projects for the

director. The study will include the option case where he considers

the projects as unranked within each category, and the option case
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where he accepts the directorate managers recomendations for the project

rankings within each category. The laboratory director's technology

category preferences are listed In Table 10.
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TABLE 10. LABORATORY DIRECTOR'S SUBLIST

Category Category
Rank Index Indentification

1 1 ES
2 2 GG
3 3 ET
4 5 GD

5 6 DS
6 7 KP
7 4 EHG

Each directorate manager ranked the R & D projects within his

category. The sublists for each category manager are listed in Table 11.

TABLE 11. CATEGORY MANAGER'S SUBLIST

Category ES

Project Project
Rank Index Indentification

1 1 PES-1
2 2 PES-2
3 3 PES-3
4 4 PES-4
5 5 PES-5
6 6 PES-6
7 7 PES-7
8 8 PES-8
9 9 PES-9

10 10 PES-10
11 11 P1s-11
12 12 PES-12
13 13 PES-13
14 14 PES-14
15 15 PES-15
16 16 PES-16
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TABLE 11. (corINUuM)

Category GG

Project Project Project Project
Rank Index Indentification Rank Index Indentification

1 17 PGG-17 20 36 PGG-36
2 18 PGG-18 21 37 PGG-37
3 19 PGG-19 22 38 PGG-38
4 20 PGG-20 23 39 PGG-39
5 21 PGG-21 24 40 PGG-40
6 22 PGG-22 25 41 PGG-41
7 23 PGG-23 26 42 PGG-42
8 24 PGG-24 27 43 PGG-43
9 25 PGG-25 28 44 PGG-44

10 26 PGG-26
11 27 PGG-27
.12 28 PGG-28
13 29 PGG-29
14 30 PGG-30
15 31 PGG-31
16 32 PGG-32
17 33 PGG-33
is 34 PGG-34

19 35 PGG-35

Category ET Categor, GD

Project Project Project Project
Rank Index Indentification Rank Index Indentification

1 45 PET-45
2 46 PET-46 1 58 PGD-58
3 47 PzT-47 2 59 PGD-59
4 48 PET-48 3 60 PGD-60
5 49 PzT-49 4 61 PGD-61
6 50 PET-50 5 62 PGD-62
7 51 PET-Si 6 63 PGD-63
8 52 PET-52 7 64 PGD-64
9 53 PET-53 8 65 PGD-65

10 54 P1r-54 9 66 PGD-66
- G 10 67 PGD-67

atelury ,EG ,11 68 PGD-68
1 55 PEKG-55 12 69 PGD-69
2 56 PEHG-56 13 70 PGD-70
3 57 PEHG-57 14 71 PGD-71



TABLE 11. (CONCLUDED)

Category DS Category KP

Project Project Project Project
Rank Index Indentification Rank Index Identification

1 72 PDS-72 1 83 PKP-83
2 73 PDS-73 2 84 PKP-84
3 74 PDS-74 3 85 PKP-85
4 75 PDS-75 4 86 PKP-86
5 76 PDS-76 5 87 PKP-87
6 7.7 PDS-77 6 88 PKP-88
7 78 PDS-78 7 89 PKP-89
8 79 PDS-79 8 90 PKP-90
9 80 PDS-80 9 91 PKP-91

10 81 PDS-81 10 92 PKP-92
11 82 PDS-82 11 93 PKP-93

12 94 PKP-94
13 95 PKP-95

The laboratory director's staff, from its more analytical viewpoint

than the director's, ranks the projects. The top thirty itmes sublist

for the laboratory staff are listed in Table 12.

TABLE 12. LABORATORY STAFF SUBLIST

Project Project
Rank Index Rank Index

1 1 16 95
2 3 17 62
3 4 18 50
4 2 19 47
5 7 20 49
6 45 21 44
7 59 22 32
8 72 23 27
9 80 24 28
10 78 25 24
11 79 26 22
12 83 27 15
13 89 28 10
14 92 29 6
15 94 30 11
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Several tri-service cmnittees mist which study restricted arms

of DOD technology activities and make recaendations to improve the
effectiveness and efficiency of tecbology edvancenet efforts of the

DOD laboratories. These recomendations also Identify and reeedy

overlap and balance between laboratories. In this dmonstration study,

the laboratory director has been provided a recomended priority list

* for his laboratory's projects by the DOD trn-service Terminal Guided

Submunitions (TGOS) Comittee and the DOD Antitank Guided Manitions

(ATG1O Comittee. The sublists for the TGSM Comittee and the ATGh

Comittee are listed in Table 13.

TABLE 13. TGSM COMMITTEE SUBLIST

Project Project Project
Rank Index Rank Index Rank Index

1 2 7 4 13 27
2 45 8 5 14 28
3 49 9 10 15 54
4 51 10 12 16 6
5 46 11 11 17 14
6 47 12 15

ATGM COMMITTEE SUBLIST

Project Project
Rank Index Rank Index

1 2 7 28
2 1 8 12
3 7 9 83
4 47 10 87
5 17 11 95
6 27 12 93
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The laboratory director, as the decislon-maker, determines the

weights to be applied to each judge's sublist. The weights vil be

applied by weighting type two which Is multiplicative. The weights

for the judges who prepared R & D project sublists are In Table 14.

TABLE 14. PROJZCTS JUDGE'S WIGHTS

Weight
Judge (WTJ)

Laboratory Director 10

Category ES Manager 3

Category GG Manager 3

Category ET Manager 3

Category EHG Manager 3

Category GD Manager 3

Category DS Manager 3

Category KP Manager 3

Laboratory Staff 5

TGSM Comittee 5

ATGM Committee 5

2. Requirements Sublists

Two requirements priority lists are available for the

decision maker to use in this R & D projects prioritization study. The

alternative product requirements have been numbered with index values

from 1 to 44. Each alternative requirement has a weight of one. In

addition, each requirement is identified as a number of a requirement

category.
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IC
One requirements sublist, IND-ST CON, rank orders all of the

requirements based on one categorization of ultimate utilization. The

sublist for BDP-ST CON Is listed In Table 15.

TABLE 15. BDP-ST COM REQUIREWMTS SUBLIST

Requt. Requt. Requt. Requt.
Rank index Ident. Category Rank Index Ident. Category

1 1 R101. 23 23 R401.00I 4

2 2 R106 1 24 24 R401.00 4

3 3 R108. 1 25 25 R401.00N 4

4 4 R204. 2 26 26 R402 4

5 5 R213. 2 27 27 R404 4

6 6 R301. 3 28 28 R405 4

7 7 R302.OOA2 3 29 29 R501.7 5

8 8 R302.00E2 3 30 30 R502.2 5

9 9 R303 3 31 31 R601 6

10 10 1304 3 32 32 R602. 6

11 11 R305.OOF 3 33 33 R603 6

12 12 R306 3 34 34 R604 6

13 13 R307 3 35 35 R606 6

14 14 R309 3 36 36 R607 6

15 15 R310.001 3 37 37 R609 6

16 16 R310.00K 3 38 38 R610 6

17 17 R312.OOB 3 39 39 R611 6

18 18 R313.OOA 3 40 40 R612 6

19 19 R401.OOA 4 41 41 R615 6

20 20 R401.00B 4 42 42 R616 6

21 21 R401.OOC 4 43 43 R701.8 7

22 22 1R401.009 4 44 44 R802 8

5
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In the prior example for R601, the 60 integers represent the

requirements category. In the requirements sublist, ST, which uses
,

cateSpries, the requirements categories (1 through 8) are unranked and

considered equal. The requirements within each category are ranked.

The sublists for each requirements category are listed In Table 16.

TABLE 16. REQUIREMEMTS CATEGORY SUBLISTS

Category ST1 Category ST2

Project Project
Rank Index Rank Index

1 1 1 4
2 2 2 5
3 3

Category ST3 Category ST4

Project Project
Rank Index Rank Index

1 6 1 19
2 7 2 20
3 8 3 21
4 9 4 22
5 10 5 23
6 11 6 24
7 12 7 25
8 13 8 26
9 14 9 27
10 15 10 28
11 16
12 17
13 18
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TABLE 16. (cOuCLUDED)

Category ST5 Category ST6

Project Project
Rank Index Rank Index

1 29 1 31
2 30 2 32

3 33
4 345 35
6 36
7 37
8 38
9 39
10 40
11 41

__2 42

Category ST7 Category ST8

Rank Project Project
Rank Index Rank Index

1 43 1 44

The decision-maker also assigned weight for the requirements

judges. The weights are given in Table 17.

TABLE 17. REQUIREMENTS JUDGE'S WEIGHTS

Sublist Weight (WHT)

BDP-ST COM 10

ST 7
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2. Computation Option Controls

a) Options

1) Weights - The multiplicative weighting method

(Wa - 2) was chosen for this study with the alternative weights equal

to one and the judges' weights input as integers. Though the other

methods were considered, the multiplicative was chosen for convenience

to the decision-maker.

2) Completion - Most sublist inputs for this study

are incomplete since most Judges chose to rank the projects or require-

ments which related to their areas of specialization. The study, using

JCONV 3, will consider an alternative case where all sublists are

completed by adding all unranked alternatives as equal and lower rank

than the list. This will give a comparison with the uncompleted case

to determine if any alternatives are moved to other sections of the

final priority list.

3) Conversions - The data for this study required

conversion for two Ablists. The laboratory director's sublist will

be one of ranked R & D project categories. The study will examine

both the case where the director considered the projects equal in each

category and the case where the director accepted the rankings of each

category manager.

The second conversion will be that for requirements where the

categories are unranked, but the requirements within each category are

ranked. In each case above, the model will convert the categories and

their alternatives into single prioritized sublists.
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b) Translation Equivalences

1) Methodology - Translation of the ranked requirements

sublists into equivalent project sublists required several steps. First
3.

each requirements sublist was converted into the standard form, but with

index integers for requirements.

Usingia separate model, the single equivalency statements were

input, searched, and compiled in groups by requirements. Over 240

equivalency statements were used in the translation index for this study.

Table 18 contains examples of the input translation equivalency state-

ments. Table 19 contains the arranged list of statements stored for

access in structuring the translated projects sublist. When the standard

requirements sublist was translated, each sublist element was replaced

by all of the projects which are shown to be equivalent to that require-

ment. When multiple projects replaced one requirement, they were

considered equal and indifferent. After the substitution step, the

translated projects list was purged of all duplicate projects after a

project first appeared in the rank order. The resultant standard

projects sublist was aggregated like the input projects sublists.

2) Data Sample - Table 18 in the previous section,

provides a sample of the data input as equivalency statements. The

translation index has approximately 250 statements for this study.
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TABLE 18. TYPICAL TRANSLATION EQUIVALENCY STATEMENTS

R.301 sPES-01

R302.00A2 PES-ol

R.301 PES-02

* 1 R204 PES-02
R401.OOA PES-02

R.601 sPES-03

R604 =-PES-03

R.204 EPES-04

R.301 B PES-04

R401.00A PES-04

R301 PES-05

R606 PES-06

R.301 PES-07

R.606 PES-07
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TABLE 19. TYPICAL STORED TRANSLTION STATEMS

R204 E PES-02

R204 PES-04

R.301 5PES-01

R301 SPES-02

1.301 -= PES-04

R.301 BPES-05

R301 BPES-07

R302.00A2 sPES-01

R401.OOA E PES-02

R401.OOA. S PIS-04

R.601 E PES-03

R.604 S PES-04

R.606 5PES-06

R606 SPES-07
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C. Computation Outputs

. Aggregated Rank Orders I

The R & D prioritization study was calculated as cases. In

Case 1, the laboratory director considered each technology category

project as unranked and the sublists are not synthetically completed.

Table 20 presents the final R & D projects ranks rank order for Cases 1L

and 2. In Case 2, the laboratory director accepted the technology

category projects prioritization by his junior managers. Also, in Case

2, all sublists were synthetically completed.

2. Evaluations

The number of circular trials and coefficients of consistency

were computed for Cases 1 and 2. The coefficient of concordance was

computed for the Case 2 (completed) input sublists. Table 21 contains

all evaluation data for this study.

3. Analysis

The outputs in Tables 20 and 21 show that the conditions

differing between these cases, namely synthetic completion, made only

minor adjustments to the positions of the alternatives in final rank

order. The sublist rank orders were all tested as significantly consis-

tent, but the output PREF Case 2 rank order was 0.05 significantly in

concordance.

Except for Projects 55, 56, and 57, the laboratory director's

preferences fell in lexigraphic order. The effect of the aggregation

in Cases 1 and 2, Table 20, is illustrated by the relatively high ranking

of Projects 47, 27, 28, 83, and 95 and the relatively low rankings of

Projects 3, 10, 23, and 14 as compared to the lexigraphic order.
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TABLE 20. FIM PREFERECE RANK OERS
R & D PROJECTS STUDY-CASES 1 AND 2

Project Index Project Index
Rank Rank
Order Case 1 Case 2 Order Case 1 Case 2

1 2 1 23 20 29

2 1 2 24 21 32

3 4 4 25 25 30

4 7 5,7,47 26 26 31

5 47 6 27 29 33

6 5,12 3 28 30 34

7 11,15,27 12,27 29 31 35

8 28 11,28 30 10 36

9 6 9,15 31 33 37

10 9 17 32 34 38

11 13 13 33 35 39

12 17 16 34 36 40,46

13 16 18 35 37 41,83

14 3 19 36 38 44

15 44 20 37 39 42

16 32 22 38 40 43

17 24 21 39 41,83 51

18 22 24,45 40 42,51 48,23

19 45 25 41 43,46,95 8

20 18 49 42 48 95

21 19 26 43 59 59

22 49 10 44 52 52
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TABLE 20. (OCLED)

Project Index Project Index

Rank Rank
Order Case 1 Case 2 Order Case 1 Case 2

45 8,53 53 68 76 76,94

46 62 58 69 77 77

47 58 62 70 14 72

48 60 60 71 91 14

49 54,61 61 72 78 78

50 63 54 73 72 91

51 64 63 74 79 73

52 65 64 75 73 79

53 66 65 76 74 74

54 67 66 77 87 87

55 23,68 67 78 93 90,92

56 69 68 79 90 93

57 70 69 80 92 55

58 71 70 81 55 56

59 81 71 82 56,57 57

60 89 89 83 88 88

61 82 84 84 -- --

62 80 80 85 ....

63 84 85

64 85 86

65 86,94 81

66 75 75

67 50 50,82
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TABLE 21. EVALUATION TESTS RESULTS
R & D PROJECTS STUDY

Case 1 Case 2

Number of Circular Triads, D 1836 2907.5

Coefficient of Consistency, Zeta 0.949 0.919

Significant to 0.05 Level Yes Yes

Significant to 0.01 Level Yes Yes

Coefficient of Concordance:

Mean 624

Sum of Deviations Squared 543,098.

Sum of Ties Factor 500,076.

Coefficient, W1  0.097

Number of Judges 13

Number of Alternatives 95

Chi-Squared 119.1

Degrees of Freedom 94

W Significant to 0.05 Level Yes

U Significant to 0.01 Level No

124



a

D. Study Results

1. Specific Problems

Several problems had to be satisfied for this study. Firs,

the dimensions of the model arrays had to be resized to handle the

unpurged steps within the requirements translation phase. After purging

duplicate projects, the 100 by 100 dimensions were adequate. Also, the

alternative Index dimensions had to be extended because the requirements

element indexes were different and in addition to the project elements.

All dimensions could not be freely enlarged because the computer model

was approaching the maximum capacity of the computer facility.

A concern of this study, and any future real life studies of this

nature, is for the decision-maker to establish an appreciation and feel

for the sensitivity of the aggregation results to levels of weighting.

For example, is a weight ratio of 10 to 5 appropriate between the

director's weight value and that of his staff? Possibly 10 to 7 or

even 50 to 5 would more accurately depict the decision-maker's judgment.

Table 22, presenting no weight versus weighted results, was used to

obtain the appreciation for the weight's sensitivity. For example, the

rank positions of Projects 14, 23, 83, and 89 differ noticeably between

the weighted and unweighted versions of Case 1, due to relative effects

of sublist ranks.

2. Methodology

The methodology used for this R & D projects prioritization

study was quite flexible in that it permitted easy changing of the run

option controls. The model was effective and efficient in that a full

run for this study required less than one minute's computer operating

time to obtain thorough results. As is evident in this 95-project



study, aggregat ion of several long rank orders would be Impractical and

virtually Impossible vitbout a computer model and a large computer.
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TABLE 22. EFFECTS OF WEIGHTS R & D PROJECTS
STUDY CASE 1

Projec Index ProJect Index
Cae3Rank Case 3 e-

Ore ae1No Wt.. Order Case 1 No Wts.

1 1,2 23 20 46

21424 21 44,51

3 4 7 25 25 25

4 7 47 26 26 26,59

5 47 45 27 29 29

6 5.12 27 28 30 30

7 11,15,27 12,28,49 29 31 31

8 28 5 30 10 33,62

9 6 3,6,15 31 33 34

10 9 11 32 34 35

11 13 17 33 35 36

12 17 83 34 36 37

13 16 95 35 37 38

14 3 9 36 38 39

15 44 13,22,24 37 39 40

16 32 16 38 40 41

17 24 32 39 41.83 89

18 22 18 40 42,51 42

19 45 19 41 43,46,95 43

20 18 10 42 48 8

21 19 20 43 59 48

22 49 21 44 52 52

127



TABLE 22. (CONCLUDE))

Project Index Project Index

Rank Case Rank Case 3
Order Case No Wts. Order Case 1 No wts.

45 8,53 53 68 76 86

46 62 23 69 77 77

47 58 58 70 14 78

48 60 54 71 91 79

49 54,61 14,60 72 78 91

50 63 61 73 72 73,87

51 64 63 74 79 74

52 65 64 75 73 92,93

53 66 65 76 74 90

54 67 66 77 87 55

55 23,68 67 78 93 56

56 69 68 79 90 57

57 70 69 80 92 88

58 71 70 81 55 --

59 81 50 82 56,57

60 89 71 83 88

61 82 80 ....

62 80 81

63 84 82

64 85 84,94

65 86,94 75

66 75 85

67 50 72,76
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3. Study Conclusions

This prioritization study of R & D projects has demonstrated

that the model can be used effectively to aggregate long rank-ordered

sublists of R & D projects. It further demonstrated that the model

can convert and translate rank-ordered sublists of product requiriments

into equivalent sublists of R & D projects which are then aggregated

" with the other sublists of R & D projects.

The study did show that deliberate, subjective, and problem peculiar

decisions must be made in preparing the inputs and especially in selecting

the options. As previously mentioned, the desired level of weight

sensitivity must be established. When categorized data exist, the judge

who ranks the categories must determine whether he is indifferent

between projects within a category or whether he will accept the within-

category project ranking of someone else, such as a junior manager

specializing in that category. If judge self-evaluation is not used,

the judge who develops a partial sublist must decide whether he is

indifferent between the remaining projects. If he is indifferent, he

can choose for the model to complete the sublist synthetically. If he

is not indifferent between the remaining unranked projects, then he

probably should not have the sublist synthetically completed.
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CHAPTER VIII. SUMMARY AND RECCOMENDATIONS

A. Concluding Summary

The literature search for this research determined that few articles

have been written related to R & D resources management prioritization

through an ordinal aggregation process. But there is an extensive body

of literature on the more general field of social choice for political

science, social science, and economics. This research analyzed this

large body of material and presented the literature sumary by structuring

it into time-phased thrust areas.

Numerous methods have been documented to aggregate rank-ordered

sublists. Many of the methods have characteristics that prohibit their

use for the objectives of this research. Many of the potentially usable

methods employed a majority rule. Only a few pieces of literature

compared aggregation methods, and even fewer articles evaluated and

selected between methods for specific applications. This research

identified seven promising majority-rule methods and classified them

for their usefulness in the specific application of multiple Judge, no
feedback, ordinal prioritization of R & D projects.

A model was developed and coded on a large computer to accomplish

the sublist aggregation, weighting, hierarchical conversions, require-

ments translation, and results evaluations. The coded model has been

verified. Validation has been successfully performed against 46

examples from the literature of which 13 are included in this report.

The model was then demonstrated for an extensive R & D projects

prioritization study.
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Fuzzy set rank-order methodology was briefly explored and added

to the model for an alternative final aggregation rank ordering. The

methodology employed was too insensitive for many of-the cases computed.

The fuzzy set method would rank many alternatives as indifferent when

the other three methods developed preference orders between the same

alternatives.

* B. Research Accomplishments

In reflection on the research reported in this report and

Dobbins [13, 14], several findings and accomplishments are apparent.

First, this research demonstrated how a field of knowledge, namely,

social choice, possesses applicability to engineering management situa-

tions. This phenomenon stimulates the question of which other fields

of knowledge are being actively developed in another area that could be

of direct benefit to engineering management.

This research demonstrated the practicality and limitations of

several majority-rule methods that can be used to aggregate ordinal

rank orders. Although extensive theoretical research has strived and

generally failed to find aggregation methods that always give intransi-

tive results, for the realistic rank order problems examined, intransi-

Itivity was not an impediment.
Specifically, this work has shown that diverse and complex R & D

management priority lists can be aggregated into a useful single rank-

ordered list. A real life example was studied where 13 sublists with

95 projects and 44 requirements were successfully aggregated.

Finally, this researcher has been rewarded by the sense of accom-

plishment of progressing through all of the steps of a full research

project.
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C. Recomendations for Future Investigations

1. Methodology

Through the conduct of this research, certain methodology

questions recurred which were interesting, but outside of the specific

scope of the research.

Black [4] developed a concept he named the single-peakedness

criteria for rank-orders. Theoretical studies have shown single-

peakedness to be a condition that can be directly associated with transi-

tie rank orders. But none of the literature located gave specifics on

the application of the single-peakedness criteria to rank order aggre-

gation problems. Logic can be developed to evaluate the monotonic

characteristics along an order as compared to a reference sequence of

the alternatives. What is not obvious is how one can efficiently

determine the reference sequence that will allow all sublists to be

single-peaked. If a method is not developed, then all sequence combi-

nations of the alternatives must be evaluated before an answer can be

given. Single-peakedness methodology is further aggravated by indiffer-

ences (ties) or partial sublists.

, ;A promising majority-rule method was attributed to Copeland by

Goodwin in Thrall [41]. After intensive library and personal inquiry

* ,to Copeland's family, a copy of Copeland's memo has not been obtained.

Another recommended topic for further study would be to search further

to obtain a copy of Copeland's memo and determine why several papers in

the literature stated that it was limited to sublist rank orders with

no indifference (ties).

The fuzzy set rank-order methodology which was included in the model

frequently gave rankings that were too insensitive to differences in
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rank between two or more alternatives. Further study could determine

what number of alternatives and number of judges would make fuzzy set

rank orders adequately sensitive.
*Ii

2. Model and Comfuter Code

Several areas also exist for further research work to improve

the modeling and computer coding for the aggregation of rank orders.

The dimensions of the computer code arrays are limited by the

computer capacity. With no significant changes in the model, the present

100 x 100 dimension limit could be enlarged to 125 x 125 or perhaps

140 x 140, but little further. The beneficial solution would be a

computer code that was not dimension limited. The approach might be to

develop a computer code that will progress through very large matrices

one section at a time until all sections are computed. This type of

modification might permit the model from this research to be used for

aggregation of rank-ordered preferences of segments of the population.

The present model, to minimize data storage requirements, does not

hold input sublist data as the computations progress through the arrays.

This space saving requires that all data be re-input for each problem

even if only a single control value changed. Again, extended space

capacity could remedy this input data repetition requirement. Further

research might find other remedies.

The COMPARE subroutine used Kendall's concordance tests to evaluate

pairs of final aggregated rank orders. Kendall's concordance method was

necessary where more than two rank orders were evaluated. But there were

other methods, such as Kendall's Tau method, that could be considered

where there are only two rank orders. An investigation could determine

if Kendall's concordance test should be replaced for these final

comparative tests.
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In conclusion, the research for this report is believed to be

a contribution to the field of engineering management knowledge. But as

in most research, the development of knowledge has revealed additional

questions to be answered.
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APPENDICES
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Appendix A. FUNCTIONAL FLOW DIAGRAM

- The functional flow diagram for the aggregation computer model is

presented in Figure A-1. The P term repeated In the flow means PRINT.

It concerns the information about the steps in the process.

13



all

vi

mON

aila

S.139

-- i- I'4. MSu

~ ~ I2k



4L1

II

sII

1404



it 010

Iflft
r34

4P

141



141

60I

.0-

1425



II

imm

z 0

~~w

143



Appendix B. INPUT INSTIUCTIONS

Input instructions for leading the controls and data into the aodel

are presented in Table B-1.
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TABLE B-1. TECHNOLOGY PLANNING PRIORITIES

!nput Requirements

Card Type 1: Header - Name of priority group

Col 01-80

Card Type 2: Control card

Col 05-05 - NWT - Weight type (1-8)

(see Dobbins [14] for descriptions)

Col 10-10 - NCOMP - Complete all matrices if nonzero

Col 15-15 - NPTYP1 - Type of calculation for frequency matrix

0 = 0, .5, 1

1 = -1, 0, 1

Col 20-20 - NPTYP2 - Type of calculation for preference matrix

0 = 0, .5, 1

1 =-1. 0, 1

Col 25-25 - NATR - Self evaluation key

0 - No self evaluation

1 - Self evaluation, complete matrix

2 - Self evaluation, threshhold, reduced matrix

Col 26-30 - THLD - Percentage level under which elements
are discarded

Col 35-35 - NPRINT - PRINT control

0 - Print all

1 - No print of sublist frequency matrices

2 - No print of sublist frequency matrices or
weighted sublist frequency matrices

3 - Same as NPRINT 1 plus no print FUZZY
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4 - Same as NPRINT = 2 plus no print FUZZY

5 - Print only input and output

6 - No print FUZZY

Card Type 3: Input Type

Col 5 = JELE - Element code

0 - End

1 - Requirements

2 - Projects

Col 10-20 - NELE - Element type name

Card Type 4: 1 - NBR NBR = Number of requirements

Col 03-05 - K - Element number - Number between 1 - NBR

Col 11-30 - NAM - Element name

Col 31-40 W WI n Row weight

Col 41-50 - KAT - Category

Terminate Element cards with "END" in Col 11-13

A. Element Number and name are required. If the weight or category
factors are blank, they are assumed to be 0.

B. If a weight type is assigned in Card Type 2, a weight factor must
appear on the project card. If the projects are not weighted,
but the judges are, then use a one (1) on each card.

Categories are used only in the cases where one or more of the
evaluators uses a judge conversion factor of 9, 10, 11, or 12.
In which case the CATEGORY (KAT) groups certain projects or
requirements together. If the projects within a category are
ranked, they must appear in their ranked order.

Element Number 1 2 3 4 5 6 7
Element Name A B C D E F G
Element Weight
Element Category 1 1 2 2 2 3 3

The foregoing example implies that 1>2, 3>4>5, 6>7
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The final order of the requirements would depend upon the ranked
or unranked state of the categories. If, however, the requirements are
specified unranked, then the foregoing example would imply

1-2, 3-4-5, 6-7

and again the final' order of the requirements would depend upon the ranked
or unranked condition of the categories.

Sublist Data Card Sets

Card Type 5: Card 1

Col 01-10 - Judge - Name of judges or office making rank

Col 14-15 - JCONV - 15 Type of project conversion(see Appendix B for descriptions)

Col 16-20 - WTJ - Weight factor of judge.

Col 21-25 = ISEK - 100% weight factor for self evaluation

A. Judge Name - Name of evaluator must be present. If the JCONV
or WJT left blank, they are assumed to be 0.

B. If the JCONV is specified, the program looks for specific data
in Card 2 - Free format sublists.

JCONV Input Requirement

1 Normal input

2 Reduced sublist

3 Input reduced sublist. Program will complete
it at end with equal elements all less than
the last given element.

4 Input reduced sublist. Program will complete
SL at the beginning with equal elements all
greater than the first given element.

5 Input rating values in real numbers given in
the order of project, e.g.,

A B C
1, 2, 3, etc. Program will arrange projects
in order of highest to lowest, setting equivalent
elements equal.
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6 Input Julian date of projects in order of
projects. Program wiii arrange projects in
order of soonest to letest, setting equivalent
elements equal.

7 Input-3 Freeform sublists

Card A Key element
Card B Secondary array to be inserted into primary

array after key element.

Card C Primary array - Program inserts secondary
array in primary array checking for duplication
of each element.

8 Input-3 Freeform sublists

Card A Key element

Card B Secondary array to be inserted into primary
array before key element.

Card C Primary array - Program inserts secondary array
in primary array checking for duplication of
each element.

9-12 Categories must be specified in project cards.

9 Input ranked categories - Categories must not
be equal. Program checks for ranking, then
groups ranked requirements by category.

10 Input unranded categories - Categories must be
equal. Program checks for ranking, then groups
ranked requirements by category.

11 Input Ranked Categories - Categories must not
be equal. Program checks for ranking, then
groups unranked requirements by category.

12 Input unranked categories - Categories must be
equal. Program checks for ranking, then groups
unranked requirements by category.
(If categories are improperly input, an error
message is written and the sublist is dropped
from calculations.)
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C. If weight type factor appears on Card Type 2, a weight factor
must appear on the evaluator card. If projects are weighted,
but not the Judges, then use a one (1) on each card.

Card Type 6: Card 2 - Free format sublist ranks by Project Number.
Sequence indicates preference, prefix with minus to
indicate equal. Terminate list with a *. Follow special
rules for specific JCOWV outlined above.

Card Type 7: Self evaluation of expertise in the technical field of
each input element. These ratings must be between 0 and
ISEM in the element index order. Use Card Type 7 only
when MATR - 1 or 2 (Col 25 Card Type 2). This is a free
format list of integers terminated with an *.
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Appendix C.* CODE LISTING

The FORTRAN IV code listing for the wodel computer code is presentedA in Table C-1. A more comprehensive description of the computer code,

including examples can be found in Dobbins [14], a report of the US Army

Missile Laboratory.
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TABLE C-1. FORTRAN IV CODE LISTING

*.a4R04u flnaeTqtS 74.474 fPT1i . 4.t *A*A

I POGRAM On It4('J0ITefUTPIIT.TS0E%.TNdPIJT.TAPEI..UTPIJT.TAPF@)

r TrCMNOL33Y PLANNING *0!flQTTTfS
C
C lip 140 FO nnmi"i'9 weu Jfl~VS
C
C

COfVl'IN *COlAT&/' 400 * A(.00J(1s1O4dIW03W(11

COWWO*4SAHK/L!STC(lnO0iI .LTST(IOILAOI3)
COUMNDl/!rnr/4vADFR (mtl NOTCOm.'40TY01 .WPTYPP.N4FII7NPPINT.JT!E
CflMU'ftl /iATQ.TNL.O.SFH(lon).r5,(lnoI

C
nITMEH41hd %-J"(200)9 ADi~tl1flI

')ATS NOT/" ),"19 4JE0/11 8/
fnT NOAqM/w --- H

In 0FAD(5..00?) OEADFlr
90P VOD'IAT( RAI"

171 FOF( St ) .N. O*0 ) STOP 77?
$D!TF(A4qfln) HPADFQ

004 rOD'.T("ITfCP401014Y PLA44TIG PROnmRITIS091OX94*10/

Pe QE&O TNPUIT
CA*LL INPUT

C COMPITF FQEOUFNCY taATQTV FOR EACH %IIP-LTST
CALL F0F

C PRINT sj"'IEf FaEEIUE4C hATRIX
IF (HPQTNT.SE.3A~fl.o4PRIdT.LT.?h..FU~uI
IF17 EPOINT.Ei. 60 TO %0%
If (N0T*GE*l.AJO.*NWT*LT*4I 5O TO SOO
IF IJTIP.VQo1) 60 TO 45S

C~ DR14T SUMMF0 F4EO MIATRIX - JTTESO* 40 WETAHTS
wOTTE46#944) .4EAO)FQ* ( J * J819NOR I

946 F044AT ("ISJ44ED FREQUF4CY "ATqTEUPOX*AA1f*/u Poor)& AoJN,
*(T2I1.RTI))

4ft waITE(&.99A? ( NnA5'i. J019410 I
967 FORMAT (IX@T'0.10*AA

O09 TO S0%
540 If (JTIE*FO.1) 60 TO %01

C 0QT'4T SU4'FO FREO 4ATPTX - JTIcxO* .E/WEIBMTO.
AS WRITE (6*94;1 4AOE*.(J*J31,*dA*I

049 7001AT (91qSUVOED FREQUENC4r ATRJE",?ftX9AI9//," EQtgTV EQUTY".
*/." RORnA *DJ GORDA ADJ "*(T34*ITdII
WATT 46.0501 (NOAOH.*Jml.4PO)

950 VOP"AT (1X9T349ISA41
SEI 60 TO S05

* c PRINT SUWI'!O FOFO MATRIX - JTIE8i. W/dW16TS
SO) WRITE (6090 4W!AOI.J9..1,04)
090 FOA'AT ("15 I4"ED FPFGUE'4CY 41T01w"9P0O9A1P,/f JUDGE 1H0177111ECE

* E~00./~FQlITV"sj'1 Ai R~OD 441 4nsQ",(TP4*.ltAI
50 WRITE (6,001) (dI)AO.4 JE19440I

001 FORMAT h1N.T2491844)
A0 TO %0%

155

RM MkOM smuf



TABLE C-1. (CONTINUE)

000694$ Oft"lI40# 74.074 0P~al FT" 6.6.439

C 001T S&IMiW0 FREG VATOJX - JTT'.1. '40 WEIGH4TS
4Sh4010TE 14,991) 4EAnfR~J.Jwl..IQOI

4ft QV VORM'AT ('IIRUNm"E0 FREOUElMC7 A9K.@X*IV JUDGE INDIFFFOPICE
FV1574.'.1" AOJ AOmOA",(TjS.1Ar411 f

WRITE 4901) (NOAS4JwlI*Mq0
943 FOP 41T 11110114A61
%44 CONTINUF

'.400 "a0 I M 1040
C MROA COluNT AND Aft) 000,1*

VI0 610 J3 a 194911
610 %time a SUMP * 4(I.00

To %Lime a fl.0
00 615 J a l.'JR ':

615 nilmC Slm 41'C (JeJ)

SUMfI) -SIJ49
7s LOJO(I * AOj

IF (4poINT.eco.) an To 426
IF 4wT.GE.1.AN1.u4wTLTR) 30 TO 600
so3 to Aps

600 if (JTIF.!Q.11 so TO 601
40 VPITE 1499M) SIMOADOSUM#0/..AOJ/&.I.1 f(gy.)q,.)m3.4@R1

9%1 FOR4AT ,1jX'4V1.1Xql39(T1%*"1 "915F4&1))
so To 6?20

Anj wRITE (4.994) AOJqAOJ/4..I.(A4Tqj)*Jw19NPP1

slo TO 620
624S CONJTTMUE

IF (JTIV.EQ*l) GO TO 60P
401T!I.9441 SUMO, AD.). To I 4(1..)) v J0194~ R

94A FORM4AT I~PT11.3TuI"IP.)
af0 GO To E'20

40? OITE (609S3) ADJ9I.CAft*J,JlIt460)

620 CONTINUE
IF (JTIE.EQo1) GO TO 640

CALL ORDER( 60* " . ' 4940 *SUMI

S4 CONTI4UE
CALL ORDER( '@A)J N 0119 ,AOJR

C
1110 C COMPUTE DREFEOF'4CE AATAIX

CALL DOFF
C
C

C RYPASS IF WETG'4TED 4140 tNCO#UPLFTE
If ('40TCO"4Eo0) 60 TO 1%
If 114FU7.NE.01 GO TO 9
CALL FUIZZY

110 CONTINOiE

IF (,PQIT~f~o.5 60 TO 14
CALL CONCOR

19 CALL C0'4PARE
C
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TABLE C-i. (CONTINUED)

DonARAM noppT'g 74/74 OPTNI FTN 4.A449

C PRINdT PREFERENCE SoIu49Y
16 CONTIMNUE

00 900 Ju1.t440
K8LITCfJ9PI

JRAW40CJ) 8L
JPREP IJ)JEIT
IF f~oLTo0) JSRFFfJ~wNE4

00COtdTJN'gF
175 JPVt1)m"

00 PIP 1.l.q4qR

IF (lAS4LISTCfI9?) )&EO.INOIJI) tPRFPlII JmtdAWE(1.JI
IF (1A"S(LISTCfI9PII.FQ.INfJII TPREP(?.I).%AIE(?qj)

Ila 410 CONTINUE
WRITE IA.9441 IWAEW

94% FOPAT 41'41*Tt0. 4AI~s//f40WUDSVFEtEg PiNr ORDER 5tI4ARV0.//I
WRITE (6,O04P) (JPPFIJQA49(I).TIs4RwP)

@AP FORW".' ELEM4ENT INDEX 0ANI ORDFRN~t 201hpq.13))
lao WRITE 4,940)

960 FORMAT (/-*TO* "PAWE"s?K."PQ1JECTU)

IF tI.NE.I.A'ID.LISTC(I.2).0y~fl)Jugo
~~40WIOTE 14,061) J#IPREF(lI)qtP4EF(P*II

4ppl CONvTINE
91FOR4AT 1//TIfl.13,SE.?AI8)

so TO 10t

CAPP) 44. SEVFRITV nETAIL9 DIAGNOSIS OF POLEM

99 1 29 Cl) 49 SEPARATOR MKSTNG. SEPARATOR ASSUMED M7F.F
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TABLE C-1. (CONTINUED)

741T6 nPTII FIN 46#419

C INPUT SJ4ROUTTF
C
C KEY VAQIAOLF%

C VAPIAQLE AND UISCQIPTIN sUspOUTItVE

c SUM 0 "0O1404 COU4
T 

VAPIARLE DGiS
C AnJR 8 "AnJ AROAN COUNT VARIAOLF O011I1
C 'EM S klJMREm OF EL94INT% INPUT
C It INDEX Of ELFP"PT INPUT
C 0NIuWII 0 ELEMENT WETS4T FACTOR (ROW) INPUT
C KAT a CATEGORY -ELEMENT GROUP INPUTC NWT WFIGHT TYPE-OVERALL WEIGHTING INPUT
C FiCTOR INPUT

14 C MCOMP 0 FLAG FOP COMPLETION IN*T
C MPTYPI a FPF*UqCY MATRIX TYPE CONVERION INPOT
C qPTYvp a PREFERENCE MATRIX TYPE CONVFQStON INPJT
C MATO 6 JUOGE SELF EVALUATION FLAG INPUT
C THL0 N PERCENT LEVEL JANIDER ICH THE INPUT

pn c ELemENTS APE PWSCAR0E9 INPUT
C OPPINT a PRINT CONTROL ILAB ImPaT
C JoinGE a NAME OF EVALUATOR INPUT
C JCONV s JUDGE C04VEQSIVN KEY TO ARRANGE INPUT
C DATA INTO STA43ARO FORMAT IVPUT

pA C TJwWJJ a JUDGE WEIGHT &CTOR (COLLUM) INPUT
r asf 0 100 PEPCENT WTIGHT *ACTOR a-R %EL* INPUT
C EVALUATION INPUT
C JFLE x CODE FOR INPUT TYPEoF4.9PpOJECTS INPUT
C OR REQUIqEMENTS INPUT
c ESP a JUDGE SELF EVALUATION PERCENTAGE INPUT
C FVALUJ 0 FoQMATEO OUTPUT FRoo PRAM INPUT
C C 8 KEY fLEVENT FOO JCOMV 87 00 4 INPUT
C IMAX 8 MAXIMUM NUMI E OF ELEMENTS INPUT
C IND a ARRAY Or INDEXES OF FLFNENTS INPUT
C ITT a TOTAt_ MU4RER OF PROJECTS INPUT
C JM*X a MAXIMUM NUMSE OF JUDGES INPUT
C JNAME a ARRAY OF JUtSis' NAMES INPUT
c JPREF a ARRAY OF =IS AN )0S FOR EACH RANK INPUT
C OWell INPUT

40 C JRAMK u APRAY OF RANK ORDER INPUT
C Jr-09L a ARPAY OF ALL JUDGFSo RANK 0RDER INPUT
C NAME a AqQAy OF ELEMENT NAMES INPUT
C 4FUZ a FLAG TO 9MIT FUZZY INpuT
C NJ a NUMER OF JUDGS INPUT

4 C 4SJZE x APAY OF THE MuNqEP OF ELFMFNT% INPUT
C EACH JUOGE 14NYO INPUT
C NV f HNGMER OF FLT4E4T% FOUN0 RY PDA" IN4PUT
C IN EACH RANK ORDER INPUT
r SEM a ARRAY Of qFLFEV EVALUATION VALUES INPUT

Sn C PFAO RY DRAM INPUT
C wl * ARRAY OF FLEWENT "FIGHTS INPUT
C J Il ARRAY OF JUIGE "FIGHTS INPUT
C LIST a ARRAY OF ELEmENTS FOP COMOSITE RANK ORDER
C ORDER ORDER
C LISTC 6 APRY OF ELEMl!4T% FOR THE THREE ORDER
C CqMPOSITE RA44 ORDERS ORDER
C LAR • NAME OF THF C04POITF RANK ORDERS ORDER
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TABLE C-1. (CONIU )

T4/71 OPal FIN 4.6439

C CIS CHI-SQUARE STATISTIC PREP
C 8 KNrOALL 3 040 OF CIRCULAR TRIAnS IN PREP

016 C Prr PREP
C fs 2 VALUES OF KIqALL 0 AT RANGE LEVELS PREF

LAP a LAPEL FOR RANGE Of KVP4ALL 0 PREP
C GNU a nEGREES Of FREEDOM PRrP
e 4F 8 N11MRER Or FRACTIONAL SUMS PREP

44 C 0 & PRORARILITY TWAT RANK IS qnT CONSIST&AT PREP
C PTEST w FIXED CRITICAL VALUE Of P PRE
C ?ETA 8 COEFFICIENT Or CONSISTANCY PREP
C A(IoJ) 8 NOR4ALIZED PREIUECv MATPIX. 4 FUZZY
C TRACEC a SU" OP TNE WAJOR DIAGONAL OP Al1ied fUZZY

Tn C MATRIX SOUAREO fUzzY
C TRACP E a SlIM Or TIE 4AJOR 014ASrAL OP AfIIJ) FUZZY
C MATRIX * A(IeJl TRANSPOSED FUZZY
C rp * AVERAGE FUZZINESS IN P FUZZY
C CR A AVERAGE CERTAINTY 1N 0 PUZ7Y

7% C S * SUM OP DEVIATION% SGUARED COUCOR
C 0 * KENOALLS COEFFICIENT OF CONCORDANCE CONdON,
C *RAP a MEAN CON€OR
C P 8 PROARAILITY OP RAN( ORDER CONCORDANCE CON¢OR
C NELE a NUM9ER Or ENTRIES ON INDEX REQUIRE

qfn C

**o INPUT DATA **0
C

C** CARDS I THRU 4BC NBC * NUMUER OP PROJECTS
C COL 43-OS a K ELEME4T NUMBER. NUMOER RETWEEN I AND NR.

C C 11-30 8 "NAM ELEMENT NAME.
C 36-40 a WA! a POW WEreuT PMe6
C 46-SO a qAT a CATEGORY IS
C TFR4NATE PROJECT CARDS !TT4 MENDN IN COLS 11-13.
C

en C** CONTROL CAR9
C COL 05-04 a 4wT a WEIGHT TYPE I THRU, S
C 0 a NO WEIGHTS
C COL 10-10 8 NCOMPn COMPLETE ALL MATRICES IF NON ZERO
C COL 15-IS 8 4PTYPI - FREQUENCY MATRIX TYPP CONVERSIOM

Os C COL 26-20 a tDTYP2 - PREFFRE4C[ MATRIX TYPE CONVERSION
C 0 a OSel
C 1 * -190.1
C COL P%-?S a 4ATR - SELF EVALUATION KEY
C 0 a 4O SELP EVALUATION

1o C I a SELF EVALUATION COMPLETE MATRIX
C 2 a SELPEVALUATION THRESH NOLO REDUCED MATRIX
C ?6-30 a T4LO - LEVEL UNDER WHICH THE ELEMENTS ARE DISCARDER
c COL 31-3S a %PRINT - NO PRINT KEY
C I a PRINT ALL

lns C I a NO PRINT OF SUB-LIST PREQUENCY MATRICES
C P a NO PRINT OP SUN-LIST FREQUENCY MATRICES
C P WEIGHTED SUR-LIST FREOUENCY MATRICES
C 3 a SAME AS NPRINT a 1 PLUS M0 PRINT FUZZY
C A a SAE AS fNPRINT 8? PLUS NO PRINT FUZZY

1i0 C 4 a PRINT ONLY INPUT AND OUTPUT
C A a NO PRINT FUZZY
C
COP SUR-LIST DATA CARO SETS *o
C CARO !
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TABLE C-1. (CONTINUED)

74/T4 OPTaI TV" *.A.&39

115 C COL 01-10 a JUDGE a NAME OF JU9GE OR OFFICE MAKIN6 0A49 &10
C COL 14-IS a JCDNV a TYPE PF DOJECT CONVERSION is
C COL 14-20 a WTJ a WEIGAT FACTOR Of JUDGE f5.0
C COL ?1-25 a 15CM - 100 PERCENT WEIGHT FACTOR FOR SELF EVALUATION
C

1POC CARD 2 m FREEC FORMAT SUR-LITST *ANKS PY PROJECT NUMBER.
C SEOiJENCE INOICATFS PREFERENCE, PREFEX WIT14 MINUS TO
C INDICATE EQUAL. TFR414ATE LIST WITH AN to
C
C CARD I a FREE FORMAT SELF EVALUATION LFVELS9 ONE FOR EACH RAMKEO

Ips C ITEM IN ORDER* MUST BE LESS THAN OR EQUAL TO ISM LIST
C muST %I ENDED WITH AN 0
C

SUlPROlUT INE I PUT
C

IND COMMON /CDATA/ NAP *NJ9NWT. NAWE(P.1001.A(I0*0.I@SIWIIIOO),WJIIOII
* 9 JNAMEIIOII.NSIZE(1I1I.JSUSL(I00.1S11

COMIONIOD/4EADER (ml MOTCOM.NSTYPI.NPTYP2.NfIJ!.NPRIMT.JTTE
COPMON/HELP/NV,4nO(300),ICATI200).MN(21.JCHECK(300),ITT.IlMAX.JNAX
COM4ON/' /MATR.THLSF(10).!SR(1000101)

13% COMMON IwOKX(100,l0).5gIMA41aoO)JRA4w(lA0I.JRREF(100)
!DIME45ION SUNSI3Oa

C
RFAL FVAL~IE(10O)
LOGICAL ERR9 JERR9 EnF

140 IDATA ERMOR'.FASFe/ *JER4/9FALEel
nATA NOT/" 3,1/9 NEO/" *"

C CLEAR DlATA
JMA~u108
IMA~w300

14S FROR a *FALSE.
N a a
NOTCOM a 0
no 10 Jml,14A%

ISO INO(JIMO
10 ICAT(J)=O

00 11 Jal.JmAE
4J(JlI.
10 It lIJqAx

155 11 (IqJ)zQ.0
NJ a 0
DO 15 K a1,101
JNA4E(K) t 4
NSI7E(K) a 0

1460 nlo 1S JuKst00
FSR(JqKlaO.

15 JSUAPL(J.K) a 01
C
C RFAO CONTROLS

16%s READ (S941PI 4WT.NCOMP.'4PTYRI,4TYP?,MATRTMLO.NPRINT
WRITE (69914) NWTNPTYPI.NPTYPNATRTHLD.NPRINT

91P WOR"AT(SISeFs.2,IS)
914 FORMAT(/" P4Taul~I,XWNTYSlaNI?,3X.WNPTYPPaNI2.)XwMWATOaU.It.S

*E,"THLDm",F4.2,3X,"NPRINTu"I~l)
170 1F( NCOMP *NC. 0 1 'IEADER(R) a 'CO"PLETED"

IF( NCOMP 94E9 0 1 WRITE(A,914)
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TAKLE C-1. (CoarIVuI)

MIjRflUT14V IMPOIT 76.474 OPTSl FIN 4.8*430

918 FORMAT 1/w C0OLFTF ALL SUR-LIRTSOI
IF( 'dM1 oSE. 0 *OR* NWT .Lf, 0 1 GO TO TO
wRITFIS.9181 'dM1

174 914 FORUAT(w#"sTSS9"0 EqORR 00t3901 IS ILLEGAL *EGHTw TV.E~l
40T a 0

T0 CftNTtIUE
ITT*O

jtdJua

C SYDASS FLOMY IF WEISIYCO

IRS400 CONTINUE
6144 *R.966) JELEoNCLE
If lJfLEoEOoAND*JdJeSToINJl NOYCOmal
If 1JELE.EO.SI tdS010IT

Joe If EJELE*EQ*03 60 TO 777
000 FORMAT 1gI.5NA101

WRITE (609011 %ELF
901 FOPWAT 001 INPUT READ 1'd "0A10/1

"RITE (A,94p)
10% 98p FORMAT (in INDEX ELP.NENT MAME".14X."MWTololSX.CAT-1)

C READ ELfmIENT INDEX. NAMES VEISNIS. CATEGORIES
17 READ 1596041 K#MANw~blI.KAT
006 FORMAT f1K.149%X,2A16.SE.FS.@.ES%9I

WRITE 199041 (,NAMWNIKAT
Poe IF( "Apil .EQ. memo" OOR. 9 *eO. 09 1 SO TO So

Tor IJLEA.E@.? ITTSII
If' (JELF.C4.11 %sITT,&K
If CK41@.INAN) 60 TO 26
WRITE t69900) 10AX

'05 906 PORUATlw"qTSS@"99 ERROR 00 INDEX LARGER TMAN"14)

on TO 60
20 lff K( .61. S ) SO TO MS

pie 067 ORT ""Te@ ERROR 90 14DEX LESS THAN 101
FRROR a *Jfo
140 TO AS

PS MF TNOMK *E~o 0 1 so to s0
WOITWIS908) No 4ANEI1.K)o 'EANEIK

PIS 000 FPRMAT("#l0.TS,"'@0 ERROR 00 140EX014 9U HAS ALREADY WE"N 0(71915"
0 UAs 09PA1I
ERROR a *TRUE*
go TO 40

pp6 30 INDMX a 9
ICAT (K) EKAT
mANfElIowl a %wAill

* ' NANE(powl a 4&4441)

PIF( 1 ue *N. S. 1 *1 tw) a V'dI
M7 04"T *E. 1 MK a 041

40 so TO 1T
C



TABLE C-i. (CONTINUED)

StIRODUTIME 14PUT 74/74 OPU FIN 4.4#659

50mqP u
P30 IF EJELE.EQJ? f0trRN9R-ITT

no fi0 JwlONqQ
IF( INOEJI .6?. 0 1 0 TO 60
WAITEIS.918) J

910 FORMAT (Is **ERROR** WHAT ISq frVNENT MA14E FOR NAOEX4".1
Pl EPUR a *TRUE*

60O CONTINUE
C

120 CONTINUE
C

p4a WRITEle,941) HEADER
941 700ORWrlm.094)p/

C READ SUR-LIST RANKS AND JUDGES
son CONTINUE

READ £5,930) JUDGE. JCOqVO WHJO ISE"
74% 930 FORMAT (AISetseJs.def5I

IF 4JUOSE.E2."E40") 60 TO 400
IF liCONVOCIO9991 so TO 40
WRUITE 16,9321 JUDGFOJCONVOWb4JOKSEO

93? FO*MAT(iIUofA0,4x.~jcoNv. u".I5.4E."juD8E WEIGHT w*.FS.J,4xqmjqE
?q0 *VALUE LIMIT =491S)

If( WI4J *EQe t. *AND9 4WT .E.f 7 IWHJ lee.
if IWlATft.NE.O) iJa

C
00 502 jalqqqq

PSS JUANKEJl a 0
S0? JCHECK(J) a a

JERR a .FALSEs
C

P9INT 1.4@R.IMJ.1)
fto 1 ~~FORA IJCONV.T O TO 4000Tull9XwRT1T IOE *5

IF IJCONVo;EQ.7.OR*JCONV*E0.o) S0 TO 70
CALL PRAM fFVALUEvtdVv-49)

C READ FREE FORMAT DATA. ENO SUB-LIST WITH
p~s C CONVERT TO INTEGER

IF (JCO4v.Ef1.5.OR.JCONV*EQ*6) SO TO 40
45 CONTINUE

00 510 J8I.NV
I a FVALUE(J)

270 L a IABSiK)
IFf L *BT. 0 *AND. L *LE. NOR 1 SO TO %0%
WaITEIS.9341 JO K

934 9ORNATI" 00 ERROR *0ENTRY MUMOER,"149" "A% ILLIGAL OROJECTt"
*PRODUCT OFOOJS)

PIPS ERROR a TRLIEs
JEPR a TRUE.

%0% IF( JC'4ECK(L) .EO 0 ) 0 TO %OR
WNItE(4.9331 KC

933 FORMAT110 ** !RROR 0.1. ALREAiDY RwAED)
PRO ERROR a*TPiJE.

JR * TRUE.
60 TO 510

C
SOX JPANK(J) 8 L

705 .PREF(J) ISNT
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TABLE C-1. (CONTINUE)

RURNOUTI'EE 14PUT 74"l4 OPTal FTM 4*4.439

JCNECK(L) 8 L
1Ff 9 *LT9 0 ) JPDEF(jl w 4dE3

410 eOMTIfa
Jp*EFEII a 0 0

'em c
opyiftEoh.9p) ( JPQFF(Jlo JSahNIJI. Ju1.dV 1

042 rOR'IATt/ /1241iA?qIIII
C
c CH4ECK FOO COMPLEYF SUS-LIST

P9% FLAG a 0

-40 SIP ~i a l,46D
SIP IF( JCMECI((J) *EQ. 0 ) FLAG

IF (FLAGeWE.SI JNJuJNJ~l
TF( FLAG *ME* 0 ) dQITS(A99401

940 FflU4AT f/" 9SISLIST IS 14COMPLETEO)
C

IF( JEPO I so TO %fin
C STOOF SJ4-LIST

%4J a NJ # 1
30% JNAWE (NJ) 0 JUDGE

VSIZEINJ) a V
WJ(NJ) a WNJ
DO 51% J a 194v

%1% JSI)RL(JeNJ) m FYALUEIJ)
Io C JCONVUW SUMLST NOT COMPLET')

If (JCONV.F.2.?) wOTCOwal
IF (JCOnV6EO.2) 80 TO %4.0
IF(JCONVeEQ.3.A*4fI.IATU.*E.S.*0JCONV.E@.4.ANO.M"ATS.NE.6I

*WRITE (699201
'15 920 FOW4AT(/- SELF EVALtIATIO4 0C4414TS CflNPLETIOMnEI

IF (4AT09ME901 SO TO 534
IF fJCO4V*E2,3eO0.JCONV.!g.41 S0 TO 110

c COMPLETE SUB-LIST
MF 4CnWp Ae~l 0 Pso TO %9

916 CONTINUE
IF( mV *SE. 440 1 SO TO S4,

IF I JCONVeEG.3eOS.JCONveE@.4) INJS~ioJ.
3PS If fJCOMV9NEe4l 6O TO 11

C JCONV84
C MOVE OVER FOR LEFT INSERT

00 SIR J8l.NV
E13t450-J#1

SIR JSUL fX1 *tJ) JSURL IK?sNJ)

00 S16 JUIS440
DO S13 LBKI9400

.%s IF IJeEO.IARSfJSU"L(L9MJI)ISO TO S14
513 CONTINUE

"="*I

JSUSLIN.NJI m-J
51' CONTINUE

40 JSUSLI19NJ)UIAfS(JUSL(lqNjI)
NVV8NU
60 TO 532
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TABLE C-i. (CONTINUED)

SURfROUhIV~E INPUT ?4/74 OPT=) FTW 4.6#43-

%19 CONTINUE
C JCO4dVw3

14S C RIGHT INSERT
NVV a NV
00 S30 K*1.9d0R
n0 Spa J819NV
If( K *EQ* KARS4 jJRLIJ.NJ) ) 0G TO S36

146l Spa CONTINUE
'dYW a NVV*
JSURLfNVV9NJ) U-K

53ft CONTINUE
JSUALINV*I9dj) UTARS( JSURL(4VIV.1.JI

144 S32 CONT14UE
msize (NJ) a Hvv
%EV a NVV

C
%40 CONTINUE

14" C SELF EVALUATIO4
%34 CONTINUE

IF (NATR*EQ.0) GO TO SPS
CALL PRAM fSE"9NV9-4RR)
n0 555 I1194V

306% IF (SEN(l1.%T.ISEmi 60 TO S4
55% CONTINUE

3O TO SS7
554 4PITE (69921
OP1 WORMAT (" ***ERROR*** SELF EVALUATION LfVFL GREATER THAN 100 PEOCE

170 *MN)
6O TO 525

SST CONTINUE
n0 546 Iw1.EV

546 SENII)uSEMEI)/FLOAT(ISf41
17s 00 S47 18194v

n0 547 JRl.IV
%4? IF 4J9EO.IA4SfJSU6L(II.J111 ES4(1*NJ)uSEN(J)

WRITE 46.05?) (ESRI.NJ)9IslIY)V
Q%2 PflRAT I/ /O15(F60201M)

340 C THRESH HOLD "ATRIX REDUCTIO4 SELF EVALUATION
IF (MATR.eQ.1 6O To 52%
DO 546 I11444
IF (fSP(IvNJ).LT.THLO) GO TO 540
6O TO S44

IRIS S49 IF (JSIJRL(I.94JIGTOAN0.JSU3~lfi.,J).LT.0) JSUSL(I*l.NJ)wI&OS(j1S
OURL 4I1419NJ))I
JSU@Lf41 .J) .0

54P CONTINUE
0420

190 00 553 1819492
%51 IF fJSUAL(Iv4J)0NF40) "8441
S54 K830

00 S50 8104R
IF 4JSUSL4I.'J)sEO.O) GO TO 551

104 6O TO 50
551 IF (1.GT.W) 30 TO SR0

fI0 552 JsIq4s0
$Cal

552 JSI,6L4J9MJ~uJSUSL4J.1.NJ)
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TABU C-i. (CO1RiUUD.)

SUARnUTIME INPUT TA/TA OpTal PTNd 4..439

400 SO C04TINUF
IF iEaeO.1 so TO %%4

Sd6IZE (N4iuNV
IF (4,NE.'d0R) NCOMP 81

405 sps CONTINUE
C OFOUIREMENTS TO PROJECTS TP&RCILATION

IF UJELEeEO.1) G0 TO 100
SO TO S00

1050 CALL RFGUIRE
410 wRITE (699%1)

9%1 FO0m4AT (/I1E."REUTREW44TS TO 60OJECTS TPAJSLATIONO)
00 1000 T=I9dV

1000 JOAN((Jan
n0 1010 Jwl$%V

41SK*ISUSL (J*N4JI

415 LsI ARS (K)
JRAS'(31 ut.
JPRF7 U) uMtT
IF tK.Lyea) JDQF7(J)n"Ea

4p0 1010 CONTINUF
JPRF7(1)M" 0

::WRITE IS60%0) UJPREvlJ);JRA"K(J)0J31.NV)

4R5 00 TO S00

60CONTINIPE

6100 601 ta1.dV
60 UA(J)=FLO&T II)

430C JCONVS
C CONVERSION O7 DATA TO OCCENOI148 00070

IF IJCONV.EO*S) 6O TO 62S
nho 40S 1=19dVV

CIS~S DO 605JU94

FVALUFfJ )s.7VLUE £1)
440 SIMAIJ)mSU44(I)

FVALUE(I3.NOLD
SUS4A(I~uSMOL0

605 CONTINUE
ME0

445 00 603 Iwl.*4V
IF (FVALUE(IIEQ.".) SUMA(1)88-
I7 (SUNA(I)o4E*0.) MwM*I

60 7I (FVALUE(IleEQ*7VALUE(I*Ill5~4T1)-U &1)

C CONVERSION Of DATA TO ASCMNIIS ORDER
4%S 629 00 610 IuI94VV
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TABLE C-1. (CONITINUED)

%URROUTI'4F INPUT ?4/74 OPTul PYM 4060439

noOfil0 JEM,'4V
IF fFVALU~ftJ)*GToFVALUEM1) S0 TO 616
4OL0UPVALU (.J)

4f50 %MOLDmSUMA(JI
FYALUE (J)mFVALUEMI
5tJMA(J)uSUMAMI
FVALUf(1Ju42LD
SUMAIIUNSHOLD

46S 610 CONJTINUE

q0 612 18194V
IF IFVALUEM1-EO.0.) SU4A11)as.
IF fSU"A(ME*0o1 NUMOl

470 61P CONTINUIE

611 IF (FVALUP:(I).EQ.FVALUE(!.l)1 SUHA(I*I~w-uSIIM(I1)
S50 IF (MeME.NV) NVOt4

475 DO 651 Jm1,tdv
651 FVALUEfJ)mSiMAtJ)

80 TO 545
700 CONTIN4UE

CALL MRANM (.V.1)
440 CALL PPAH(S04BNVVv-4RP1

CALL PRAM (SLJAMVv-4RR)
IF (JCONVvNE.T1 60 TO 7M

C JCON VB? 14SECT AFTER KEY QUIWF4FNT
no 701 1m1,94V

44S 701 IF (SUPM)eO C) KulK
DO 705 1.1.9dVV
00 705 J.I.(

705 IFfSU"A(J.E3.SUM49(IfV SUMS(KI.@.
D0 702 IwI*K

490 702 FVALIJE(1)uSU4A(II
4RR=NVV#K
00 703 JuI.NvV

703 FVALUE(IK)wSUMSEI)
4dVTONV*NVY

495 K1.K*I
00 706 I819488
00 706 JuK1,94V

706 IF (PVALUfe()EO.SU4A(J)I SU"AIJICo.
00 704 TwK1.dV

500 T0& FVALUEfT#MVV)wSUMAII)
DO 707 TI*I4VT

IF (FVALUE(I)oEO*. so TO 71o4 90 70 707
71e DO 711 JuI,9dVT

SoS711 FVALUE(J)mFVALUEIJ*l)
707 CONTINUE

0420
D0 715 lInl9dVT

?I5 IF (FVALUEI).'4E.Q.1 14B1401

6O TO 545
750 CONTINUE

c JCOP4vas INSERAT GU!ORE KEY *!Q0u10W'4%
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TABLE C-1. (CONTINUED)

%UAnSUTINE IN~PUT 741?4 OPT.!lT 4.60430

no 751 Y1.N6V
M7 if IFSUWMtI).WO C) Kai

no ?S5 I=l.JvV

?%S IF (SUMA(J),E~qSUMH(I3) sumq(I)8O.
spa no 752 Iui.(1

7!P FVALIE(I)w~j4A(ID

DO M5 IuI.'4VV
7M FVALUEfI*Kl)wSU"R(fl

00 751i Tu1 4 AR
00 ?S6 JwK,4V

7%f6 IF (FVALUE(I)*EG*SUMA(J)) SUAJ)O
n0 754 IwK.V

SAOl 794 rVALUF (TI'VV)uSU4AtI)
Do 757 I1.N0VT
IF (FVALUE(I)*EgO.. flO TO 740f
6O TO 757

TAO no 761 JuI94VT
%3% 761 FVALUF4J)*FVALUFEJ.1)

757 CONTINUE

00 765 I1,'4VT
765 IF IFVALUE(T).odE.0.k *4u4*)

140 NVU'4
n0 TO 54%

800 CONTINUE
CALL PRAM (FVALUE#NV*-NSRR
WRITE (698061 (FVALUEIMh1uI.NV)

S4%00 FORMT /,Cl!OtRtK,5,SF0.))
IF (JCONV*Egol0360 TO "%1
IF IJCONV&Ego.11 00 TO 4S0
If (JCONVGE203?) 0O TO 475

C JCONV=9
110s C RANKED REOUTRENENTS 14 RA4KE0 CATEGORIES

00 620 IN2.9dv
4?O IF (FVALUffI!LE*O*1 GO TO 621

Mal

00 401 Iu8.94V
555s 00 GOP 31946RR

IF (FVALUE(!!.NE*ICAT(J)) 60 TO 0
SUP'A(M) aFLOAT INW J)
IF (Mo@T.e4M%) GO TO 002

fif0 602 CONTINUE
801 CONTINUE

00 603 Iul*,qDm
803 FVALUF(I)mSU4A(Il

tmyaNs"j
SO#% 80 TO 545

A2l WRITE 46*823)
423 FORMAT (/ CATEGORIES NOT RA#4KEOWRO04B JCOV%/W

0O TO 540
425 CONTINUE

S70 C JCONVo10
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TABLE C-1. (CONTINUED)

%URROUT14E INPUT 74174 OPTwI FYW 4.4.439

C RANK(ED RFOUIRUENENTS IN UNRANK!D'CATFSORIES

P40 IF (FVALUM19)6TA0 60 TO £4S
IF 4JELF.ef09) GO0.TO 041

575 00 oft, 1.1~V

00 626 J8I.N5R
IF (I.E~oICATIJI) SUMIII)uSUMUEI)#1.

0?!6 CONTINUE
Sa0 fl0 TO 843

041 IFuTT.
ILwV6S.ITT
00 @42 INI.NV

S"S 00 SAP JaIF9IL
IF tI.Eao.CAT(j)) SUmMuuN(I3.I..

842 CONTINUE
843 CONTINUE

0401
590 n0 P27 Iu8.649R

D0 427 Jul.'4y
SUMA (H)wFLOAT(I )*SUM
If (SUP4AI'4).R79490) 6O TO 82?

SOS IF (MeEO.1) S0 TO 029

00 926 Kul*%%'
IF EAIS(SUMA('))eEQ.A6S(SUMA(K).*AND.5UN.FO.0.I K981

424 IF (AP5(SUJ'A(M))*EO. ARSISUNIAIK)) 6O TO 83P
600 IF (SUMONE.O.) suWAl"10)sU944(

A?9 M~uml
IF (KK.E0.I) SUNAW(-I)S44S(SUMA(61-11)

43? SU'4nSU4*SUM@(J)
605 027 CONTINUE

635 FVALUEMI aSUMAII,

60 TO 54S
610 4 WRITE (69046)

846 FORMAT 4111 CATEGORIES NOT U4RA4KED. WRONG JCONV"#)
GO TO 540

050 CONTINUE
C JCONVwI1

PP15 C 114RAWKED REQUIREMENTS IN RANKED CATFOORIES

ASS IF (FVALUEfI).LE*0.) 0O TO 65

00 651 1=194V

6po 00651 J8l.4494
IF (FVALUE(I).'4EeICATfJ11 GO TO 651
SU.4A(wFLOAifINDouI
IF (FVALUF(I)eEO.ICATgJ-I)l SU'4A(40-SUMA141
IF (WeE09NIR) SO TO 051

651 CONTINUE
00 62 IUleNIS1
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TABLE C-1. (CONTINUE)

44URSOUT1'4F Je4Ptl 74/74 OPTaJ Pt" 4.6.439

45? FVALUM18SuU"AI
wVwUqS

GIG 60 TO S4S
4%4 WRITE I1.8PI1

40 TO S40
97% C0tdTZNIf

c .ieOSVa1?
63 c (1404WKED Pr2uISEUP.NTs 114 UNO41ED CATEORIES

DO 476 Ju2.9IV
57U TF (FVALuf(!).3T,.. 00 TO %9S

640 I50 677 J1294%R
O7T IVAUE(M .FO(TN0I

00 TO 54S

6O TO S40

777 C04TINUE
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TABLE C-1. (CONTINUED)

SU9OOUINF FRFO 74/74 O1PT=) FIN 4.0439

IC COMPUTE rRECguNCY MATRIX FRo EACH SUB-LIST
C

%UBROUTINF CREQ

C
S ~~COMVON ICOAT&I NPO #NJ*4WT. AE?30.I@.10,I30.J1l

9JNAME(101) ,NSIECl01.JSURL(lO.I@))
COMMONTDIOO4EAOER Em) NOTC0N,'PTYPIN'TYP?.NFu!.NPRINT.JTIE
C0MNON /WOP'/(100OO108p.SUMA(300).jPANEIIOO).JPREF(100)
COMMON/ /MATP.THLO.SEt4(100).EqR(100.lO1I
D0 ATA MDASNH' -----'s/

DATA NOT/" 30*/e NEC/" "
C

00 600 K a 194dj
MV a 9ISIZE('(

Is JtUDGE a JNA4EIK)
C

DO SOP JnI.4%R
S0P JRAN'((JP a 4

I a JSLIRLCJ.'(I
L a ThOSM!
JqA4K(J) a L
JPPEFEJ) a 4GT

P% F( I *LT* 0 1 JPREF(J# 4E'I
S10 CONTINUE

JPPEEI) aH
C
C SU3-LIST FREQUENCY MATRIX

10 CALL MATRIX ('99NV*JUOE*J*A4K*JPREF*Xl
C
C W7IGMT FREOUFNCY 4ATRIX

IF (MATR*EQ.0) 6O TO S00
C

I5 C %ELF EVALUATION WFIGHT4TIN
DO %1% J=1949R
DO 515 J=1.94
IF INWT*EQ.01 XfIvJ)w4.*X(I9Jl

515 X(I.JlwX(I9Jl*ESR(I9Kl
40 1F (NPRINT.EQ.2.OR.NPPINT.E1.4.OReNPRINT.FQ.5) GO TO 500

WRITE (69900) MEAOER.JUOGE.(J@REPEJ),JRANKEJ).JmlNSR)
900 FOP"AT("ISUR-LIST SELF EVALUATION FREQUENCY 4ATRIX",1@XAAIO,/l1K.

IF (MATR*EQe?) WRTTE(699101
4S 910 FORMAT (/" REDUCED 4ATRIX"/l

WRITE (60901) lJ*Jwl*NAM)
901 FORMAT (/m D4OJ"*fTT.2016i))

WRITE 46,90e) (NDASH*Jul*NRR)
902 FOPMAT (IXTT.10A6

50o 00 903 Ia8191R
903 WRITE (6,904) If(I.j)Jp.J.1.NI
904 FOR4AT (1X9I39(Tfi."! no!!OFG*Pll

S00 CONTINUE

qS C FUNCTIONAL 4EJONTING
CALL WEIGHT (NWTNRR*Wt9WJ(ICPX9JNAfWElI)
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TABLE C-1. (CONTINUED)

%oaftROUTI,4 FQEO 74/74 oprei lT 4.6*410

C %U SUP-LIST
00 S10 j a 19490
1)0 S10 I a 1.'dUP

Spa A(I.J) a A419Ji MOOI.J
* C

c
460 CONdTINUEi

45 c
RETURNd
ENDO
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TABLE C-1. (CONTINUED)

SURUTINF VATRIN ?4&4?4 OPTaI FT#4 4*4*430

IC FREQUENCY NATRIX Fee them SUP-LIST
C

SUBROUTINE 'ATRIX f44ftNy.JUOSEJfAMK.JPR".qXI
C

S C %TYPE a 0 TO CONSIDER sA44EED VARIABLES ONLY
C a I TO CONSIDER ALL UNNA4K9D VARIAGLFS EQUAL,
C 400 a TOTAL 4UMREE OF VARIABLES IN STUDY.
C JUD0O! a NAME Of Sum-LIST.
C JRAW6 a PROJECTS RANKED 14 ORDER OF PREFERNE.

18 c JPREF a PREFERENCE OF RANKED PROJECTS I P u a t
C x a FREQUEN4CY MSATRIX FOR SUR-LIST.
C 4V a NUMBER Of RANKED VARIABLES IN SUN-LIST.
C

COMNON/IDO/4EADER IN) NOTCONNTYPI .NPTYPE.MFUZ.NNNINT.JTIE
Is DIMENSION K1600*0, * JOANK(lO0) 9 JPREF(lS.1

DIMENSION JRI100). JP(laft)
DATA WNS0"/ WI. 4P0 a*/
OATA NOASH/"-----

C SELFCT TYPE OF CALCULATION

ADV&LuI .0
TF (NPTYPI.EO.0) 60 TO 4
EOVALsO.0

V'5 ADVAL=0.0
% CONTINUE

C
VVV a NV
00 10 .IuI.NVV

30JP(J) a JRA(jD
10 JP(J) a JPQEFIJ)

00 12 .1 a 10494

00 1?1 a loeR

DO 60 KuloNV41
I *JR4K)
Xx* 1.0
IF IJPIK0119CO.No" XXmEOYAL'

40 N K *I
00 40 Nu64oNvY

W00.J a XX

45 f JPIN.1 M.) EGIXXa .
40 CONTtIUe
fie CONTINUE

IF ('PTYPI.E2.11 NFUZuI
q0 IF (4PRtNT.SE.1.AND.NPNINT.LE.5I 8O TO 99

00 14 IffI.NNN
00 14 J819"94
if INPTYPI.feO.SANO.X4I.J).EQS.. JTIFNR
IF fNPTYPI.EG.1.AMD.X(I.J) .10.6.) JTIEu1

ss 14 CONTINUE
WRITE4699021 HEADER* JU9GE9 I JPCJ)o JRIJI. JuleNVY I

90? FORMATI1SIJ@-LIST FREGICENCY NATNIXNP6XSA1SP#1X.Al~oITlIIRtAU.IS
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TA3LE C-1. (CONTND=)

d*ITEtie9041 ( je juR.edID s
es 6e FOR44.at" *qOJ094 T7.2gJ I I

OPTYE16905l f "PASH. J"R.N44
009 FORMeAT(IKMIaA61

00 T0 1819~494
65 WOTTEI69904) 19 ( X(IsJ). jml. %go

906 W004AT (IX9I39ETC.I .0 FAI)
70 CONTINEUE

09 CONTINUE
70 RETUN
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TAKLE C-i. (CONTINUED)

SUAUOtlTJ'# W!IGi.T 74/74 OPT.) FTM 4.6#439

C WEIGHT U4EOUENCY 44TRTX
C

%URROUTIME WEIGHT IMWT*4'eoftvWIJ*X*JMAeE
C

5 C 40T a WEISNT14S TY'PE
C NqP s NdtmUER Or V49!APLES
C WI a RON WEIGHT
C WJa JU6)SE WEIGHT
C x a SJO-LIST FREQUENCY VATRIK

to C
CONWON/IDD/a4EADER IN) NOTCO09eNPTYP! .NPTYPU.NFU7.NPRINTJTIE
lINE4SION dtflOOl.K(O010
DATA NDAS ----- W/

C
is M7 NWT *LT*. 1 .00. 4VT .67. 4 RETUR4

wJJ 2 NJ
C
C MULT %ATSIX PY 4 BEFORE WEIGHTING

'1O 90 Iff1.N90
Pe no 90oulemnS

90 X(IqJl*4.*XfI.Jl
C

430 TO (108*200*004009.5090.oo70098O0 I 4W?
C

PS 100 00 120 I a 1.'dSR
"?I a WIMl
6)0 120 J a IeOR

120 N(!.J) a WIT & K(IJ)

:1 so TO 900
POO00 DO e a2 .10 MR

Do ape I a 10490
pp" E(IJl a WJj 0 WIMl * qj

80 TO 900
10 C

300 00 320 1 a 194SP
WIT a Wtill
nIo 320 j a 1948P
171 NIJl *IC. 0.0 1 60 TO 3?0

40 1419J) a KfIqlo 00WI
320 CONTINUE

6O Tn 900
c

400 00 420 J 0 1oOR
46; 00 420 1 a RONO

171 XNI*S) *Lf. 0.0 1 00 TO 420
xfI.S 0 KI!.S3 ** ( Will * USS

420 CONTINUE
so TO 90

C
Se 00 %2 J610f444

no S20 I a 10494
M7 KItoJl *Lfs 0.0 ) 80 TO 520
M11.) a Wtill 4 3(1,5) ** U I

ss 520 CONITNtUE
6O TO 980

C
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TABLE C-1. (CONTINUED)

SUROUINE WEIGHOT 74"74 OPT.! ,T 66#3

00 Gpo I a i.'45R
fie rfI X(IqJ1 OLEO Goo 1 SO TO 6v0

X11*JI a WJJ * f XfV.J1 *0 offV I
Gee CONTINUE

60 TO 900
C

fis 704 00 ?to Julst4R

00 72 Xjoi 'ED GO )%ToI*

KlIOJ) a N(IJ) 0 Will # WJJ

720 CONT INUE
To 60 To 900

C
P00 00 820 J a IqNSR

00 APOI0 1 * l.N
IF( XlN.JS OLEO 0 1 SO TO 620

7s 1119J) a 01054 WIMl * WJJ # Nileji I
NPO COTT40UE

C PRINT WETSNYIO MATRIX
900 CONTINUE

n0 IF INSN.22O.PKTE..6NITE.SRETURV
WRITE 46990?) 4EAOERJNANE91J9JstNRUS

902 FORNATI//IdEIGNTEO SUR-LIST FOEGUIENCY WTIUINII/

VOITE169905) f NO*S~s Jul9Nift I

65 90S rORUAT4lE.T7,20AG1
00 9?0 Iml.'iRS
WRIT11O.900) 19 1 X11909. Jule%@* I

906 FOR44T (IXetleIT6901I *,POFSGt)S
9?0 CONTINUE

on RETURN
END
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TABLE C-1. (CONTINUE)

4ROUTIVE OROER 74174 OPTul FT 40.430

C PRT'dT RANK ORDER

SUBROUTINE ORDER I NAME * NOR 9 SUMA I
CONONIRANOILtSTC41e@,3.*LIST41O0ILASI31

s CDON/lDMIJ0e!ADERINI ,NOTCON.NuTPl.NPTYPt.NFUTNPmINTOJTIE
C

nIMENSION SU"A( I
DIMENSION JRANK(100I. JPREF(Ioo

C S04T SUM&
to C

DO Poo J619'446
JPREFIJI a N "

?00 JRANKIJ) a J
JPREF(1) a

Is C
00 a1e J8INSR
00 216 KwJqtdSR
IF( SUMAtJ) *fe. SU'4AIKl 1 65 To M1
TEMP 0 SUNA(JI

po JR a JRAN'C(jl
SUMA(J) a Su"AfK)
JOANKIJ) a JRANK(K)
SUMAMK a TENP
JRA#4KIKI = JP

2% 210 CONTINUE
C

If IRIT~..N.AEN.SEM RETURN
tFE NAME eE*E@ I RETURN

C STORE FOR CONCORDANCE.
30IF (4NWfof."FUZZYNR LARO(INAW

IF IJTIEE09I*A4OsNANMEQO.ADJUI LAN(I1uNANE
If IJTIEEo.0AND.AEEQ.O*SRTA") LA§SIlUAME
00 215 joI.s"9

LIST (Jlw JRAt4((Jl
3% 215 CONTINUE

*0 216 JuP9NSR
210 If (SUMAfJI.eV.SUMA(J-I)) LIST(Jim-LIST4J)

D0 217 IuloNSR
If tJTIEeEQ.1.AND9NAME*EO.WSOROAW) 60 TO PIT

40 IF (JTIE.EQ*09AND9NAME.EI.USOROA") LISTC(I911uLtSTI
VF (JTtE.EQeI*A4D.4AME.EQ.nAOj)l LISTC(tIIuLIST4II
IF EJTIFoEQs0*AND*NAME.E0*"ADJ-k SO TO 21?
IF (NAMEqEQ*"PREF") LISTCf.IPm,ITfI)
IF (NAME.ECOFUZZY*)LISTC(IIISLIST(I)

4S, 217 CONTINUE
IF IMPRINT.EO.5) RETURN
DO 220 J82,t49P

220 IF( SUMA4JI *EO. SU"AtJ-1Is ) JREFIJI m a"*
IF fNANE*EO.MADJv) NAMnEUADJ BORDAN

50 wRITE(6,000I NAME* ( JPREF(Jls JRANK(J)9 J81944R)
906 FORMAT(//IXA109 1TIP@P4(A&9I3l#/I I

MRtTEIO,904)
904 FOR'IATIIXI

IF fNANEoE@.MADJ OOROA"1 NAV4ER"ADJN

RET URN
END
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TABLE C-1. (CONTINUED)

SURROUT14F *SEF ?4/74 OPlu Ft 4l.3

C COMPIOTE PREFEREN4CE

%UMOUTINE DOEFNM(0)tS~(0~JUL1S11

COMMON /COATAf N44 .NJ.wWT. AE?10,(0.Io.I30.J1

COMMON/I0DO/4EAOEP(A) .NOTCOMNt4STYPI.NPTYPl.MwIU2.NPPINOTJTIE
COMMON /WOP~t/f61S0.1lSg.uuA(3sgb.JR*t4KII@S.ojpagF(10
014ENS104?TA4)PPA)tdlAS

10 C *.l,.0. 000730590)0SIA0lO@@1*fU6O0

DATA..2ft0 153,e.Se4,e*O6Ooo63,e.@O~3e8*823.S.@11 .*.**.S.6*II

30 ATA NZETA/00013900.@.s3SSj@1@0..0,.0,@40SA
C %ELECT TYPE OF CLCU.OLATION S.T..O0,450.S..TS1S
*0.000,e.o?..4.S1..a..S..4905eg~2gS5gT

*1. 000/.

LTYALwO.0

90 CONTINUE
40 C

00 130 J=l9494
C

XIJ a A(I.j)
45 NJI a AlJoI)

E(IJl a 0.0
Iff I .EO. J ) B0TO 120
IF( I oN .E. XJI ) 60 TO 110
If (XIJ*EQ.0.0 *ANOoNPTYPl.E~ofd) 9O To 1&0

so X(1,JlzEOVAL
X(Jot)EEOAL
SO TO 120

110 V * 1.0
if IXIJ.LT.JIt) VELTVAL

qs EtI.J) x V
X(JoI)EADVAL-V

IF* CONTINUE
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TABLE C-i. (CONTINUED)

SIiRPfUTp4F POFF 74/74 OPT.) FIN 4.6*439

130 CONTINUE
C SU" AM1

60 00 ISO lwl.J!R
SUMP a 0.0
110 140 Jml.NSR

140 SUMP a SIIMR 4 Zf1,jl
IRO SUMA(I) a SU44

64; C
If INPPINT.Eo@Sl 60 TO 170
VRITEIO.9S2l OE40ER. Jo J, aI9RP 1

90P FORMAT f'sCONPUTED PREFERENCE 4ATRIX"920X9XAIO//" SUMNO.T13.191

70 01PITEMA99051 I NoASM. Js1.N"R
90% FORMAT MlNtT14919A461

140 WRITE169904) SUMA(fl I* EI*J19 J81MP.NR
904 FORMAT fIEFS.1,14*fT139UI 0919FA*111

75 170 CONTINuf
C

CALL ORDER(I NPREF 49NR 0 SUMAI
IF (NPRINTeEQ*5I RETURN
IF I'PTYP2.E39uI 60 TO 220

4O C TE14P 1.0.-i
ENMI a NOR - I
00 ?10 J=UIOR

210 SUMAIJ) w 0.5 SUMAIJ) *~m ENI
2 CONTINUE

44 C
C PROCEDURE FOR ZETA
C

-' ~~ ~~C EN 0 S*NR1*NRNR11.
EN a SONR1~NR2I.

90 7? a 24.9 / I NpR*NDR*NUR 4 MO0e 4-3*OWOD(N"Rerp I I
C FIND NUMBER OF FRACTIONAL SUMIS

4F a 0
no0 230 J a IONSR
%A a JA a SU4AIjI

9s 230 1Ff SA *NEs SUMAIJI I 4F w NP.
1F( 4ODf RF92 ) *Nfe 0 1 WRITE(4.010I NF

910 FORMAT (1"***ERROP**MU'qgER Of FRACTIONAL SUMS smell/)
WRITE (699%0) NF

950 FORMAT (1X"NUNRER OF FRACTIOIAL SUMSu".IS1
*100 LE a3

IF( 4F *EO. 0 ) LE a I
Ds a 0
MR aI
"RC a 0

105 C
00 310 L a 19LE4 1Ff L *Ege 3 ) 60 TO 30S
JSUM a 0
1 a0

110 f4HU2
00 300 J a 194SR
SA a JA m SiJMA(JI
IF( SA *EO. SUNAIJI 60S TO 100

C FRACTION
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TABLE C-i. (CONTINUED)

%URaOhjTINE PREF 74/74 OPT.) FT 4.6414

It15 1 4 1
IF (I.E.44) 4484PC
IF (I.EO.NH) Nb4uNdN*2
JA a JA 0 Nq

C 100 JSUM a JSU14 # JA*JA

IF (L.FQ.21 N~Rufl
%AuJA

100 JSUM a JSUM # JAO(JA-1i
C

Ips 0 w El - JsUM/?.O
IF (D.17.0.) WRITE (6.906)

906 FORMAT (T130off-mi
IF (D.LT.O.) 0=0.

305 ZETA a 1.0 - 0 0 Z7
10 C

C TEST ZFT&

IF 14BReBT.9) GO TO PS
NSTARTaNZETA (NOP)

115 10 CONTINUE
IF (ZETAoEQ.ZETA(NTART1) 9O TO 30
IP(ZETA.LT.ZZETA(NSTAT13.A4'.ZETA.ST.ZZETA(NSTART)) S0 TO 20
NSTAPT=NSTAqT.1
00 TO 10

140 C INTERDOLATION
20 CONTINUE

PaPP(NSTART.1).(PPpJTART)-SP('4START.13)e(?ETA-ZZETA(NSTART.1)),
*(ZZETA(NSTART)-ZZETA ENSTAPT.)
so TO 40

14S 30 DaPPINSTART)
6O TO 40

PS CONTINUE

1%0 PRINT I* CSsG'4U
I FORMAT (I.X"CHI-SQUARE mN9FI8.3.SE.*0F o"F)O,31
CALL NDCH (CS9GNU.PsIER)
pu) .-P

40 CONTINUE
155s TF( L *EQ- I ) LAR a "LOWER"

If( L E*EO 2 ) LAR a "UJPER11
IF( L *EQ. 3 ) LAR a "AVERSE"
IFf L.E *EQ. I I LAS au
IF (DeLT.0.) WRITE(A.934) LAS *09LAN

160 910 FORMAT (/1E.UKENDALL 0 ORACKET"94109" D0 o"FAP.o "THEREFORE *.AIds
*"WILL SE ZERO")
UPITE(6990R) LA8, 455. Do ZETA. P

90A FORMAT (/1XoAlOo* No 409I195N."IENOALL D a "9FIft.29*X9"ZETA a "t
*F1O.49SX9V1PRO9 THAT RANK ORDER NOT CONSISTANT a mqFIf.R3j

165s PTESTs.0%
00 320 J*1.2
KNOTaf"
IF 40oSE.PTEST)KNOTa"NOT"
WRITE (4.#9P0)l'dOT9PTEST

170 PTESTs.01
320 CONTINUE
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TABLE C-i. (CONTINUED)

5119ROIITIMF POEF /7 r4 ftPTaI ,TW 406*439

9?0 FORMAT (1E."R4%K ORDER "*A39" C04SISTANY T ayu~pe." LEVEL")

ITS i)S DS 0

330 coNrINUE

]no RETURN
END
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TABLE C-1. (CON4TINUJED)

SIORDOOUTI'd FU77Y ?4/74 OPTaI PiN 4.A4*

IC FUZZY PA'dK Opfrq

5USPOUTINE FUZZY

SCOMMeON /CnATAl NRP 9MJ94WT. de7o1l)All*1O~I~@,J1h
* *9 JIAMF(1OUNSIZE(lOI 1 JSURLE166.101)

COMWON/TDD/'IEADEP(61 .NOTCOMNPTYPI.*PTYP?.WPU7.MPRINT.JTtE
COMMON j4fORI/(m100100,UAt300l.J0ANK(100),JPmEFI(p03
DATA MBASW/ -----

10 C
C DIVIDE EAC4 A(T9Jl RY NU44ER OF JUnGES

%NJ a NJ
00 110 J81.9dIR
DO 110 1.1.*J5R

Is 110 4(1#j) a AITsJI / XNJ
C

wRITE(6*90?l HEADEP. IJ. J.1.dftQ
96P FORMAT ("INOROAL17EO FREOUENCY .4ATQX-FUZY".14X.SAIQ//(T6.P0!6)l

wRITE(6*904) ( NBASH. JU1.NOR I
944 FORMATIT&,ZOA6)

96FORM4AT (X1oTet"2F*1

TRACE F a 0.0

TRACEi. F aRACEF . A(T*J) * (Jet$
TRACE C a TRACE C 4 A(!,JI * A(IvJI

CR a 2.0 * TRACEFI 8*9-"A

wRITE(69912) FR
WRITEI699141 CR

40 Q1 0 W'RATI/0 P1M SHF7.1

14FORMAT(/" Cqq) ="*.F?.3)
C

no 310 1 a 1*4@R
XX a 0.0

45 no 100 1 a 1,'44P
XX a AMAXIf XA * AIIJI-AfJ9Il

300 CONTINUE
%UMA(J) a 1.0 -XX

310 CONTINUE
q0 C

WRITE169916) C J 0 Jw.1.qR
'RITE1S,916) I SUMAIJI 9 Jwl.NSR

916 FORP4ATW/ IXo"PR0JECT"*(TlP9P9IS) 1
918 FORMAT(1X9"FUZZY RA4N o1T149PRFS.3) I

55 C

CALL -ORDER( -FUZZY " *'dm SUMAI
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TABLE C-1. (CONTINUED)

%UqROUTTdF F1177Y 74174 opTuI 77N 6v

OETURN
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TABLE C-1. (CONTIN4UED)

SUqROUTPEF CONCOP 741l4 OPTwI rTm *.**430

qtJSRolIPTJN COP4COR
C

COMMON iCOATA. MAP *NjoMWT. AE!30,(0.10.!30,JII
0 v JNAIEE1@),NSIZE(lI).JSUBL(IGOfl,1)

CO*h4ON/JDO/.4EADER(NA ,NOTCOM..40TYPIWPTYP.t0,J7.430ItdToJTIE
j PEAL XURLtl009101)

1'QUIVALENCE ( XSuPL*JSURL

In DIMENSION A1lOI)s JTEMO(I0O)
DIMENSION CCdI204702)
DATA NDASM/ ---- I$/

DATA £~I.,

DATA (CCWIJ*T.IJulP0)t6.s *7..IST.3,217..274.2.33S.?.394o2.

*36402/
DATA (CCW(JS*P)tjul*P0 b.3.7.,0.,4.OTd294

is *24PO7.
*27S.9,309.1,342.3,1715.S.4Oo.744l.9.47S.?.S@I.4,S4l1.ST4.S66eS.

DATA (CCWIJ*6q2)9Jw.1.20)0.. q.2..T..2942P4354

* 1022.21
J ~~~~~~~~~DATA ICI,,1.U.0/.14,U.,&.33S4pAS1?

*%79090
*ASS.4.73?.,e1S.S9oe4..9?2.SoSI.,IIPe.S.12e0.,1tAk~,Si364.9,

4% 0144394*ISPI*9/
C
C 4J a NIJMSER OF JUDGES

4 a NJ

tC MAP NUORER OF PROJECTS

NSUMT*0
C GENERATE EVALUATION TOILE

00O90 J a 1
C SIZE OF SUR-LIST

Is L aNSIZE(J)
C STORE SU4-LIST

DO 30 K 19lL
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TABLE C-1. (CONTINUE)

4UR9OUTN'E CONCOD 74/74 "PTa3 PIN 4.f..419

10 JTF'4PIKI a JSUgIJKoJl
XX 0 N L * I

40 XX v XX '2.0

C COMPLETE SUR-LIST TAPLE
IF( L *Eo N 160 TO 49

4SU4T a NSUWT * 1*1 - I
65 n0 '0 K a 1.1

40 XSUEILfK.J) a XX

C 4SD OKa1LASSUME NO MATCHES

JAV a JAS JTEMP(gc)
xx a K

SO XSIBRLIJAv.Jl V XX
C F14O MATCHES

00 00 K a 29L
JV a JTEMP(qJ
IF( Jv *T 06%a) SO TO 6

WES a MEG * I '
I0 F( K.NE. L) 60TOSO0

60 pfI 4EG *LE. 0 ) 0O TO 90
ia J? - MEG
XU a1 A oX

Ix 0 XX 1 2.0
ft5 C INSERT 4ATCt4ES

DO 70 1 a JI.J?
JAV a 16054 JTEMP11I)

T0 XSUSLIJAV9J) XX
C

IdSU'4T a NSU4T o I419t - I
MEG a 0

00 CONTINUE
90 CONTINUE

9% C
qUMT x NSUNT
SUOT 0 SUMT / 12.0

C
WRITE46,902) MEAPER9 ( Js J819

too 90? FOR4AT ("IC04CORDANCE SUMMARY SY ELFMENT01 P$X9AAIO/"0 UNWEIG14TED 1U
*SLISTSo /(T21'OlI)
WRJTEfG.904) I "DASH* K010'd

904 EOR'4AT411 JUDGE "o (T13*POAG)I

los 00 In#l Kale%4
100 P(K1 a 0.0

00 110 Jmlqq
Ito IF (JMAME(J.E29mA0lJw) Jf4MNEJlaWADJ SORDAVI

WPtTE(6990S) JMAME(J)s fXSU$LIK.J)9 K0194
906 FORMAT (1XA109(TI3,"I w**ft76*1)

00 110 KaI94

9(K) a 9(K1 XSUL(K*Jl
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TABLE C-1. (CONTINED)

SUJRROUT14F COtdCOP 74/74 OPT.) FYN 4.6431

11% qUt4D 8 SUR 0 XSURL(.9J)
l10 CONTINUE

OPAR a S11R /' 4
WRITE 169908) '40ASH( 4 OSH9 Islie% I

120 *0A PORf4AYT6SA. 4T13*20A4) I
wRI*TE169910) C R4K). '(mieN

910 rORMAT(" il4J)"o(T14920 FA.1) I
C

125 ')0 120 KuI*d
120 S a S .4 1PMK - PRA )04P

WRITE(491?) P8A*. S
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