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This final report summarizes 14 experiments conducted over a three-year

period. First discussed is a hypothesis generation model and research
which addresses the model. Several major findings were obtained:
1) Hypothesis retrieval from memory is impoverished. Hypothesis
generators are not able to retrieve all relevant hypotheses from memory
that should be considered in a decision problem. 2) Hypotheses that

are retrieved from memory are first checked for logical consistency
with the data. Those hypotheses that are logically consistent may be

assessed further for plausibility. 3) Hypothesis generators thinl-

that collections of hypotheses which they generated are much more
complete than they actually are.

The next section discusses research on hypothesis generation performance.

Topics include protocol analysis, group hypothesis generation, the

biasing effects of schemata, individual differences in hypothesis
generation, and generalizing to expect populations.

A third section is devoted to a survey of research relevant to aiding

the hypothesis generation process. An artificial aid for retrieving

hypotheses from memory is discussed. Also discussed are other ways

of improving hypothesis generation performance.

The general conclusion of this project is that both the failure to

retrieve enough hypotheses from memory and the subjects' belief that

these collections of hypotheses are more complete than they actually
are can be traced to deficiencies in the memory retrieval process.
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Introduction

This is the final report for the project "Data Plausibility and

Hypothesis Generation" sponsored by the Engineering Psychology

Programs, Office of Naval Research. The project began August 15,

1978 and ended August 14, 1980. The goal of this project was to

develop a model of the hypothesis generation process, and to do

research to investigate this model and the hypothesis generation

process in general. The strategy employed in this project was to

blend concepts drawn from three areas: decision analysis,

behavioral decision theory, and cognitive psychology. As part of

this project, 15 experiments were conducted, and 9 technical

reports were issued concerning the process of hypothesis

generation.

I This report is organized as follows: The final form of the

hypothesis generation model which evolved from this program of

research is discussed first. This section deals with the research

relevant to the hypothesis generation model. In a second section,

research addressing other more general aspects of hypothesis

generation is discussed. A third section discusses applied

research which investigated possible ways of improving hypothesis

generation. Finally, an overview which gives the most important

conclusion that can be drawn from this research is presented.

The discussion that follows is organized according to topics and

does not attempt to explain experimental procedures and results in

detail. To attempt this task would result in several hundred pages

of text that would be redundant with our previous technical

reports. Instead, as various topics are discussed, reference is

made to previous technical reports which contain these details, or

to reports which contain relevant references to the generali

~7 I
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literature- So that interested readers can obtain more

information, these technical reports are cited using numerals (ie.

1, 5, 9), and particularly relevant reports which contain our most

recent or complete treatment of a given topic are underlined (ie.
2, 5, 7) .
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I
A Hypothesis Generation Model and Related Research

The pgtheis ion ask
Problem structuring is a predecision process by which the decision
maker develops the salient characteristics of the decision
problem. The decision maker must first develop the objectives and
constraints of the decision problem. Once the over-all objectivesF are formulated, various structural elements are supplied.
Structural elements may include: possible acts which are specified

by the decision maker, relevant states of the worli (hypotheses),
and possible outcomes. Outcomes are determined by the both the act
that the decision maker chooses and the state of the world that

obtains when that act occurs.

This project was devoted to the study of hypothesis generation,

i.e., the process by which the decision maker generates the
relevant states of the world. In terms of problem structuring, the
decision maker should be able to generate the possible states of

For some problems this task may be easy. The decision maker may

generate hypothesized states of the world related to a problem
which has been experienced before. In these situations possible
hypotheses may be readily retrieved from memory because they are

iew in number and routine in nature. Another important class of
problems exists where hypothesis generation is a crucial component
of problem structuring. Examples of tasks which require hypothesis
generation include medical diagnosis, automotive and electronic
trouble shooting, and the scientific process itself. Tasks in this

category are particularly difficult to solve when the number of
possible hypotheses is large and the decision maker cannot rely on
past experience to narrow the field to several obvious hypotheses.

i It is particularly important that the decision maker include the
actual state of the world in the problem structure, because any

Ssubsequent decision that fails to consider that state of the world
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may be wrong. For example, if your auto mechanic fails to

entertain the hypothesis that a dirty carburetor is responsible
for your car's bad performance, you may pay for a series of
adjustments or part replacements that do nothing to correct the

problem. Similarly, if your doctor fails to consider the disease
that you actually have, the whole treatment regime may be
inappropriate, or even dangerous to your health. Therefore, one
important part of the hypothesis generation task is the inclusion
of the true state of the world in the set of possible hypotheses.

It is important that the set of hypotheses generated by the
decision maker should be as complete as possible. Ideally, the set
should be exhaustive; however, a practical decision maker Usually
neglects improbable hypotheses because these states of the world
appear so unlikely that they can safely be neglected.

The hypothesis set that the decision maker creates should contain
plausible hypotheses. The construct of "plausibility" includes the
notion that for a hypothesis to be included in the set of
hypotheses it should be sufficiently probable to be worth further
analysis. This does not necessarily involve an assessment process
as detailed and thorough as is typically implied by the term
"probability assessment." All that is logica.ly necessary at the
early stages of problem structuring is that the decision maker
make a rough "go/no go" decision in regard to each hypothesis.
Hypotheses that pass this crude plausibility test may be more
carefully assessed in later stages of decision analysis. While it

is possible that plausibility assessment and probability

assessment share common elements, there are a few clear
differences. The first major difference is in the nature of the
task requirements. In a probability assessment task, assessments
are usually made about the relative likelihood of a set of
specified hypotheses known to the decision maker. In a hypothesis

.4 generation task, hypotheses are evaluated with respect to whether

or not they should be considered further. This evaluation is
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complicated by the fact that the evaluation should be relative to

both previously-specified hypotheses that the decision maker may

have and unspecified hypotheses that are yet to be generated by
the decision maker. These task differences suggest that calling

the process of deciding if a hypothesis should be included in the

set of hypotheses "probability assessment" may be misleading
because of the task differences between the two processes. We do

not know at this time if the same psychological processes are used

in both types of assessment, although it seems quite certain that
both processes share common elements.

Hypothesis generation tasks also have the characteristic that

generated hypotheses should be consistent with any available
information. This information may be specific data or knowledge

about the task. Obviously, hypotheses that are inconsistent with
the available evidence should not be considered. Information

provided by data and the task has a second important role, since

it serves as a basis for the memory search processes described in

the next section. Although the emphasis will be on memory search

processes, the importance of the data as constraints to the

logical Pgssibilit of hypotheses should be kept in mind.

The hypothesis generation process could operate in a number ofI different ways depending on the task requirements. For example,

during a "brain-storming" session, decision makers may be asked to

generate any hypotheses that come to mind irrespective of their
plausibility or implausibility. In another situation, the

decision maker's task may be to generate all hypotheses that are
logically consistent with the data, even though some of the

hypotheses are unlikely. In a third situation, the decision
maker's task may be to generate a set of plausible hypotheses and

to be concerned with whether or not each hynothesis in that set is

sufficiently plausible to be inc.-uded as a candidate for

subsequent decision analysis.

:•I
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ovrve QJf Jthypteisgnrainmodel

The hypothesis generation model that has been developed as part of

this project has three components or subprocesses. The first

subprocess is an executive process. The executive subprocess

controls hypotheses generation according to the demands of the

task. It initiates memory searches and controls plausibility

assessment. The memory search subprocess is responsible for both

retrieving hypotheses from memory, and for furnishing information

necessary for plausibility assessment. The third subprocess is

that of plausibility assessment. In this subprocess hypotheses may

be checked to see if they are logically consistent with the data.

More sophisticated plausibility judgments may also be made. The

plausibility assessment subprocess decides if a hypothesis is

sufficiently plausible to warrant further processing. Figure 1

shows this model in summary form. In the three sections that

follow, each of the subprocesses and -heir experimental results

are discussed.

_ _

E Direction RECURSIVE
X Data MEMORY

DTE New Hypotheses SEARCH

[ UC

T Hypotheses
PROBLEM I Data PLAUSIBILITY
CHARACTERISTICS V Plausibility ASSESSOR

E Judgments

CURRENT HYPOTHESIS SETI

Figure 1. Major subsystems in hypothesis
generation model.

I
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When the hypothesis generation process begins, the decision maker

has an empty hypothesis set which must be populated. A reasonable
goal is to develop a set of hypotheses that is as complete as
possible. To accomplish this end, hypotheses must be retrieved

from memory. The model assumes that available data and other task
information are used to search memory. Memory is assumed to be
organized in a semantic net (., 3). Searches are made for each
datum. If a hypothesis consistent with the available data is

encountered in this search process, then it is tagged in memory to

reflect this encounter. When a hypothesis accumulates a critical

number of tags, the executive notes this fact, and the hypothesis
is retrieved from memory for further processing. A detailed

discussion of the memory search subprocess has been provided (1),
"but some of the results obtained during an evaluation of the model

are of greater interest.

The first point of interest is whether or not the search and

retrieval process produces candidate hypotheses which are

logically consistent with .iA data. An analysis of the

hypothesis generation task suggests that this should be a minimum
requirement of any hypothesis included in the final hypothesis
set. When does consistency checking occur? Does the memory search

subprocess necessarily produce hypotheses that are logically

consistent with all data or is consistency checking performed
after retrieval from memory? Perhaps a hypothesis must be tagged
by all data before it is retrieved by the executive. One
assumption of this version of the model is that a hypothesis would

not receive a tag from a datum if it is inconsistent with that
datum. In a second version of the model it might be assumed that
any hypothesis encountered in the memory search may be retrieved

Sfor further processing. Under this assumption, retrieval could
follow from a single tag.

The "one-tag" version and the "all-tag" version are limiting

H __
4 j -_ _ _
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cases of the tagging model. A task analysis suggested that it was
unlikely that the "one-tag" version would be correct. If a

hypothesis suggested by any of the data is retrieved for futLier

processing, then using the "one-tag" version, the decision maker I
would have to process a large number of hypotheses most 2f Wqich

would " inconsistent Wijlo Djf. "oredj ata. If, however, all

hypotheses suggested by the data had to be tagged by all data,

then the decision maker would retrieve very few hypotheses, and

would probably fail to retrieve many relevant hypotheses. It seems
reasonable to assume that the decision maker should choose a

strategy that lies somewhere between these two extremes.

The tagging model was designed so that the criterion number of
tags was a free parameter, and it was used as a measurement tool
to address this issue. A study (1) was conducted where decision

makers retrieved hypotheses from either a set of six data, or

subsets of these data which consisted of three data, or only one
datum.

The criterion number of tags for retrieval to occur was estimated

from these data, and was found to be between two and three.

Recently, we have shown that this conclusion does not depend on

the assumptions of the tagging model; other similar models would

yield the same conclusions.

The major implication of this result is that hypotheses are
retrieved from memory using two or three data as retrieval cues.

Therefore, retrieved hypotheses are at least patlly

consistent with the available data. These results also suggest
that the memory search process may produce hypotheses that will be
discarded in subsequent assessment because they are not logically

consistent with the rest of the data.

A second point of interest deals with the efficiency of the
hypothesis retrieval process. In order to study this process, the
retrieval performance of the subjects was compared to a



"minimally-adequate hypothesis set" developed by the

experimenters. This minimally adequate hypothesis set consisted of

the three most-plausible hypotheses which the experimenters felt

should be included in an "adequate" set of hypotheses generated by

the subjects. The set for each problem was chosen conservatively

and many other plausible hypotheses were excluded. Only 19.9% of

the subjects were able to retrieve these three hypotheses. We also

explored the effect of relaxing the definition of adequate

performance. We found that 50% of the subjects were able to
retrieve two out of three of the "minimally adequate" hypotheses,
while 92% of the subjects were able to retrieve one of the three.

This result was our first indication that the hypothesis

generation process was less than adequate, and it has been

replicated many times using more objective criteria of

performance. Similar results are discussed in a later section of
the paper. The results discussed here are important because they

suggest that the memory search process is involved in the
deficiencies in hypothesis generation reported throughout this
project.

hgkng hypotheses Lu logical consistency

Results from the tagging study (1) of the memory search model
I Isuggest that the decision maker will often retrieve a hypothesis'I

from memory using several d&a. This newly-retrieved hypothesis
may or may not be consistent with all of the remaining data that

were not used in its retrieval. A consistency checking process:1 may exist in which the decision maker checks the newly-retrieved
hypothesis for logical consistency with any remaining data. Such a

process should be relatively fast, as compared to hypothesis

retrieval. Using the hypothesis as a retrieval cue, the decision

maker should perform a high-speed memory scan to examine whether

the hypothesis is consistent with the remaining data. For reasons

of efficiency, the consistency checking process should be

self-terininating, ie. the consistency checking should stop if a

I. _ _ _ _ _ _
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datum is encountered which is inconsisent with the newly-retrieved
hypothesis. If a hypothesis passes this consistency check, then it
is logically consistent with all of the data, and it has met theM
minimum plausibility requirements. Plausibility assessment may

stop at this point, or it may continue, depending upon the demands
of the task.

A series of experiments (3) was conducted to investigate the

whether or not consistency checking exists. Subsequent

[ I experiments were conducted to examine the speed of consistency
checking relative to hypothesis retrieval, and whether or not
consistency checking is a self-terminating process.

The first experiment was an attempt to demonstrate ,hat

consistency checking exists. An instructional manipulation was
used in which subjects were instructed to either respond with the

first hypothesis that occured to them, irrespective DI it&

Si n, or were instructed only to respond with a
cgnsistea hypothesis. Hypothesis generation problems
containing various numbers of data were used. We predicted an

interaction between the time necessary to generate a hypothesis in
the two conditions and the number of data in the problem. While
large differences were observed between the two conditions, the
interaction was not significant. We believe that the inconclusive

results of this experiment were due to the subjects' inability or

i; Iunwillingness to respond with the first hypothesis that occurred
.jto them even though they were instructed to do so.

In a study which was too recent to be discussed in the original

technical report (3), the question of the existence of consistency
checking was investigated again. In this study a somewhat

different approach was used. Subjects were asked to generate
consistent hypotheses in response to data. Immediately after they
generated a hypothesis, they were shown a list of inconsistent

hytp that had been generated by another group of subjects.

S
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Subjects scanned the list of inconsistent hypotheses, and

identified any that had "crossed their minds" during hypothesis

generation.

It was estimated that subjects retrieved an average of 1.83
inconsistent hypotheses before they retrieved their first
consistent hypothesis. This experiment contained a manipulation to
control for the obvious demand characteristics. Subjects may have

picked hypotheses from the list to please the experimenters. It is
unlikely that these results could be explained in that way. It was
concluded that subjects do check newly-retrieved hypotheses for

consistency, and that inconsistent hypotheses are discarded at
this time. These results also add support to the conclusion that
memory is searched using only part of the available data. The

memory search result implies that inconsistent hypotheses are
retrieved from memory, and this consistency checking experiment
demonstrated that inconsistent hypotheses are retrieved from
memory and are then discarded.

The next experiment in this series (3) addressed our prediction
that consistency checking is a more rapid process than hypothesis
retrieval. Two experimental conditions were compared. Subjects in
condition one generated hypotheses in response to varying amounts

I 'of data. Subjects in condition two were given the hypotheses that
the first group had generated, and were asked to check them for
consistency using the same data. Using a Sternberg memory search
procedure (3), the time to process each additional datum was
estimated. Subjects who generated hypotheses took 1.8 seconds per
datum, while consistency checking subjects were able to process

each datum in .7 second, i.e. between two and three times faster
than hypothesis generation subjects.

The final experiment in this series examined the self-termination
S• prediction. Subjects were provided with a hypothesis and were

asked to check three-data problems for consistency with respect to

a--- - - --
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that hypothesis. The position of a disconfirming datum in the data

set was varied for problems where the hypothesis was inconsistent

with the data. Subjects responded faster when the disconfirming

datum was earlier in the sequence of data than when it was later.

This result is consistent with a self-terminating process.

The results of the experiments investigating the existence of

consistency checking suggest that subjects retrieve hypotheses

which are found to be inconsistent with a set of data. We believe

that consistency checking occurs in the hypothesis generation

process and that subjects tend to retrieve hypotheses in response

to only part of the available data. Thus, the results support the

predictions of the partial-retrieval consistency checking model of
hypothesis generation rather than the alternate retrieval model

which assumes that subjects retrieve consistent hypotheses using

all data as retrieval cues.

"The results of experiment two of this series demonstrated that

less time is needed to process an additional datum during

consistency checking than during hypothesis retrieval. These
results are consistent with the predictions based upon the search

properties of hypothesis retrieval versus the verification

properties of consistency checking. Experiment three of thisr
sezies provided evidence that consistency checking is a

self-terminating process.

These results are important for an understanding of the hypothesis

generation process. They more clearly define the role of memory in

hypothesis generation, and the processing of hypotheses subsequent

to retrieval from memory. These results, when combined with our

other research, are consistent with the following model of

hypothesis generation:

Hypotheses are retrieved from memory using several data. If the

data are numerous, then retrieval is based upon only a part of the

available data. Upon retrieval, hypotheses are checked for logical

A
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consistency with any remaining data using a high-speed semantic
verification process. If a logical inconsistency is found between

is labeled as inconsistent. If, however, the hypothesis survives

the consistency checking process, then further processing can
occur depending on the task demands. The consistency checking

process is faster than the retrieval process because retrieval
involves a search for hypotheses that are suggested by several

SIdata; whereas, consistency checking involves verifying semantic
relationships among a hypothesis and data that are already activeS' in memory.

Hypotheses that survive the consistency checking process have met
the minal task requirement for hypothesis generation, that
of logical consistency with the data. They are not necessarily

plausible hypotheses; plausibility can be established by further
processing if the task requires this type of assessment.

Our use of the term "consistency checking" has been solely
confined to high-speed semantic verification. We do not intend to
imply that other processes which might be called "consistency
checking" do not exist. Thus, a scientist may spend months
determining if a hypothesis is consistent with data. This is not
the process studied here, and this distinction becomes clearer if
a scientist's work is termed "hypothesis assessment." We have
studied the early phases of the hypothesis generation process, and
"we believe that in the first few seconds of hypothesis generation
a hypothesis is retrieved from memory using part of the data and
then checked for consistency with the remainder of the data.

Plausibility asesmetof gnrae hvr otbPQ_

After a hypothesis is retrieved from memory and checked for

logical consistency, further processing may occur to determine if
the hypothesis is sufficiently plausible to be included in the set

of hypotheses that the decision maker is entertaining. Secondly,

A _,



16J the decision maker must decide if more hypotheses should be
included in the set of hypotheses, or if the set is complete

enough to be satisfactory. Once the set is sufficiently populated

with hypotheses, attention can be turned to other aspects of

problem structuring. This task analysis suggests that the decisionSmaker should have some sensitivity to the plausibility of both

individual hypotheses and the collection of hypotheses called the
S~hypothesis set.

As discussed previously, the task of estimating the plausibility 3

of hypotheses is somewhat different than a probability or odds

estimation task. The task of the decision maker in hypothesis

generation is to populate an empty hypothesis set; whereas, in

probability or odds estimation the task is to estimate the
relative likelihood of an existing set of specified hypotheses.

The probability estimator, for example, need only be concerned

with the relative likelihoods of a set of enumerated hypotheses.
The hypothesis generator, on the other hand, must judge a

specified hypothesis that has just been retrieved from memory

against a diffuse unspecified set of hypotheses that potentially

might be included in the hypothesis set. Before the plausibility

of a hypothesis can be established, it must be compared to other

alternative hypotheses which may or may not be available in

memory. Thus, plausibility assessment would seem to be much more
formidable than probability or odds estimation, and one might

naturally expect that subjects' plausibility assessments will be

found less accurate. This kind of judgment is analogous to the

difference between absolute and relative judgmerts in perception
where it is commonly known that relative judgments are easier to

make than absolute judgments. The plausibility assessor may be

making a judgment about a hypothesis in the absence of other

hypotheses. As the hypothesis set becomes more populated,
plausibility and probability assessment become more similar inM

nature, and for fully-populated sets the tasks become identical.

The same argument holds for judgments of collections of hypotheses

~~1
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where the task is to generate a set of hypotheses which is as

complete as possible. Decision makers should continue to generate

hypotheses until they believe that the collection of specified

hypotheses equals the set of all possible hypotheses.

The first research concerned with hypothesis assessment was an

early study done by Gettys and Fisher (cited in 7) which was not a

formal part of this project. This study was devoted to the

executive control of the hypothesis generion process, and it

investigated the rules for deciding if a particular hypothesis or

hypothesis set is plausible. Of particular interest in this study

was the relationship between these rules and the memory search

process. It was found that additional hypotheses were most often

generated when data were presented which disconfirmeu the set of

currently-held hypotheses. The data were examined to see if a

fixed criterion of plausibility was used to admit a newly-

generated hypothesis to the current set of hypotheses. No evidence

for such a fixed plausibility threshold was found. Instead,
subjects seemed to be admitting hypotheses into the set only if

they were close competitors with the most plausibile hypotheses

that had already been generated. This behavior was characterized
as a search for "leading contenders" rather than a search for an

exhaustive set of hypotheses.

The first study in this project examined the question of whether
or not subjects could evaluate the plausibility of hypotheses. Of

interest were the plausibility estimates subjects made concerning
sets of hypotheses differing with respect to plausibility or
completeness. Subjects were given sets of hypotheses which varied
in plausibility, and were asked to judge both the plausibility of
each hypothesis individually and the collection of hypotheses. The
judgments included estimates of the plausibilities of both

'I specified hypotheses and the diffuse set of unspecified
hypotheses. These judgments were evaluated by comparing them to a

probabilistic model developed for this purpose.
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The task which was modeled was that of generating possible

academic majors for a hypothetical student at the University of

Oklahoma. The hypotheses to be generated were based on the courses

the student had taken. The enrollment records for all students

currently enrolled in the University were used to determine the

probabilistic relationships beween majors and courses. A total of A

166,858 enrollment records were tabulated to obtain the posterior

probabilities of various majors given selected courses. These

veridical values were compared to subjects' estimates to address

the accuracy of calibration. This task had the necessary

characteristic that the veridical relationships between majors and

courses were known, and the task also had the property that most

student subjects understood it intuitively. However, it should be

noted that many of the relationships between courses and majors

are complicated. Students enroll in a program of study for many

complex reasons, including personal preference, advice from other

students and advisors, and College and University requirements.

In the first experiment (1), subjects estimated the plausibility

of three specified hypotheses and a diffuse catch-all hypothesis

of "all other hypotheses". They also estimated the plausibility of

the specified collection of hypotheses versus the catch-all set.

Two major results were obtained. First, as might be expected from
I *1 the task analysis, plausibility estimates were quite variable, and

were only weakly related to the veridical probabilities. Second,

the overwhelming majority of these estimates were excessive in

respect to the veridical probabilities. Both results were quite

reliable, and have since been replicated in several situations
(2,7).

It occurred to us that the explanation for this excessive

certainty might be that the decision maker must populate the

complementary set of unspecified hypotheses before the specified

hypotheses (or sets of specified hypotheses) can be assessed
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Saccurately. We also had reason to believe that the retrieval of
hypotheses from memory was impoverished. If this were the case,

then attempts by the decision maker to populate the unspecified

I set of hypotheses would be only partially successful.

Consequently, when plausibility estimates were made, the
unspecified set of hypotheses was incomplete; hence, its

plausibility was under-estimated. If the plausibility of the
unspecified set was under-estimated, then the plausibility of the !

specified set was necessarily over-estimated.

The next study (2) was a test of this explanation. There weore
three groups of subjects in this study. One group was essentially

a replication of one of the conditions of the previous study.

Subjects estimated the plausibility of sets of specified
hypotheses and the unspecified catch-all hypotheses much as
before. In the other two groups, however, manipulations were

introduced which were designed to increase the availability of
hypotheses in the catch-all set. In one condition, subjects were
encouraged to cz:plicitly populate the catch-all set. This

manipulation was chosen because it was believed that asking the

subjects to make a formal search of memory for hypotheses would

increase the number of "unspecified hypotheses" available in
memory. The second manipulation consisted of showing the subjects÷

exemplar hypotheses from an experimenter- generated catch-all set.
This manipulation should also increase the availability ofV

hypotheses in the catch-all set.

Both conditions which were designed to increase the availability

of hypotheses in the catch-all set produced estimates that were
less excessive. Therefore, we concluded that at least part of the
excessiveness in plausibility assessment was due to the limited

availability of hypotheses in the catch-all set.

Our studies up to this time had used only sets of hypotheses
supplied by the experimenter. We were forced to used experimenter-
supplied sets because of limitations in the software which

4 1
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determined the probabilistic relationships between courses and

majors. We developed an algorithm which would efficiently process

the 166,858 enrollment records for all courses and all majors.

Then we were able to run a new study which both replicated the

Sprevious studies using experimenter-supplied hypotheses, and also

allowed us to study plausibility estimates for subject-generated

hypotheses. Therefore, one comparision in this study was between

experimenter-supplied and subject-generated hypotheses.

Previous studies employed a response mode which was a variant of

the odds estimation technique. A direct probability estimation

response mode was compared to the odds response mode. The

motivation for this manipulation was to make sure that the

excessiveness in plausibility estimates was not due to the

response mode.

The results replicated our previous research and reinforced our

conclusions. Plausibility estimates were excessive for both.

experimenter-supplied and subject-generated hypotheses. We had

predicted that this would be the case because subjects should have

difficulty populating the unspecified set of hypotheses in either

condition. Somewhat to our surprise, however, subjects who

generated their own hypotheses were significantly more excessive

than subjects who worked with experimenter-supplied hypotheses.

One possible explanation tor this effect is that subjects who

generated their own hypotheses nearly exhausted their set of

plausible hypotheses in populating the specified set, and

consequently did a poorer job of populating the unspecified set.

In both response mode conditions excessive estimates were found,

although the subjects in the direct probability estimation

condition were somewhat less excessive than subjects in the odds

estimation condition. (This study was not issued as a technical

4N
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report because it was a follow-up study for the availability study

(2), but was included in the journal version of the availability

study.)

Perhaps the most robust and important conclusion tha: can be drawn

from the last three studies is that p-lausibility estimates of

hypotheses are excessive, and that this behavior can be traced to

deficiencies of the hypothesis retrieva_ process.

1I

I
[1

r II
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Research on Hypothesis Generation Performance

Some of the research on hypothesis generation was addressed to a

variety of topics including protocol analysis, group processes,

the importance cf schemata in hypothesis generation, individual

differences in hypothesis generation, and the role of expertise in

hypothesis generation. Summaries of the important results on these

topics are presented in the following section.

Mehle, in a doctoral dissertation (7), took a rather different

approach to the hypothesis generation problem. Using a modifi-

cation of Simon's protocol analysis technique, the hypothesis

generation performance of expert and non-expert auto mechanics was

studied in an automotive trouble-shooting task. This study used

markedly different research strategies than the other studies in

this project, and it independently confirmed several of the
observations that were made using more traditional

techniques.

Subjects in the protocol analysis task were either undergraduates

who professed some knowledge of cars, or expert auto mechanics

from the University motor pool. Subjects were given a written

A| description of a malfunctioning automobile, and were asked to

"think out loud" while generating hypotheses about the cause of

the malfunction. Examination of the protocols revealed evidence

for consistency checking. Hypotheses were generated, and then
subsequently ruled out as inconsistent with the data.

In addition to the protocol analysis, both the number of

hypotheses that the subjects generated were analyzed, and the

plausibility estimates for collection of hypotheses that the

subjects generated were analyzed. Experts and non-experts

generated approximately the same number of hypotheses; the mean
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number of hypotheses generated per problem was 3.43 and 3.36 for

the non-experts and experts, respectively. These means can be

compared to the number of hypotheses that were logically possible

for the problems. Information provided by the subjects was used to

make this estimate in the absence of a completely authoritative

source for this information. The hypothesis set for each subject

was pooled with that of the other subjects by taking the union of

all hypothesis sets. Illogical hypotheses were discarded from this

pool (an average of .1 hypotheses per subject per problem). The

number of hypotheses in the pooled set is actually a lower-bound

estimate of the number of logically-possible hypotheses. The

obtained pooled sets contained an average of 17.8 hypotheses per

problem. By applying a mathematical model to this situation,

Mehle was able to estimate the number of hypotheses that were

logically possible was 21.5 hypotheses in the average problem.

Thus the average subject was generating approximately 19% of the

logically-possible hypotheses per problem. It was impossible to

determine if the hypotheses generated by the subjects were

implausible or plausible, but subjects' hypothesis sets certainly

lacked the desirable characterstic of completeness.

The plausibility estimates of the sets of hypotheses generated by

the subjects were also examined. There were no veridicalA

t probabilities for this task, but it was possible to exploit the

fact that the sum of the probabilities of an exhaustive set should

be one. The hypothesis generators in this experiment generated
incomplete, impoverished sets of hypotheses. If all subjects'

probability estimates are assumed to be true and if these

estimates are assigned to the hypotheses in the pooled set, then a

probability measure of 5.04 must be assigned to the more complete

set of hypotheses developed by pooling. This measure would have

been 1.00 had the whole group of subjects been veridical

estimators. Thus, subjects were clearly excessive in this task.
This result generalizes our earlier conclusions considerably, as

it shows similar behavior in a task that was quite different from
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the "majors from classes task."

In summary, the protocol analysis study, while done in the same

laboratory, reached much the same conclusions as other research

conducted using different techniques. The data suggested thac

subjects were impoverished hypothesis generators whose

plausibility estimates were excessive.

Ft

One strategy that has frequently been used to improve problem

solving performance is to work in small groups rather than as

individuals. The mounting evidence that individual hypothesis

generators produced impoverished hypothesis sets suggested that it

might be profitable to investigate group hypothesis generation to

determine the improvement that working in a group affords. In this

study (9), subjects either generated majors from classes as

individuals, or as a member of an interacting group of four

subjects. The pooling technique was used again, but in this case

the veridical posterior probabilites of majors given classes were

available, and were used rather than a count of logically-possible

hypotheses. Thus the posterior probability of hypothesis sets

generated by either individuals or small groups could be

calculated. It was also possible to calculate the posterior

probability of pooled hypothesis sets for artificial groups of

various sizes by using Monte Carlo techniques. The function that

was obtained from these calculations increased monotonically with
group size and usually asymptoted between group sizes of fifteen

and twenty. This function can be used to estimate the size of the

synthetic group that would have the same performance as aninteracting group of size four.

The mean probability of the hypothesis set for individuals was

.335 while interacting groups of four had a mean probability of

.427. The means reported are the probabilities that the hypothesis
sets contained the "true" hypothesis. Thus, as one might expect,

£ .~
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group performance is superior to individual performance. However,

both individuals and small groups were impoverished hypothesis

generators. Although subjects in this task were told to neglect

very unlikely (p<.02) hypotheses, and so could not be expected to

have hypothesis sets with a probability of 1.00, there is ground

for much improvement in these performances. A synthetic group of

1.8 individuals was calculated to be equal in performance to an

interacting group of four individuals. The hypothesis set

probability for a synthetic group of four individuals was .540.

Evidently the social interaction in the real group impairs

performance by producing a lower performance than would be

expected from sharing hypotheses mechanically, as is done in a

synthetic group.

These results suggested a general way of examining at least two

factors which affect group performance. One factor is the

potential increase in information that the group provides. The

adage, "Two heads are better than one," has validity in this
sense. As group size increases, the amount of new information

added by each new member should become less, but the total

information possessed by the group increases. The pooling process

described earlier is one way to measure the information possessed

by the group, and it provides a natural metric for expressing how
the amount of task-relevant information increases as group-size

increases. The second major factor in interacting groups is the

social interaction which occurs. Social interaction may be

facilitative, but it is usually found to inhibit group performance

(9). When the performance of individuals, synthetic groups, and

interacting groups are compared, it is possible to partition

performance into an informational component and a social

component. In the present experiment, the information that could

be gained from pooling the information of four individuals is
estimated to be a .205 increment in hypothesis set plausibility
(.540 -. 335 =.205). Social interaction, however, caused a
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decrement in performance of .113, as calculated from differences

in performance of the interacting and synthetic groups (.427 -. 540

= -. 113). The actual gain in performance of an interacting group

over an individual is .092, and this difference results from the

additive combination of informational and social factors.

These ideas allow the researcher in group processes to better

understand the results of group research. Differences between

interacting groups are difficult to understand because groups

differ from individuals both in the amount of information
I possessed and in social interaction. By partitioning performance

into two components, the relative contribution of each component

to performance can be better understood.

Schemata in yohsagnrtn

One informal observation that we made in several studies was that
our subjects appeared to be blind to certain classes of
hypotheses. When asked to generate hypotheses, subjects sometimes

generated hypotheses that seemed to be related to an implicit
interpretation of the data. Other subjects seemed to adopt

different interpretations of the data, and to generate a different
set of hypotheses. This observation suggests that sometimes

interpretations of the data influence the memory retrieval

process, thus biasing the subjects toward one type of hypothesis
S I and against another type. This general phenomenon has received

some attention in cognitive psychology. The organization of data

into a meaningful pattern by making inferences about their meaning

is termed a schema in cognitive literature.

When the hypothesis generator is attempting to add hypotheses to a
set of hypotheses that have already been suggested, schemata might

be expected to play an important role. This situation may occur

when the hypothesis generator "inherits" a decision problem. As
scientists we are constantly faced with inherited hypotheses which

may bias our interpretation of the data and our generation of new
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hypotheses. Often "inherited" hypotheses suggest particular

interpretations of the data which might seem forced in the absence
of these hypothes s. In our natural desire to obtain closure, we

may accept certain interpretations which relate data to
hypotheses. These interpretations may come to represent the data
and may even be encoded in memory in lieu of the data. When we
attempt to generate new hypotheses, the schema that organized the

data may be used instead of the data in searching memory. To theiA
extent that this happens, the hypothesis generation process may be

j biased.

A study was performed to investigate these ideas and to propose a
partial cure for any such tendencies on the part of the hypothesis
generator. In this study subjects were given several ambiguous
data which could be interpreted by using several schemata. The
existence of an "inherited" hypothesis was simulated in some
conditions by giving the subject one of several hypotheses to

evaluate. These hypotheses were good exemplars of several
different schemata that could be used to explain the data. The
problems involved generating possible hypotheses about an unknown
geographical area known as "X". For example, subjects in one
problem were told that one hypothesis that was consistent with
area "X" was a bakery. Available data were that 1) Most people
spend only a short time in area X, 2) Area X contains unusual
smells, and 3) Area X is only open during business hours. Subjects
who "inherited" the "bakery" hypothesis were more likely to

generate hypotheses such as "restaurant," "fruit stand," or
"flower shop." Other subjects were given this same problem but

"inherited" the hypothesis "dump" rather than "bakery". These
subjects were more likely to generate different hypotheses such as
"chemical plant," "sewer treatment plant," or "public restroom."

The tvo schemata that these two hypotheses suggest are "pleasant"

and "unpleasant" areas, respectively. Subjects adopting the
"unpleasant" schema might reason that people spend as little time
as possible in dumps because dumps smell bad, and so are
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unpleasant places. Many dumps are supervised, and hence are only

open during business hours. Consequently, subjects might tend to

search memory for other similar unpleasant places that have bad
smells and are open only during business hours. "Bakery" subjects,

on the other hand, may reason that bakeries smell unusual but

pleasant, serve their customers quickly, and are open during

business hours. These subjects should be biased to search memory

for other businesses that have unusual but pleasant smells. In a

third condition, subjects were given no inherited hypothesis. All
subjects were encouraged to generate as many hypotheses consistent

with the data as possible.

As might be expected, these schemata differed in accessibility.

Subjects in the "no hypothesis" condition were more than twice as

likely to generate hypotheses consistent with the more-accessible

schema than the less-accessible schema. If the hypothesis provided

to the subjects suggested a schema that was more-accessible, then

there was relatively little change in hypothesis generation

performance as compared to the "no hypothesis" subjects. If,

however, the schema suggested by the hypothesis was less-

accessible, and hence less likely to occur to the subjects

spontaneously, then there was a dramatic increase in the number of
hypotheses generated that were consistent with that schema. There

was also a corresponding decrease in hypotheses generated that

were consistent with the more-accessible schema. These results are
evidence for the biasing effects of schemata.

We also explored a simple technique for reducing the bias. A

second group of subjects was given much the same procedure as the

first group, except that the subjects who "inherited" hypotheses
were asked to generate a hypothesis which was consistent with the

data "for another reason." For the subjects who successfully
generated such a hypothesis, the bias was practically eliminated. I
There was an added benefit fom this procedure. Less-accessible
schemata became more accessible, but the generation of hypotheses]g
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I •consistent with the more-accessible schema was reduced. Possibly

subjects had some upper limit to the number of hypothesis that

I they were willing to generate.

Ind~ividual differences ba hyptheis geeato

We noticed pronounced individual differences in hypothesis-

generation ability among our subjects. Some subjects generated

'I more than twice as many hypotheses as a typical subject, and

although the typical subject generated impoverished hypothesis

sets, there ',,as an occasional exception to this rule.

For practical reasons it might be useful to have a simple means of

estimating the hypothesis generation ability of an individual, and
the cognitive differences between good and poor hypothesis

I generators might be enlightening.

Our first study on this topic (5) was fairly traditional. First,

we developed criterion measures of hypothesis generation

performance. One criterion task was an abstract photo-
reconnaissance task where the decision maker was given a

* simplified copy of a map from the U. S. Census tract. An unknown

area was marked on the map, and the subjects' task was to generate

as many hypotheses as possible about the identity of this unknown
area using the map and several additional items of information.
The criterion hypothesis generation score which was finally

developed depended on both the quantity and quality of the
hypotheses that the subject generated.

Our choice of predictor variables was guided by several
considerations. First, the divergent thinking involved in
hypothesis generation seemed to be similar to the divergent

thinking used in some creative activities. We surveyed this
A ,literature and identified several tests that were designed to

measure divergent thinking and creativity. These tests were the

Alternate Uses test, the Remote Associations test, and a subtest
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of the AC test of Creative Ability which we called "Possible

Reasons." Second, other tests were included to measure such

factors as inductive reasoning, and the ability to use the

information provided by the tasks.

Alternate Uses was found to be by far the best predictor of

hypothesis generation performance (r=.27), but none of the

predictors accounted for much of the variance in this ability.

In the second study of this series (5), we took steps to increase
the reliability of the criterion measure of hypothesis generation.

The Alternate Uses test was retained, and the other tests of

creative problem solving were dropped. Tests of general academic

achievement (the ACT), and intellectual ability (the Information
scale of the WAIS) were added to the battery of predictors.

Several different versions of Alternate Uses were also developed
to measure possible cognitive skills that might be involved in

hypothesis generation.

Our modifications of the Alternate Uses test were based on the
following argument. The Alternate Uses test involves generating
alternate uses for common household items, such as a coat hanger.

Subjects are instructed to generate as many possible uses for a
coat hanger as possible. Many of the possible uses for a coat
hanger involve using a different schema than "a device for storing
clothing in a closet." A coat hanger has many attributes which can

be exploited in various ways. It is metal, it conducts

electricity, it is ductile, it is long and thin, it is fairly
!* rigid, it doesn't burn at houshold temperatures, etc. The implicit

properties of this object could be used as retrieval cues to

search memory. Various combinations of these attributes suggest
different schemata such as "a device to open a car door" (long,

thin, rigid, and ductile), or "marshmallow roaster" (long, thin,
rigid and fire resistant). Therefore, a subject who performs well
at this task might first analyze an object to determine implicit

dimensions or attributes and then use various combinations of

_ 
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these dimensions as retrieval cues for alternate uses. Performance

in the Alternate Uses task and in hypothesis generation might have

two components, the retrieval of the implicit dimensions and the

use of this implicit information to retrieve uses or hypotheses,

depending on the task.

With these thoughts in mind, we modified the Alternative Uses test

to create two new versions of the test to use in addition to the

original version. One of the new versions measured the subjects'

ability to retrieve the attributes of the household objects that

might be useful retrieval cues, and a second version measured the

subjects' ability to generate uses when these attributes or

dimensions were explicitly provided by the experimenter.

There were several interesting results from this experiment.

First, as has been found in every study dealing with this topic,

hypothesis generation of the average subject was impoverished. The

mean hypothesiz generation score for subjects was about 3 "good"

hypotheses per problem, while the lower-bound estimate of the

maximum number of logically possible hypotheses was approximately

26 "good" hypotheses and 43 "fair" hypotheses per problem. Second,

the correlation between the Alternate Uses test and the criterion

measure of hypothesis generation was .51, a considerable gain in

predictive power over the previous experiment. This correlation
could undoubtedly be increased by item-selection and other methods
of test refinement. Such further development could perhaps convert

the alternate uses test from a research tool to a useful predictor

of hypothesis generation performance. Third, achievement and

general intelligence were shown to be only weakly related to
hypothesis generation performance.

Both of the proposed cognitive components of hypothesis generation

performance were shown to be important. The "retrieval of implicit

attributes" component and the s retrieval of hypotheses from

attributes" component were significantly related to hypothesis

A _ _ _ _ _ _ _ __77_
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generation performance. An analysis of variance was performed on
these data which showed that these two components are additive,

nuncorrelated factors. Subjects who scored low on both components
generated, on the average, 2.15 "good" hypotheses per problem

while subjects who scored high on both of these components
generated, on the average, 3.6 "good" hypotheses per problem. Of
the two components, "retrieval of hypotheses from attributes"
accounted for the most variance. This study, therefore, has

identified two cognitiv- skills that appear to be important in
hypothesis generation. It also made progress toward the

development of a measure of hypothesis-generation ability.

Generalizin 2 expert ppul n

Most of our studies employed populations of college students, and

the generality of results obtained with this population has been
questioned. We deliberately included groups of expert subjects in

two studies (4, 7) as a check on the generality of our results

obtained with college students. We were interested in determining

C- if experts also generated impoverished hypothesis sets and made
excessive plausibility estimates. Our purpose was n to show
that expertise has no influence on hypothesis generation. In fact,
the hypothesis generation tasks used were carefully chosen so that
they could be performed by both college students and expert
subjects. Other tasks, requiring the specialized knowlege of an

expert, could not be performed by college students, and so were
not considered as candidate tasks for these experiments.

Our initial bias was that expert subjects would show considerably
different performance than non-experts. Much to our surprise, the

experts we studied were quite similar to non-experts in the two
performances in which we had the most interest. In the protocol
analysis study (7), expert mechanics generated almost exactly the
same number of hypotheses as non-experts, and both groups
generated impoverished hypothesis sets. The quality of hypothesis

I5'
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sets generated by the experts could not be compared to that of

non-experts due to task limitations, but both groups displayed

similar excessive plausibility estimates.

Another study (4) was performed which involved expert subjects.

This study will be described in more detail below, but the same

general conclusions can be reached from this study. The results

suggest that observed deficiencies in hypothesis generation can be

generalized to experts. We do not claim that expertise is

unimportant in hypothesis generation. We do believe, however, that

even experts will generate impoverished hypothesis sets and will

evaluate these sets as being more exhaustive than they really are.

This seems to be the human condition.

1'

t-
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Improving Hypothesis Generation

The primary goal of this project was to study the hypothesis

generation process, not to find ways of improving hypothesis J

generation. However, one study was devoted to aiding hypothesis

generation. We also discovered several techniques for improving

hypothesis generation performance during the course of our

research. The study devoted to hypothesis generation aiding and

these techniques are described below.

An n/ c memory Aid for hypoheis g i

Our research suqgests that many of the deficiencies in hypothesis

generation can be traced to difficulties in retrieving hypotheses

from memory. The aiding study (4) employed an artificial memory to

aid hypothesis retrieval. Hypotheses retrieved from the artificial

memory were displayed to the subjects and they could, if they

wished, add these hypotheses to their own set of generated

hypotheses. The artificial memory supplemented the hypotheses that

subjects were able to retrieve from memory. The aid also exploited

the differences between retrieval and recognition in memory. The

assumption behind the aid is that subjects may not be able to

/reti a plausible hypothesis from memory, but may be able

to £_Qgn its plaueibility if it is presented to them.

Thus, the aid was designed to supplement the memory retrieval
process.

Th&a ifica memory. Hypothesis generators have used

artificial memories of various sorts to aid hypothesis generation.

The reference books of a doctor or the maintenance manuals of a

mechanic or an electronics technician are examples of artificial

memory aids. These aids are primarily useful in situations where

routine problems are to be solved. They do not usually suggest

hypotheses for rare complexes of symptoms or data. Nevertheless,

these artificial memories are so useful that they are often
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consulted, and when they are unavailable we often deplore their
lack. Generally, the information contained in these reference
books comes from an authoritative source. This information is so
difficult to collect and collate that it usually exists only for
commonly-encountered situations.

The problem of constructing an aid to hypothesis retrieval for
situations that lack authoritative reference materials is
interesting. Consulting an expert would be a possible solution,
but we suspect that even experts retrieve incomplete hypothesis
sets (7). Several experts might jointly create a more complete
hypothesis set if their hypotheses are pooled; this is one reason
why doctors often use consultants when making difficult diagnoses.
Perhaps one way to achieve a more complete hypothesis set is to
pool the hypothesis sets of individuals, as was done in the group
research (9).

A difficult problem still remains. The task of creating a pooled
hypothesis set for all possible combinations of data or symptoms
is impossible for diagnostic situations where many data are
present. For example, if there are N data possible, and if a
simplifying assumption is made that these data are not mutually
exclusive, then the possible number of data complexes is two
raised to the Nth power, a potentially large number. Therefore, it

may be impossible to convene a panel of experts and to ask them to
evaluate every possible data complex that might occur; there may
simply be too many possible combinations of data. Perhaps the
answer is to use expert judgment to construct an artificial
associative memory, and then interrogate this memory to find
hypotheses that are suggested by any complex of symptoms or data.

We constructed such an artificial memory. First we asked subjects
to generate as many hypotheses as possible for each sl•Im.
These hypotheses were pooled across the subjects to create a
more-complete hypothesis set than any individual could generate. 0.

,3V
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"These sets were stored in a computer, simulating an associative

network. Thus, many plausible hypotheses were associated with each

datum in the computer memory. The tagging model developed for
modeling human hypothesis retrieval (1) was used to retrieve

hypotheses suggested by a com:plex of data. Hypotheses were tagged

in the artificial memory for each datum in the complex, and those

hypotheses that received more than a criterion number of tags were

retrieved from the artificial memory and displayed to the

hypothesis generator.

An ev.•luation ! DI Jhgof the 21 memogy. A study (4j was -4
performed to evaluate the extent to which this artificial memory
aided hypothesis generation. Subjects were given either one or

three courses that a student had taken and were asked to generate

as many plausible hypotheses as possible about the major of that

student. When the subjects finished generating hypotheses, they
either started the next problem, or they were shown the results of
the search of the artificial memory. This display consisted of a

list of hypotheses that had been retrieved from the artificial
memory, and the subjt;.ts were allowed to add any hypotheses from

this list to their hypothesis sets.

There were two groups of subjects. One group consisted of Junior

or Senior level students at the University of Oklahoma. The otherI
group was more expert. This group consisted of professional

Curriculum Advisors who were employed by the University to give
students advice on course offerings and schedule planning.

I

i Performance was measured by calculating the posterior probability
of the hypothesis sets that the subjects generated in the aided
and unaided conditions. This probability is the probability that
the set of generated hypotheses contains the "true" hypothesis.

Subjects were told to ignore implausible hypotheses (P< .02). For

this reason, an optimal hypothesis generator should have generated
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a hypothesis set that had a probability .889 for the average
problem.

The unaided performance of both groups was impoverished. Non-

experts had mean hypothesis set probabilities of .477, while

experts had mean probabilities of .506. This difference is
statistically reliable, but experts performed similarly to

non-experts in that both groups generated impoverished hypothesis[ sets. It will be recalled that a hypothesis set probability was

the probability that the true hypothesis was contained in the set
of generated hypotheses. An optimal hypothesis generator, one who
generated all hypotheses greater than .02, would have a hypothesis

set probability of .889.

Both groups increased the plausibility of their hypothesis sets

when they used the aid. The non-experts' aided hypothesis sets had
a mean probability of .570, while the experts' mean probability

was .603. This difference between groups was not reliable, but
both groups were aided significantly. The experts showed an

improvement of .133, while the non-experts showed an improvement
of .185 over their unaided performance. The aid, therefore,
provides a noticeable but not dramatic gain in performance.

I
Perhaps the most interesting result comes from an examination of

4 the hypotheses generated by the subjects and noQt suggested by
the aid. The sum of the posterior probabilities of these

hypotheses totaled less than .01. In other words, the aid
generated nearly all of the hypotheses that subjects were capable
of generating. Had the aid been used as the sole source of
generated hypotheses it would have been better than an unaided
subject and equivalent to an aided subject. The concept of using
an artificial memory to aid hypothesis generation was shown to be
viable for those situations where it seems worthwhile to construct

such an aid.

3b



38

other possiblilities for hIX y pothesbais Slx.• Q

Some of the results obtained incidentally during our study of the I
hypothesis generation process might also be usefully employed to
improve hypothesis generation. These results will only be

mentioned briefly here because they have already beendiscussed.

* I Our study of group hypothesis generation strongly suggests that

using several hypothesis generators will yield a considerable gain

in performance. These results also suggested that social
interaction during hypothesis generation reduces performance; the

best performance would be achieved by using a synthetic pooling of

nypotheses such as that done in the group study (9) and the aiding

study (4). Depending upon the importance of the problem, groups of

varying sizes can be used, with the pooled hypothesis sets of

large groups resulting in a dramatic improvement in performance

(9).

If the hypothesis generators are encouraged to try to think of

another schema which might explain the data, their hypothesis sets
are less biased by hypotheses "inherited" from earlier work on

that problem (6). This procedure should be routinely employed as

it costs almost nothing to use.

I A step which can be taken to reduce the bias in plausibility
estimates is to help the hypothesis generator populate the set of

unspecified hypotheses (2). Not only does populating the

it unspecified hypothesis set reduce the bias in plausibility
estimates, but it might also be expected to encourage the
hypothesis generator to continue to search memory beyond the point
where such searches normally stop.

Finally, it seems possible to select good hypothesis generators by

4 means of tests which measure divergent thinking, and our study on

I °



this topic (5) suggests that such paper-and-pencil tests might be A

developed.

Each of these proposed improvements by itself results in a
relatively modest gain in performance. If all of these techniques
were to be used simultaneously, we would predict that considerable
gains in performance might well result.

4
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The "Fat and Happy" Hypothesis Generator

One major conclusion supported by this research is that sets of

hypotheses generated by our subjects were impoverished, but

subjects estimated that these sets were more complete than they

actually were. Similar results have been obteined using a wide

variety of tasks, several experimental strategies, and several

response modes. Although some variables do effect estimates of the

extent of hypothesis generation deficiencies, we have found no

exceptions to the general conclusions that subjects generate

impoverished hypothesis sets and overestimate their complete-
ness.

During this project we have employed a variety of hypothesis

generation tasks, partially to determine if our results were

task-specific. We employed tasks where subjects generated

hypotheses about the majors of undergraduates, occupations of

skilled workmen, and identities of States of the Union (1, 2, 4,

9). Other tasks involved generating the identity of animals (3),

and defects in an automobile (7). Two experiments used problems

where the object was to generate hypotheses about an unknown

geographical area (5, 6). In all of those experiments where a

measure of hypothesis generation performance was obtained,

subjects generated impoverished hypothesis sets. In all of those

experiments where plausibility estimates were obtained, subjects

were excessive in their assessments of the completeness of the
hypothesis sets.

The same general conclusions that were reached using college

students seem to be justified for expert subjects (4, 7). Although

this variable was investigated in only two studies, the results

II suggest that experts and non-experts have similar difficulties.

In one study, it was shown that plausibility estimates were

41~
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excessive irrespective of whether the subjects were judging

hypothesis sets that they had generated or hypothesis sets

supplied by the experimenter. In this same study, it was shown

that the plausibility estimation measurement technique used in

many of these studies produced much the same results as
probability estimation.

These results, taken as a whole, present a rather unflattering

picture of the hypothesis generator. Hypothesis generators may
feel "fat and happy" aboat the completeness of their hypothesis

sets, when the available data about their performance suggests

that they should feel "?bin and worried." Generated hypothesis

sets lack important hypotheses, yet when these sets are evaluated,

the hypothesis generator feels that they are more complete that

they really are.

"Our data suggests that the explanation for the "fat and happy"

syndrome lies in deficiences in the memory search process. The

subjects' inability to access all plausible hypotheses available

in memory seems to he the underlying cause of both poor retrieval

from memory and excessive plausibility estimates. The paradox is

that these results suggest that hypothesis generators may be

unaware of their deficiencies because the difficulty in retrieving

hypotheses from memory also affects the evaluative process where

they assess the completeness of their performance.

; ii
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List of Technical Reports with Abstracts

1. Gettys, C., Fisher, S., and Mehle, T. H ia gnrio

and plausibility (Tech. Rep. TR 15-10-78). Norman,

Ok.: University of Oklahoma, Decision Processes Laboratory, July

1979.
jz

A hypothesis generation model is described which consists of two

subprocesses. Hypotheses are retrieved from memory using several I

data as retrieval cues in the hypothesis retrieval sub-process.

These hypotheses are then evaluated by a plausibility assessment
sub-process. Two experiments are described. A memory retrieval

experiment examined hypothesis retrieval from memory using

multiple data. A memory-tagging model is described which predicts

the probability of multi-data hypothesis retrieval. Performance

in this task was poor; subjects rarely generated an adequate
hypothesis set. A second plausibility assessment experiment was
performed where subjects estimated the plausibility of specified A

hypotheses using varying amounts of data. Plausibility

assessments for specified hypotheses were usually extreme in
jI comparison to the posterior odds calculated by Bayes' theorem.

This result was also attributed to deficiencies in hypothesis

retrieval from memory.

2. Mehle, T., Gettys, C., Manning, C., Baca, S., and Fisher, S.
The availability eZaatign of plausibility

a (Tech. Rep. TR 30-7-79). Norman, Ok.: University of
Oklahoma, Decision Processes Laboratory, July 1979.

The assessment of hypotheses in hypothesis generation involves a.

comparison between those hypotheses that have been generated

4'zL
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(specified) and those that are not generated (unspecified). This

study investigated the "availability explanation" (Tversky and

Kahneman, 1973) for subjects' overconfidence in estimating the

* probability of specified hypotheses. The conjecture is that

subjects have difficulty retrieving unspecified hypotheses; a

complete set of candidate unspecified hypotheses is unavailable

during assessment. Therefore, the underpopulated set of

unspecified hypotheses is regarded as less probable and the

specified set is regarded as more probable. A control group in

this study replicated previous findings of overconfidence for

specified hypotheses. Two manipulations to increase tho

availability of unspecified hypotheses were investigated. One

manipulation involved explicitly requesting subjects to populate

the unspecified set. The other manipulation consisted of computer N

* 1presentation of candidate unspecified hypotheses. Although in a

normative sense, neither manipulation should have affected

judgments, results indicated that assessment overconfidence for
both experimental groups was reduced. These results support our
conjecture that the availability heuristic is at least partially

responsible for subjects' excessive behavior in evaluating

specified hypctheses.

3. Fisher, S., Gettys, C., Manning, C., Mehle, T., and Baca, S. Ss.,

Cnsitn Che in hyphi generation (Tech. Rep.

29-7-79). Norman, Ok.: University of Oklahoma, Decision Processes

Laboratory, July 1979.

Three experiments were performed to provide evidence that the

generation of hypotheses in response to multiple data may involve

two different cognitive processes. First, a candidate hypothesis

may be retrieved or activated in memory in response to only part

of the available data. This candidate hypothesis may then be

checked for consistency against the remaining data. This latter

process is called "consistency checking." Experiment 1 was

* performed to provide evidence that consistency checking occurs
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during hypothesis generation. Subjects were able to recognize

hypot•- as which were retrieved during a hypothesis generation

problem but not emitted as hypothesis responses, suggesting that
consistency checking was responsible for the rejected hypotheses.

Experiment 2 indicated that the amount of time needed to process
an additional datum in a consistency checking task was less than

an estimate of the time needed to process an additional datum in

hypothesis retrieval. The results suggest that consistency

checking is a high-speed verification process rather than a slower
search process. Experiment 3 was performed to provide evidence

that consistency checking is a self-terminating process. Subjects'

latencies depended upon the position of a disconfirming datum

within a data set, supporting this conjecture. The results

* generally confirmed the existence of a high-speed verification

process in hypothesis generation and also suggest that the

generation of hypotheses in response to multilple data occurs as a

result of dual processes.

4. Gettys, C., Mehle, T., Baca, S., Fisher, S., and Manning, C.

Smemory tri Aid foQ h ypohis gnrion (Tech. Rep.
TR 27-7-79). Norman, Ok.:University of Oklahoma, Decision

Processes Laboratory, July 1979.

Hypothesis generation consists of retrieving explanations for data

from memory, and assessing these explanations for plausibility.

Previous research has established that human hypothesis generation
performance is deficient in both hypothesis retrieval and

assessment. This study investigates an aid for the hypothesis

retrieval process which is based on a model for hypothesis

retrieval developed by Gettys, Fisher, and Mehle (1978). acomputer simulates the human hypothesis retrieval process by

searching an enriched associative memory which contains the

associations of a number of individuals in the form of lists of

hypotheses for each datum. When the data of a decision problem
become known, the appropriate lists are searched by the computer.
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Hypotheses that are common to most or all of the lists are

suggested to the user, who assesses them for plausibility. An

experiment was performed to determine the utility of the aid for

both expert and non-expert users. The aid produced a substantial

c 4 gain in performance for both groups of users, suggesting that

further development of the aid would be worthwhile in decision

situations which are repeated often enough to warrant the creation
Z , of an enhanced artificial memory. Also discussed are several

techniques for implementing the aid, and determining the maximum

gain in performance that the aid can produce.

5. Manning, C., Gettys, C., Nicewander, A., Fisher, S., and

Mehle, T. Predictng individuldiferen in hypoIxe.ai

generation (Tech. Rep. TR 28-7-79). Norman, Ok.: University of

Oklahoma, Decision Processes Laboratory, July 1979.

Two experiments were performed to determine the extent to which

individual differences in hypothesis generation could be 44
predicted. In the first experiment, several published tests of

creativity were used as predictors of hypothesis generation
ability. The Alternate Uses test was the best predictor of

hypothesis generation performance. In a second experiment,

measures of achievement, general mental ability, and information

were included with Alternate Uses as predictors of performance.

Again Alternate Uses was the best predictor of performance.

Several variants of the Alternate Uses test were also employed to

isolate the components of hypothesis generation. It was found
that two components were involved: retrieval of implicit
dimensions of the objects and retrieval of uses when the

dimensions are explicitly provided. The latter component was

found to be by far the most important. It was concluded that good

hypothsis generators have skills that enable them to effectively
retrieve information stored in memory.
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6. Manning, C., and Gettys, C. effect DI &
previously-generated hp ei s .Qn hLtRothesia generation

peforman (Tech. Rep. TR 8-5-80). Norman, Ok.: University of
Oklahoma, Decision Processes Laboratory, August 1980.

An experiment was performed to determine what effects exposure to

a previously-generated hypothesis would have on subsequent
hypothesis generation. The results showed that hypothesis
generation performance is relatively unchanged if the

previously-generated hypothesis is consistent with a salient
interpretation of the data. However, if the previously-generated
hypothesis is consistent with a relatively unusual interpretation
of the data, then subjects use both the interpretation that is

consistent with the hypothesis and the more commonly used

interpretation as cues to retrieve hypotheses. In this case,
resulting hypothesis sets included more varied types of
hypotheses. Instructions to consider other interpretations of the
data also resulted in subjects' generating richer hypothesis sets.

7. Mehle, T. Hypothesis gen.eraton in An a olbila malfunct.ion

ien tak (Tech. Rep. TR 25-2-80). Norman, Ok.: University
'I of Oklahoma, Decision Processes Laboratory, February 1980.

Expert and novice subjects generated hypotheses in an automobile

troubleshooting inference task. Data collected included subjects'
verbal protocols during the inference tasks and subjects'
estimates of the probabilities of their generated sets of

hypotheses. Analyses indicated that both expert and novice
subjects had difficulty generating complete sets of hypotheses and

were overconfident in their subjective estimates of the

probabilities of generated hypotheses.probailites o
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8. Casey, J., Mehle, T., and Gettys, C. A partition 2f grupJ
perfgm into informational A nd W. cmponents in a

hypoth• sis gnerLation JLsk (Tech. Rep. TR 3-3-S0) Norman, Ok.:
University of Oklahoma, Decision Processes Laboratory, August
1980.

A technique is presented for partitioning group performance into
two components: a component due to the increased information

possessed by the group and a component representing the change in
performance due to social interaction. The hypothesis-generation
performance of individuals working alone was compared to the
performance of interacting groups of four. The particular task
employed permitted calculations of the veridical probabilities of

generated sets of hypotheses. Analyses of results were based on a
new method, obtained by pooling hypothesis sets from individual
subjects to obtain "synthetic" groups. This method permits direct
comparisons of interacting and synthetic groups'
hypothesis-generation performance. Using this method, we found
that groups of four subjects were equivalent to synthetic groups

of 1.8 subjects.

9. Gettys, C., Manning, C., Mehle, T., and Fisher, S.

ib ais geneao A final report Df three ye•Ax Of
rsr (TR 15-10-80). Norman, Ok.: University of Oklahoma,

Decision Processes Laboratory, October 1980.

This final report summarizes 14 experiments conducted over a

three-year period. First discussed is a hypothesis generation

model and research which addresses the model. Several major

findings were obtained: 1) Hypothesis retrieval from memory is

impoverished. Hypothesis generators are not able to retrieve all

relevant hypotheses from memory that should be considered in a
decision problem. 2) Hypotheses that are retrieved from memory
are first checked for logical consistency with the data. Those

-1A
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hypotheses that are logically consistent may be assessed further

for plausibility. 3) Hypothesis generators think that collections

of hypotheses which they generated are much more complete than
they actually are.

4The next section discusses research on hypothesis generation
performance. Topics include protocol analysis, group hypothesis

generation, the biasing effects of schemata, individual

differences in hypothesis generation, and generalizing to expert

populations.

A third section is devoted to a survey of research relevant to

aiding the hypothesis generation process. An artificial aid for

retrieving hypotheses from memory is discussed. Also discussed

are other ways of improving hypothesis generation performance.

The general conclusion of this project is that both the failure to

retrieve enough hypotheses from memory and the subjects' belief

that these collections of hypotheses are more complete than they
actually are can be traced to deficiencies in the memory retrieval

process.
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