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ABSTRACT 

Theoretical estimates are developed for a variety of 

mechanisms for the deterioration of icebergs in the open 

ocean environment. Although all the estimates are of an 

elementary nature, primarily algebraic correlations, the 

estimates seem to be in good agreement with the limited 

experimental data available. Formulas are given for com¬ 

puting the static stability of an iceberg from observations 

of the exposed shape. Simple theoretical estimates are made 

for the response of an iceberg to a sudden change in wind or 

water current and the speed at which a berg is driven by the 

wind. These dynamic estimates are supplemented by wind 

tunnel measurements of the drag of the submerged portion of 

model tabular and non-tabular bergs. Solar insolation and 

buoyant meltwater convection are shown to be minor contri¬ 

butions to deterioration, with melt rates of 2-20 cm/day 

at best. Forced underbody convection due to wind-driven 

effects is more important, with melt rates estimated at 

5-20 cm/day/°C of water/ice temperature difference. The 

most important mechanism is wave erosion, with waterline 

melt rates estimated as high as 150 cm/day/°C. Digital 

computer finite difference results for the fracture of an 

overhanging ice slab plus wave erosion theory lead to a 

theoretical estimate for the calving time of an iceberg 

subjected to a wave environment. 
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NOMENCLATURE 

frontal area of exposed iceberg surface 

frontal area of submerged iceberg surface 

dimensionless drag parameter, Eq.(40) 

stress analysis constants, Eqs. (83) and (86) 

drag coefficient, Drag/(%pV2A) 

local friction coefficient, t /(%pV2) 
w 

wave friction factor, Eq.(66) 

Basset history parameter, Eq.(37) 

hydrodynamic mass ratio, m^/m , Eq.(31) 

empirical stability constant = 0.93, Eqs.(28,29) 

specific heat at constant pressure 

acceleration of gravity 

local Grashof number, Eqs. (44,47) 

wave height (also iceberg height in Figure 10) 

area moment of inertia, Eq.(12) 

wave number, 2ir/X 

dynamic parameter defined by Eqs.(32,35) 

iceberg characteristic length - u/A 

Lewis number - ic/,cs 

waterline length, Eq.(63) 

iceberg mass 

metacentric height, Figure 9 

empirical exponent, Eq.(43) 

local Nusselt number, Eq.(43) 

Prandtl number ■ v/k 

ice slab fillet radius, Figure 36b. 

wall heat transfer rate per unit area 
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NOMENCLATURE . . . 

Rea wave orbit Reynolds number, Eq.(67) 

ReH wave height Reynolds number = H2/Tvw 

Re, iceberg length Reynolds number = VL/v 

S salinity 

Sc Schmidt number * PrLe 

Stx local Stanton number, Eq.(60) 

t time (Chap. 4); ice slab thickness (Chap. 9) 

T wave period 

Tf ice freezing temperature, Eqs.(2,3) 

ice surface temperature 

Tm temperature at maximum water density, Eq.(l) 

Tw ambient water temperature 

V characteristic velocity 

V air velocitv a 

Vf steady wind-driven iceberg velocity, Ea.(39) 

Vm ice melting rate 

water velocity 

um horizontal wave orbit velocity, Eq.(70) 

wm vertical wave orbit velocity, Eq.(70) 

W two-dimensional waterline width 

Wwl three-dimensional waterline width 
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GREEK SYMBOLS: 

a linearized salinity-density effect, Eq.(56) 

ß slab overhang ratio = B/A, Figure 36 

Y specific weight (also density ratio in Eq. 18) 

F latent heat of melting = 334 J/g for ice 

6U velocity boundary layer thickness 

<$T thermal boundary layer thickness 

6g salinity boundary layer thickness 

e ice surface roughness height 

ç Poisson's ratio, * 0.34 for ice 

K thermal diffusivity 

Kg salinity diffusivity 

\ wave length = 2 /k 

u absolute viscosity 

V kinematic viscosity 

it 3.14159... 

P„ air densitv 

ice density 

Pw water density 

fracture stress max 

T wall shear stress w 

ua above-water iceberg volume, Figure 9 

below-water iceberg volume, Figure 9 
• 

u strip-volume wave erosion melting rate, Eq.(78) 

A ice slab overhang distance, Figure 36 

Ar overhang length which causes calving fracture 
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Chapter 1 

INTRODUCTION 

As the title of this report states, its purpose is to 

establish a theoretical basis, using practical engineering 

estimates, of the relative importance of various mechanisms 

involved in iceberg deterioration in the open ocean 

environment. Emphasis is placed primarily on the moderate¬ 

sized irregular icebergs typical of the Labrador Sea and 

Newfoundland Bank, although many of the results will also be 

applicable to the large tabular bergs of the Antarctic Sea. 

The ultimate goal is to produce engineering predictions suf¬ 

ficiently quantitative that they can be used in the field. 

That is, accurate formulas could be stored on a shipboard 

computer and, when an iceberg is sighted, some simple 

measurements such as exposed iceberg size, sea state, water 

temperature, and wind velocity could be used as input to the 

computer. The formulas would then predict the estimated loss 

of mass of the berg during, say, a one-day period. This 

estimate could be updated by daily sightings or by statisti¬ 

cal weather predictions by the U.S. Navy Fleet Numerical 

Weather Central. 

The present report discusses and develops engineering 

formulas for a variety of iceberg deterioration mechanisms. 

It is believed that these formulas are an improvement over 

existing literature on the subject. Yet it cannot be said 

that the results constitute a definitive tool for use by 

persons working in an iceberg environment, primarily because 

of Synoptic Weather Observations ( U. S. Navy annually). A 
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of the lack of adequate field data for comparison. This is 

especially true with regard to tstimates of wave erosion and 

calving of icebergs. This report derives new and interesting 

formulas for wave calving effects, but further experimenta¬ 

tion is strongly recommended. 

Literature on Deterioration Processes 

Although it has been long thought that the melting of 

icebergs contributes significantly to the physical and possi¬ 

bly biological oceanography of the polar seas, the literature 

on such melting is relatively sparse. Interest in iceberg 

deterioration has intensified in this decade due to problems 

such as oil exploration in the Arctic, protection of shipping 

lanes and fisheries in the North Atlantic, plans for aquacul¬ 

ture in the Antarctic, and the use of icebergs as a fresh 

water source. An eloquent description of icebergs and their 

environment, including melting processes, is given in Chapter 

3 of the text by Groen (1969) . An alternate description, 

from the viewpoint of a glaciologist, is given in the text by 

Paterson (1975). An important introduction to iceberg deter¬ 

ioration mechanisms was given by Kollmeyer (1965), and the 

present report follows up many of his ideals. Detailed 

quantitative estimates of melting rates were made by Weeks 

and Campbell (1973), which served as the stimulus in 1977 for 

the First International Conference on Iceberg Utilization 

(Husseiny 1977). The 54 papers from that conference proceed¬ 

ings have been a valuable input to the present report. A 

second iceberg utilization conference was held 1-4 April 1980 

in Cambridge, England. Of particular interest in the first 



such conference was a keynote paper outlining the problems 

involved in iceberg technology (Weeks and Mellor 1977). 

Deterioration processes are also important from the point 

of view of the dangers icebergs present to shipping, fisheries, 

and oil drilling in arctic waters. Such problems were discussed 

in the recent First International Iceberg Dynamics Symposium, 

held June 4-5, 1979 in St. John's Newfoundland. The proceedings 

of that conference are to be published imminently as Vol. 1, 

Nos. 3 and 4 of the new journal Cold Regions Science and 

Technology, Elsevier Publishing Company, Amsterdam. At that 

conference Kollmeyer (1979) gave an interesting keynote paper 

on the major sources of Arctic icebergs. 

As mentioned, field data on iceberg melting is sparse. 

Morgan and Budd (1977) used statistical data on the drifting 

rates and size distribution of antarctic icebergs to estimate 

their melt rates. The Morgan and Budd data was recently re¬ 

evaluated by Neshyba and Josberger (1979) to give a more 

quantitative estimate. There are also periodic reports of 

the melting of an individual iceberg. Groen (1969) on pages 

117 and 118 discusses a nontabular Greenland iceberg whose 

exposed height was 75 meters on April 11, 1921 and was only 

18 meters high 31 days later. Similarly a tabular 

followed by the International Ice Patrol during April-May 1976 

diminished in area from 19 to 11 hectares in only 25 days, 

even though the water surface temperature was only 2° to 4°C. 

Such rapid melting cannot be completely accounted for by the 

most obvious mechanism, buoyant free convection. Other less 
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obvious effects, such as winds, waves, and calving, must 

contribute greatly to the demise of an iceberg. 

Probably the most detailed estimates of iceberg 

deterioration rates in the literature are given in the recent 

j>aper by Job (1978). Job outlines the following as the most 

important mechanisms of deterioration: 

1. Melting of the exposed surface by: 

a) solar radiation; b) warm air convection. 

2. Forced convection melting of the submerged bottom and 

undersides due to differential velocity between the 

iceberg and the seawater. This convection can be 

enhanced by surface waviness and roughness and by 

ambient water turbulence. 

3. Buoyancy-induced natural convection along the submerged 

sides and, to a lesser extent, along the bottom. This 

effect can be enhanced by bubble release from the ice. 

4. Convection induced by wallowing or overturning due to 

a calving event or after melting to an unstable shape. 

5. Waterline wave erosion and undercutting, followed by 

calving of the resultant ice overhang. 

6. Differential melting along cracks, faults, or inhomogeneous 

inclusions in the iceberg, leading to further calving. 

7. Subsurface calving due to upthrust on underwater shelves 

formed by other melting mechanisms. 

8. Fracture of the ice due to thermal stresses induced by 

/ 
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wallowing or overturning in warm waters. 

We will investigate most of these mechanisms in the remainder 

of this report. Items ft! and #8 are practically impossible 

to quantify due to lack of available theory or shape effects , 

while #4 is thought to be insignificant due to the very short 

time spent by an iceberg in the wallowing or overturning states. 

As pointed out by Job (1978) there are two further 

uncertainties in making iceberg melting estimates: 1) the 

markedly lower density in the upper portion of Antarctic bergs 

2) strongly variable salinity profile in the water close to 

the ice surface. Again these two effects are nearly impossible 

to quantify except statistically. 

A composite idealized picture of these deterioration 

mechanisms is shown in Figure 1. We will attempt to make 

numerical estimates of most of these effects. The figure 

indicates the possibility of wave-induced bending as a 

fracture mechanism, but it is found that the stresses induced 

by wave passage can only approach fracture level for the 

very largest of (Antarctic) tabular bergs (Holdsworth and 

Glynn 1978, Holdsworth 1977). 

We should also note that at least two :¿latively simple 

theoretical models of ice growth and melting have recently 

been published: the dynamic sea-ice model of Hibler (1979) and 

the ice-shelf melting model of Gade (1979) , the latter of 

which can be applied to large (Antarctic) tabular bergs. 

^Arctic icebergs, being formed from glaciers, are of 
relatively uniform density. 
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Chapter 2 

SURVEY OF ENVIRONMENTAL PARAMETERS 

Before embarking upon detailed engineering calculations 

of heat transfer and stress analysis , let us review the 

physical oceanographic and environmental parameters which 

affect these estimates. 

The Properties of Seawater 

The ambient fluid for these studies is of course 

seawater, with temperatures ranging typically from -Io to 

+10°C and salinities from 30 to 35°/oo. For such cold waters 

the variation of density with temperature is non-linear. The 

ice surfaces, being of glacial origin, are nearly pure (zero 

salinity) water and usually bubbly. Thus the melt water 

near an iceberg varies in salinity from zero to ambient 

and has temperature varying from the freezing point to ambient. 

Figure 2 shows the equation of state of seawater at 

these low temperatures, as computed from the empirical 

algebraic relation of Gebhart and Mollendorf (1977), which 

is the most accurate curve-fit yet devised for the data. The 

locus of points of maximum density are given by the relation 

T (°C) - 4.03 - 0.21216 S°/oo (1) 
m 

This is shown as a dash-dot line on Figure 2. The freezing 

point of water is given for high salinity by the relation 

of Fujino et al. (1974): 
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Figure 2. THE DENSITY OF SEAWATER AT ONE ATMOSPHERE PRESSURE. 

(AFTER GEBHART AND MOLLENDORF 1977) 
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Tp(°C) = -0.036 - 0.0499 S - 0.000112 S2 

for 17.7 < S < 35°/00 (2) 

The freezing point for low salinity is given by Kaufman (1960): 

Tf(°C) = -0.05392 S , for S < 17.7°/oo (3) 

The freezing point is shown on Figure 2 as a dashed line. 

As pointed out by Josberger (1979a), if the ambient seawater 

state lies in the triangle between the freezing point and the 

maximum density point in Figure 2, the buoyancy-induced flow 

near the ice surface is upward due to both the cooling and 

dilution effects. But environmental ambient conditions are 

rarely in this triangle, which is more likely encountered in 

laboratoiy experiments. For ambient states to the right of 

this triangle in Figure 2, the dilution buoyancy is upward 

and the cooling buoyancy downward and there may be a bi¬ 

directional boundary layer flow, especially if the ambient 

is near the maximum-density line. Also, at higher ambient 

temperatures, greater than about 14°C, Josberger (1979a) shows 

that the cooling buoyancy begins to dominate, so that the 

net buoyant flux is downward. However, an iceberg will not 

generally encounter such warm waters until it is near the 

Gulf Stream. Thus the net buoyancy flow on an iceberg 

surface is usually upward due to dominant dilution effects. 

For either forced-convection or natural-convection flows, 

the relative thicknesses of the velocity, temperature, and 

salinity boundary layers are related to the relative sizes 
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of the polecular diffusivities of momentum, heat, and salt. 

The ratio of momentum diffusivity or kinematic viscosity v 

to the thermal diffusivity < is called the Prandtl number: 

Pr = v/< (4) 

If the Prandtl number is greater than unity, the temperature 

boundary layer will be thinner than the velocity layer, thus 

enhancing the heat transfer. This is the case with seawater. 

As shown in Figure 3a, the Prandtl number of cold Arctic 

waters varies from about 9 to 14, and for turbulent flows 

the boundary layer thickness ratio will be approximately 

6t/6u = Pr"1/3 - 0.42 to 0.48 (5) 

Similarly, the ratio of thermal to saline diffusivity is 

called the Lewis number: 

Le - </<2 (6) 

Values of the Lewis number of seawater are given in Figure 3b 

and vary from about 140 to 240. Thus we expect the salt 

and temperature layer thicknesses to vary approximately as 

6s/6t = Le”1/3 - 0.16 to 0.19 (7) 

These estimates are verified in numerical computations by 

Josberger (1979a) for buoyant convection near a vertical 

ice wall. 
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T - °C 
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(b) LEWIS NUMBER: ic/iCg 

Figure 3. MOLECULAR DIFFUSION PROPERTIES OF SEAWATER: 

a) PRANDTL NUMBER (AFTER KREITH 1973); 

b) LEWIS NUMBER (AFTER CALDWELL 1974). 
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Simplified Formulation of the Stefan Problem 

When attempting engineering calculations of iceberg 

deterioration and melting, one must avoid the temptation 

to become enmeshed in the detailed mechanics of heat con¬ 

duction in a melting or ablating surface. This is the so- 

called "Stefan" problem, which has spawned a voluminous 

literature in the field of applied mechanics. The Stefan 

problem treats conduction with moving boundaries, using 

coordinate transformation in various geometries. Whole 

textbooks have been written about the mathematical theory 

of the Stefan problem, such as Ockendon and Hodgkins (1975). 

Numerical finite-difference and finite-element methods have 

been devised for transient heat conduction in a melting 

body, in both a general formulation (Lazaridis 197C) and for 

specific body shapes (Budhia & Kreith 1972, Stewartson and 

Waechter 1976). 

Figure 4 shows the latent heat of ice as a function 

of temperature and pressure, after Hobbs (1974). Since an 

iceberg surface experiences a maximum pressure of the order 

of 20 bars, its latent heat is approximately constant, equal 

to 334 kJ/kg. 

In analyzing iceberg melting, it may seem superficially 

necessary to treat the process as a coupled Stefan problem, 

because the interior of the ice is usually much colder than 

the surface (Weeks and Mellor 1977). However, the rate of 

melting of ice is so slow (a few centimeters per hour) that 

transient conduction in the ice is essentially a quasisteady 
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ICE PRESSURE - bars 

ICE TEMPERATURE - °C 

Figure 4. THE LATENT HEAT OF MELTING OF ICE, AFTER HOBBS (1974). 
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process. Further, in the real environment, there always 

exist sufficient ambient turbulence, wave action, relative 

water currents, and buoyancy to effectively remove melt 

water from the ice surface as soon as it is formed. There¬ 

fore we choose not to be concerned with the details of the 

moving-bomdary melting conduction problem. Melting rates 

computed in this report simply assume that all heat delivered 

to the ice surface from the environment is expended in melting 

the ice. If qw is the heat transfer rate per unit area at 

the surface, the rate of melting or recession velocity 

of the ice wall will simply be calculated by the relation 

Vm - q^PiO (8) 

3 
where is the ice density (approximately 0.9 g/cm ) and 

F is the latent heat of melting of ice. From Figure 4 at 

0°C; T » 334 kJ/kg * 144 Btu/lbm and is the value which will 

be consistently used in this report. 

Weather Conditions in the Labrador Sea 

Since the heat transfer computations in this report 

primarily relate to the effects of wind, waves, and ambient 

temperatures, it is well to review the probability of 

occurrence of these parameters in an iceberg environment. 

For purposes of illustration we confine the discussion to 

the Labrador Sea, for which weather data are available from 

several sources: the U. S. Naval Oceanographic Office (1967), 

the Mariner's Weather Log (NOAA bimonthly), and the Summaries 
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of Synoptic Weather Observations ( U. S. Navy annually). A 

good illustration is the data from Ocean Weather Station 

"Bravo", which occupied a central position in the Labrador 

Sea (56°30'N1 51°00'W) until removed in 1973. 

Figure 5 shows long-term monthly averages of air 

temperature and sea-surface water temperature from this ocean 

station. The air temperature on the average varies between 

-4° and +8°C throughout the year, and sea-surface temperature 

varies from +2 to +8°C. Excursions from maximum to minimum 

air and sea temperatures are relatively small, typically ±3°C. 

Figure 6 shows the monthly measured frequency of occurrence 

of wind speeds at station "Bravo". It is seen that the winds 

in the Labrador Sea are rarely calm and rarely greater than 

47 knots (24 m/s). Most probable wind speeds in the winter 

are from 11 to 47 knots and somev/hat lesser in the summer, 

perhaps 4 to 33 knots. As we shall see, wind can be a large 

contribution to iceberg melting due to its effect on dif¬ 

ferential water velocities. 

Finally, Figures 7 and 8 show the probability of occurrence 

of wave heights and periods, respectively, at station Bravo. 

Winter wave heights range from 2 to 6 meters or even greater, 

and summer heights are from 1 to 3 meters. The distribution 

of wave periods is more uniform throughout the year, ranging 

from 3 seconds to about 11 seconds. Median wave period is 

6.5 sec in the winter and 6.0 sec in the summer. These four 

figures support a general picture of the Labrador Sea as a 

windy, wavy, cold environment. 



16 

F
ig

u
re
 

5
. 

M
E

A
S

U
R

E
D
 M

O
N

T
H

L
Y
 
A

IP
. 

A
ID
 

S
E

A
-S

U
R

F
A

C
E
 

T
E

IT
E

R
A

T
l 1

R
E

S 
F

P
a^

i 
O

C
E

A
N
 

S
T

A
T

IO
N

 

^
R

A
V

O
" 

IM
 
T

ir
 

L
A

B
R

A
D

O
R
 

S
E

A
 

(5
6
o
3

0
'N

, 
S

l^
’
W

)
. 



-17- 

WIND 
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Figure 6. MEASURED MONTHLY FREQUENCY OF OCCURRENCE 

OF WIND SPEEDS FROM OCEAN STATION "BRAVO” 

IN THE LABRADOR SEA (56o30’N, 51°00'V). 
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Figure 7. MEASURED MONTHLY FREQUENCY OF OCCURRENCE 

OF WAVE HEIGHTS FROM OCEAN STATION "BRAVO" 

IN THE LABRADOR SEA (56o30'N, 51o00'U). 
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Figure 8 . MFASUFED ÍÍC^THLY FRF.OUEFCY OF OCCURRENCE 

OF WAVE PERIODS FROM OCEAN STATION "BRAVO" 

IN TKF LABRADOR SEA (56o30'N, 51°00'W). 
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Chapter 3 

ICEBERG STABILITY ESTIMATES 

Introduction 

In developing a model to estimate deterioration it is 

important to consider the stability of the iceberg, since 

as ice is lost either through melting or instantaneously due 

to calving the iceberg may roll, thus exposing new surfaces 

to melting and changing the drag characteristics of the bergs. 

While the theoretical basis exists for making these stability 

computations, progress in this effort has been hampered by a 

lack of adequate data. 

At the present time the most common measurement of ice¬ 

bergs, other than detailed descriptions and photographs of 

the above water shapes [used by the Ice Patrol as a classi¬ 

fication scheme - Figure 1 of Murray (1969)] are a number of 

draft measurements. This data is normally presented in terms 

of the ratio of draft to above-water height, and attempts are 

made to correlate these observations with the shape classi¬ 

fication. A review of the available observations, plus some 

additional measurements, has been made by Pobe (1976). 

A comprehensive review of the literature shows that 

numerous investigators have discussed the problem but few 

have made any real attempts to provide a simple tool to 

estimate iceberg stability, with one exception. Using simple 

static stability theory and sixteen assumed shapes chosen to 

approximate the above-water classification scheme given by 

the Ice Patrol, Allaire (1972) predicted minimum stable ratios 
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Table 1 - ABOVE-WATER ICEBERG SHAPE CLASSIFICATIONS 
(Murray 1969) 

a. BLOCKY Steep precipitous sides with horizontal or 
flat top. Very solid berg. Length: height 
ratio 2.5:1. 

b. DRYDOCK Eroded so that a large U-shaped slot is 
formed with twin columns or pinnacles. Slot 
extends into the water line or close to it. 

c. DOME Large smooth rounded top. Solid type of berg. 

d. PINNACLED Large central spire or pyramid of one or more 
spires dominating the space. Less massive 
than dome-shaped berg of similar dimensions. 

e. TABULAR Horizontal or flat-topped berg with length: 
height ratio of 5:1. 

f. GROWLER A mass of glacial ice that has calved from 
a berg or is the remains of a berg. 

of waterline width to above-water height. He was able to show 

that these ratios were distinct for each of the four iceberg 

shape classifications, being approximately 6:1 for blocky or 

tabular shapes, 4:1 for drydock shapes, 3.8:1 for dome shapes 

and 1.8:1 for pinnacled shapes. This work was an important 

step forward but unfortunately required a definitive shape 

classification before stability estimates could be made, and 

since most icebergs do not fall into exactly one category 

the procedure was not particularly simple to use in practice. 

In addition, even the shapes Allaire selected to be in the 

same classification showed significant (+1) variations in the 

minimum stable width to above-water height ratios. 
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It is the object of the present chapter to develop a 

simple computational procedure to estimate stability of any 

shape iceberg using, as much as possible, information that 

is available through observation of the above-water portion 

of the iceberg. 

Static Stability Theory 

Static stability theory for an iceberg is well known and 

is determined by the relative positions of G, the center of 

gravity of the body, and M, the metacenter. As the berg 

rotates through a small angle, the center of gravity shifts 

so that the body appears to rotate about the metacenter. 

Therefore if M lies above G the body is stable while if M 

lies below G the body is unstable. If M and G are coincident 

the body is neutrally stable. The most commonly used measure 

of stability is therefore the distance MG, called the meta- 

centric height: 

HÜ > 0 stable 

MS - 0 neutral stability (9) 

MS < 0 unstable 

The metacentric height MS can also be rewritten, with 

reference to the definition sketch in Figure 9, as 

MS » M5 - 3S (10) 

where B denotes the center of buoyancy which is located at 

the centroid of the below-surface berg volume u^. Also note 

that the total iceberg volume u is given by 
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Figure 9. Definition Sketch for iceberg Stability. 

/ 
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U = U, + U 
b a (H) 

where ua is the above-water berg volume in Figure 9. 

Assuming a uniform density body it can be shown that 

MB is given by 

MB = I/ub (12) 

where I is the area moment of inertia of the centerline area. 

Equation (10) can then be written as 

MG = -=- BG (13) 

Taking moments about G it can further be shown that 

GB * ÜG — (14) 

where C is the center of gravity of the above-water portion 

of the iceberg. Hence, MG is given by 

MG - i [I - ÜG ua] (15) 

Knowing the average density for icebergs, (0.90gm/cm2 Smith 

1931, Matuso 1966) and sea water, (p „ “ 1.027gm/cm3) can 
o W 

relate the total iceberg volume to the below-surface portion 

by 

u, - — u = 0.88 u 
D 0 

HSW 

or to the above-surface portion using Figure 9: 

(16) 

u « (1--)v = 0.12 u 
a Psw 

(17) 



-25- 

Letting 

Y = Pb/Psw (18) 

Equations (16) and (17) can be rewritten as 

ub * yu (19) 

ua = (1 - Y) u (20) 

Substituting Equations (19) and (20) into Equation (15) gives 

MG * ^-[I-CG u ] (21) 
' ua 

Taking the rectangular berg as a simple illustration, it can 

be shown that 

CG » ^ yH (22) 

where H is the overall iceberg height. The area moment of 

inertia about the waterline is 

I-n»»!1 L (23) 

where Ww^ is the waterline width and L is the other horizontal 

dimension. Also, the above-water volume can be related to 

the overall height by 

H = TT'-TTTW (24) 

where W is the average berg width and for a rectangular berg 

Wwj^ - W. Substituting Equations (22) , (23) and (24) into 

Equation (21) gives 
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MG 
i W , 3L 

^ L 
1 Y ua 
? (1 - y)LW ] (25) 

If one further assumes a tx^o dimensional body, L = 1 and 

Equation (25) becomes 

MG 
l-Y rWwl! 1 ^ ua , 
— j a-y) m] 

CL 

(26) 

A cursory analysis shows that iceberg stability depends 

on the area moment of inertia of the water line area, the 

position of the center of gravity of the total berg, and the 

above-water iceberg volume. Although most information 

necessary to solve Equation (25) can be obtained from observing 

the above-water portion of the berg, it is clear that infor¬ 

mation about below-water shape is necessary to determine ice¬ 

berg stability with high accuracy. 

A review of the available literature (Robe et al. 1976; 

Smith 1931; Murray 1969) shows that iceberg shapes are ex¬ 

tremely complex, with randomness often being used to describe 

their above-water shape. The information on below-water 

shapes is almost non-existent other than measurements of 

draft (R.obe et al. 1976). 

Faced with lack of data but realizing the need to provide 

a simple estimate of berg stability based on observable 

(above-water) parameters, it seems that the concept of an 

equivalent rectangular berg can be a useful tool. For instance, 

the total berg volume could be estimated using Equation (20) 

and the empirical relationship outlined by Robe and Farmer 

(1976): 
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u = 0.41 L U H 
a ccc (27) 

where Lc, Wc, and are the longest side, shortest side, and 

highest height, respectively. Given this information and a 

relationship between the waterline width and the average berg 

width such as 

W C W , 
o wl (28) 

where CQ is an empirically determined constant, one could 

use Equation (26) to determine berg stability. 

The final recommended engineering estimate for iceberg 

stability is the following approximation: 

KG 
(l-Y)Wwl 
IT — 

1 
(29) 

where should be interpreted as the above-water volume per 

unit length normal to the plan view, that is, the above-water 

elevation area. Through this relation all information 

necessary to estimate iceberg stability can be obtained from 

simple above-water iceberg dimension measurements, except for 

the width parameter CQ. Also, the need to type-classify bergs 

in order to estimate stability (Allaire 1972) is eliminated. 

Equation (29) could be employed in several plan views 

to evaluate pitch and roll stabilities, with values of W and 

u being estimated. 
OL 

The key to success of this methodology depends on the 

ability to accurately estimate the dimensions of the above¬ 

water portion of the berg and to determine a value for the 

width parameter CQ. Since the first problem has been 
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addressed in detail by Robe et al. (1976), it remains only to 

address the second. 

Restricting the analysis to two-dimensional bodies, a 

computer program was developed to predict the stability of 

arbitrarily shaped icebergs using the theory outlined above. 

Body dimensions were varied by changing the above-water 

height-to-waterline width ratio to determine the neutral 

stability condition (M~ = 0). Equation (29) then allowed a 

calculation of the width parameter CQ to best represent 

each shape. The goal of this effort was to determine if a 

generally applicable value of C could be found. 
o 

The results of this analysis are shown in Table 2 for a 

variety of different shapes. The first seven shapes in the 

table are those used by Allaire (1972), while the last two 

represent composites derived from all available data on 

underwater berg shape. A review of the table shows wide 

variations in CQ, particularly for the pyramid, cross, and 

diamond. Fortunately, shapes such as these are not likely to 

be common. The remaining shapes then display only a + 20% 

variation from a constant-width approximation. Hence it 

appears possible to provide at least a first-order estimate 

of CQ which might be generally applicable. Arbitrarily 

selecting the rectangular dry dock, half ellipsoid, nontabu- 

lar, and tabular shapes as representative gives C0 * 0.93 

by a simple arithmetic average. 

It is interesting to note that given the + 10.5% error 

estimated in measuring the iceberg volume when photographs 
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are analyzed in detail (Robe and Farmer 1976) results in a 

+ 20% error in calculating the second term in Equation (25). 

This suggests that the error introduced by uncertainties in 

Cq are probably no worse than those involved in iceberg 

volume measurements. 

A simple test was established to gain additional insight 

into the problem of estimating stability, given one's ability 

to estimate the above-water volume and assuming a fixed value 

of CQ. Five arbitrarily shaped icebergs were constructed 

and the computer program located the approximate waterline 

and calculated MG for each. The test subject was then given 

a sketch of the above-water portion of the body with the 

waterline width and maximum above-water heights given and 

asked to compute HG using Equation (29) with Co = 0.93. 

All persons thus tested correctly predicted the sign of GM 

with the absolute error depending on one's ability to calcu¬ 

late the above-water volume (area, in this case). Errors 

inherent in finding the above-water volumes were in general 

larger than those which could be attributed to uncertainty 

in CQ. The shapes tested are shown in Figure 10. The reader 

is invited to take the same test. 
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TABLE 2 

SHAPE 

1. PYRAMID A 
2. RECTANGLE 

3. CROSS 

4. DIAMOND 

5. DRY DOCK 

6. CIRCULAR 

7. HALF ELLIPSOID 

8. NON TABULAR 

9. TABULAR 

WIDTH PARAMETER 

Co 

1.39 

1.00 

I .89 

1.31 

0.98 

1.15 

0.92 

0.81 

0.93 

y 
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b.) Marginally Unstable. 

c.) Very Stable. 

W = 8.62 

H = 1.38 
max 

W * 11.6 

Hmax = 

Figure 10. ESTIMATION OF ICEBERG STABILITY FROM 

OBSERVED ABOVE-WATER SHAPE, USING Eq.(29) 
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Tabular and Nontabular Composite Shapes 

At present there are no definitive below-water shape 

classifications similar to Table 1 for the above-water 

geometries. Apparently only a portion of the existing 

measurements of underwater shape are available in the open 

literature. Both shape and draft have been measured, by both 

sonar and radar techniques, and there are at least four pub¬ 

lished works on below-water shapes: Robe (1976), Robe and 

Farmer (1976), Sukov (1977), and Rossiter and Gustajtis 

(1978). In addition,, certain below-water size classifica¬ 

tions have been suggested by Mountain (1979). 

The heat transfer and dynamic response computations in 

the present report suggest that some attention should be paid 

to below-water shape. Therefore, based upon the data sources 

listed above, we have proposed two generic shapes - tabular 

and nontabular - which represent to some reasonable approxi¬ 

mation the variety of iceberg shapes occurring in the field. 

Figure 11 shows our model shape selected to represent a 

large, symmetric, "tabular" iceberg below-water shape. The 

theoretical static stability of this shape is given by the 

computer-graphic display in Figure 12. The bar chart showing 

"arms" denotes the horizontal distance between the center of 

gravity G and the center of bouyancy B. For static equili¬ 

brium, the arm should be zero, and we see in Figure 12 that 

this occurs at reference angles of 0°, 87°, and 180°. 
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static stability, the "derivative of the arm", which represents 

the metacentric height, must be positive. We see that this 

occurs only at 0° and 180°, not at 87°. Thus our proposed 

"tabular" berg is stable floating lenthwise, either side up, 

and we assume that an angle of 0° is its normal position. 

Figure 13 shows our proposed below-water shape of a 

small, symmetric, "nontabular" berg. The stability display 

for this shape is given in Figure 14, showing static equilibrium 

(zero arm) at 0°, 62°, 127°, and 180°. The metacentric 

height is positive only at 0° and 127°. It is possible that 

this smaller, more compact iceberg could be overturned by 

a storm or large waves or a small amount of melting changes. 

Again we assume that its normal position is at 0° angle. 

Drag measurements for these two composite iceberg shapes 

will be given in Chapter 4, and convective heat transfer 

computations are given in Chapter 6. 

In closing this section on static stability considerations, 

we direct the reader's attention to the very interesting paper 

by Benedict (1979), who models the below-water shapes by three 

different methods: ellipsoids, collections of small cubes, 

and a power-series of spherical harmonic shape functions. 
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SUBMEROFP 
SHAPE USED 
IN DRAG 
MEASUREMENT 
AND DIGITAL 
COMPUTER HEAT 
TRANSFER 
CALCULATIONS 

Figure 13. 

COMPOSITE "ÎÎODEL" OF A 

NON-TABULAR ICEBERG 
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Chapter 4 

ELEMENTARY ICEBERG DYNAMICS 

Introduction 

Chapter 3 treated iceberg statics; here we develop some 

elementary results for iceberg dynamics. It is clear that 

forced convection due to relative motion between the seawater 

and the berg can be a major contribution to the melting 

process. In particular, the wind, causing drag on the ex¬ 

posed surface, can drive an iceberg at a quite different 

velocity from the local water currents. The wind will also 

drive the surface waters and set up a depth-variable water 

current profile. Finally, we need to estimate the transient 

notion of an iceberg subjected to variable winds or currents. 

Simplified Equation of Motion 

For tracking a drifting iceberg, one needs to account 

for the transient three-dimensional wind and current fields 

and to solve for berg position in the two horizontal 

coordinates, including Coriolis and geostrophic effects. A 

detailed iceberg-drift model of this type has been developed 

by Mountain (1979) and used by the U. S. Coast Guard to 

predict the positions of individual icebergs with reasonable 

accuracy. A similar but less complex model was given by 

Murray (1969). Data on drifting icebergs have been taken by 

Robe and Maier (1979), Robe, Maier and Russell (1979) , and 

by Riggs et al. (1979). This type of theory and experiment 

was a key topic at the Iceberg Dynamics Symposium in 1979. 
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For short-term iceberg melting computations, it is not 

necessary to know the exact track of the berg. Rather, one 

needs to estimate the relative wind and water velocities 

near the berg over, say, a one-day period. Coupled with 

data for average local water and air temperature, these 

relative velocities should be sufficient to predict the 

average mass loss due to convection for that day. We 

therefore assume that the iceberg relative velocity can be 

predicted by a one-dimensional force balance: 

Iceberg relative acceleration = 

= Net wind drag + Net water drag (30) 

Let subscripts "a" and "w" denote the air and water, 

respectively. Then Eq. (30) may be rewritten in terms of 

the drag coefficients and relative velocities: 

m(l H- CM)¿(V-VW) - ^„WVHVVI + %CDaPaAa(Va-V) ¡Va-V 

(31) 

where V is the iceberg velocity and is its hydrodynamic 

mass coefficient (White 1975). Even though Pa<<PtT. the two 

drag terms may be comparable since va>>^w- Equation (31) may 

be solved for iceberg velocity V(t) given various scenarios 

for wind and water motion V (t) and V (t). In the present 

analysis we have neglected Coriolis effects. 
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Response to a Sudden Change in Water Velocity 

As an initial example, suppose that air drag is negligible 

and that an iceberg at rest suddenly encounters a water current 

velocity of speed Vq. Then Eq. (31) reduces to 

(V0-V)-2d(V0-V) - Kdt , K (32) 

The variables are separated and may be integrated from t =» 0 , 

V = 0, to any velocity V(t). The result is 

V/VQ = KVot/(l + KVot) (33) 

Thus, if VQ is constant, the iceberg accelerates and eventually 

approaches the water velocity V * Vq. The iceberg reaches 957« 

of its final velocity VQ at a time 

t95% - 19/(KV0) (34) 

The parameter K from Eq. (32) has dimensions of inverse 

length. If we define an iceberg length scale L as the ratio 

of total iceberg volume to its total frontal area A, then 

CDw pw Aw T-1 

211¾) pT X L (35) 

Further, for a rectangular or blocky (tabular) berg, the 

term (pwAw/piA) is equal to unity. For this case, Eq. (35) 

reduces to 
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L 
V 

38(1+Cm) 

-^r 
(Sudden current Vo) (36) 

If we assume, for example, that CDw = 0.8 and = 0.5, 

Eq. (36) predicts that tg^ = 71 L/Vo, or the time to approach 

final berg velocity equals the time it takes the water current 

to move 71 iceberg lengths. This time is of the order of 

several hours, e.g. if L = 300 m and VQ = 50 cm/s , we compute 

C957 * s * 12 hours. During this time, there will be 

substantial differences between the iceberg and water velocity 

and hence forced convection melting may be important. 

Effect of the Basset History Term 

Equation (30) is a balance between drag and inertia terms 

for the iceberg. It has long been known that a body accelerating 

in a viscous fluid also encounters a so-called "history" term, 

first derived by Basset (1888) for very small (creeping flow) 

Reynolds numbers. Experiments have shown that the Basset 

history term can be important for bodies accelerating at 

Reynolds numbers as high as 10^ (Clift et al. 1978). The 

question arose at the June 1979 Iceberg Dynamics Conference 

as tc whether the history effect might even be important for 

an iceberg. No answer was forthcoming at that time, so here 

we make an illustrative computation to illustrate its effect. 

The Basset history term arises because a body accelerating 

in a viscous fluid begins to wallow, so to speak, in its own 

previously created vorticity, thus altering its instantaneous 

force balance. In the notation of Odar (1969), the history 
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term is an effective "force" to be added to the right hand 

side of Eq. (31): 

history Wi P u 
WMW 

% t 
) J 

0 
(t-t')'^ dt' (37) 

where is a dimensionless "history coefficient". We are 

neglecting the history effect of the air on the exposed iceberg 

because of the small density and viscosity of air. Odar (1969) 

recommends a value = 6.0 for a spherical body at low 

acceleration rates, which we take as a reasonable approximation 

for an iceberg. 

Adding Eq. (37) to the right hand side of Eq. (31), one 

can repeat the computation of V(t) for an iceberg accelerated 

from rest by a sudden water velocity, neglecting winds. This 

time, because of the complexity of Eq. (37), a digital computer 

solution is necessary. The results are shown in Figure lo. 

The history effect reduces the acceleration and increases 

the time to reach terminal velocity. However, Figure 15 shows 

that the effect is very small for iceberg Reynolds numbers 

6 8 5 
(10 -10 ) and can be ten percent or more for Re less than 10 . 

In iceberg dynamics, then, we conclude that the Basset history 

effect can be safely neglected. 
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Response of an Iceberg to Sudden Uind Velocity 

Now consider the case where the iceberg is at rest with 

negligible water velocity and is suddenly subjected to a 

wind velocity of speed V . Equation (31) applies, but the 

water-drag tern cannot be neglected, because the wind drives 

the berg until it develops a significant relative velocity 

with the water. Since the exact solution for this coupled 

wind-water case is not known to the writers, Eq. (31) was 

solved on a digital computer for V(t), assuming for simplicity 

that Cpa = for assumed winds of various speeds. Figure 16 

is for ten-knot winds (5.14 m/s) and shows the time 

for the iceberg to reach 95% of its final steady wind-driven 

motion. The computed times have the same form predicted by 

Eq. (36) but with a different coefficient: 

T 280(1+CV) 
t957a = it ---— (Sudden Wind Va) (38) 

a D 

These times are comparable to Eq. (36) and of the order of 

hours. For example, if L - 300 m, V * 10 m/s, C« = 0.8, and 
cl U 

Si * Eq. (38) predicts * 15750 s ■ 4.4 hours. 

Steady Wind-Driven Iceberg Motion 

If the winds are steady, after a start-up time given by 

Eq. (38), the iceberg will be driven at a steady velocity 

which balances the wind and water drag. From Eq. (31) with 

zero relative acceleration, the final iceberg velocity must 

be such that, if Coriolis effects are neglected, 
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I 
¡ 

CHARACTERISTIC LENGTH: L - TRgNTM^ARE^ 

Figure 16. RESPONSE OF AN ICEBERG TO SUDDENLY APPLIED 

TEN-KNOT WINDS: TIME TO REACH 957. OF THE 

FINAL WIND-DRIVEN VELOCITY. PLOTTED 

POINTS ARE DIGITAL COMPUTER SOLUTIONS. 
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CDapaAa(VV 
C-. p A (V.-V ) 
Dw w w f w 

(39) 

This may be solved for either or, more appropriately, the 

relative velocity 

V + B V 
a w 
“r+“B— 

V.-V 
f w 

V - V 
a w 
"I 

(40) 

where B * (Ct. p A )/(0^ p A ) is a dimensionless shape factor 
UW W W Ua. a a 

of order fifty. Since typical wind speeds, especially in 

the Labrador Sea area (Figure 6) are two orders of magnitude 

greater than water currents, the relative velocity is given 

to excellent accuracy by 

vf - V - V /(1+B) (41) 
r w a 

The shape factor B nay be estimated from drag data for 

various geometries simulating the exposed and submerged portions 

of an iceberg (Pao 1961, White 1979), plus data for actual 

iceberg shapes given in the present chapter (Figures 19 and 

20). The results vary with the iceberg shape and may be 

estimated as follows: 

Pinnacle berg: B * 44 ± 5 

Non-tabular berg: B ■ 66 ± 8 (42) 

Tabular berg: 3 * 75 ± 9 
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Figure 17 plots the relative velocity from Eq. (41) for 

these three iceberg shapes. Since prevailing wind speeds in 

the Labrador Sea are from 10 to 30 knots, icebergs subjected 

to steady winds would be driven at relative velocities from 

5 to 30 cm/s, which can result in significant forced convec¬ 

tion melting rates on the submerged surface. We will return 

to Figure 17 later after having developed a suitable forced 

convection melting rate formula for tabular and non-tabular 

icebergs. 

As mentioned, a steady wind will not only drive the 

iceberg at some relative velocity but will also set up a 

wind-driven current profile in the water. Available data and 

theory on wind-driven current profiles are summarized in a 

comprehensive review paper by Huang (1979). The profiles 

take several hours to set up and extend downwards from 5 to 

50 meters, depending upon wind duration and the surface water 

stratification. Recent theories for wind-driven surface 

layers are given by Madsen (1977) and by Reed (1980). When 

fully set-up, the maximum surface velocity is approximately 

2%-37o of the wind speed. As seen in Eq. (40), such a surface 

velocity would have a negligible effect on the magnitude of 

the wind-driven relative velocity vf"vw- However, the 

existence of a variable wind-driven current profile could 

result in significant differences (10-20 cm/s) in relative 

current speeds from the waterline to the bottom of an iceberg. 

Thus, even in the initial stages of wind effects, forced 

convection will be an important melting mechanism. 
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Measurements of Submerged Body Iceberg Drag 

The writers could find no published data on the drag of 

actual iceberg shapes. Mountain (1979) uses a value = 1.5 

in his dynamic model but cites no source for this assumption. 

Since some of the dynamic results given here are strongly 

dependent on C^, such as Figure 16, it was decided to perform 

some simple experiments on iceberg submerged shapes. 

The University of Rhode Island has a 35-meter-long tow 

tank and it would be possible to measure iceberg drag by lowing 

model icebergs in this tank. However, the force on a small 

towed model is dominated by wave drag, whereas icebergs are 

so large that their wave drag is negligible. It was therefore 

decided to eliminate wave drag entirely by testing the sub¬ 

merged shape of an iceberg in a wind tunnel. Two submerged 

shapes were tested: the "tabular" shape defined by Figure 11, 

and the "non-tabular" shape of Figure 13. 

The iceberg models were constructed and tested by Peter 

G. McFadden, a senior mechanical engineering student at the 

University. The models were made by covering a Styrofoam 

base with plaster molded to fit the shapes of Figures 11 and 

13. After drying, the plaster was sanded to an average 

roughness of less than one millimeter. The models had an 

average length of 50 cm and a frontal area of approximately 

2 
600 cm . The wind tunnel at the University of Rhode Island 

2 
has a test section area of 8500 cm , thus model blockage was 

about 77o. Maximum tunnel air velocity is 31 m/s, giving a 

maximum model Reynolds number of 10^. This is much less 



-50- 

than a typical iceberg Reynolds number of 10 , but the drag 

coefficient of blunt bodies is relatively insensitive to high 

Reynolds numbers (White 1979). 

Figure 18 shows the non-tabular berg model which was 

tested. Both models were mounted upside down (compared to an 

actual submerged iceberg) near the floor of the tunnel test 

section, and the drag was measured for speeds between 3 and 31 

m/s. Corrections were made for model blockage and the 

clearance between the model and the floor. 

Figure 19 shows the measured drag coefficient of the 

non-tabular berg model (similar to Figure 13). Transition 

of the laminar boundary layer, with a corresponding drop in 

the drag coefficient, seems to occur at about ReT * 2x10^. 

A turbulent boundary layer on the model seemed fully established 

at about Re^ * 5x10^, as determined by inspection of tiny 

threads attached to the model for flow visualization. At the 

highest Reynolds number tested, 8x10^, the non-tabular berg 

drag coefficient is » 0.77, which is thought to be a 

reasonable estimate for CD of a real iceberg of this general 

shape. 

Figure 20 shows the measured drag coefficient of the 

tabular berg model (similar to Figure 11). The body is 

relatively slender, closer to a "wing" than a blunt obstruc¬ 

tion, and the laminar boundary layer undergoes transition 

without a large change in C^. Turbulence seemed fully 

established at about Re^ = 8x10^. At the highest Reynolds 
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Tabular model.

b) Non-Cabular model.

Figure 18. Wind tunnel models for measuring 

the submerged-body drag of an iceberg,
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Figure 19. DPAG COEFFICIEÏ-TT (BASED ON FRONTAL AREA) 

OF THE SUBMERGED PORTION OF A MODEL NON-TABULAR BERG. 

(SEE FIGURE 13) 
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Figure 20. DRAG COEFFICIENT (BASED ON FRONTAL AREA) 

OF THE SUBMERGED PORTION OF A MODEL 

TABULAR ICEBERG (SEE FIGURE 11). 
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number tested, 1,1x10^, = 0.22, which is also thought to 

be a reasonable estimate for a real iceberg of this shape. 

This drag data, although limited to only two simulated 

shapes, indicates that the drag coefficient of the submerged 

portion of an iceberg is strongly dependent on berg shape. 

When based on frontal area, a relatively flat berg has a 

surprisingly small drag coefficient. A non-tabular berg, 

with a relatively high draft-to-width ratio, has a drag 

coefficient of approximately 0.8. It appears that a drag 

coefficient of 1.5 is probably not realistic except possibly 

for extremely rough surfaces or irregular shapes such as a 

drydock-type iceberg. 
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Chapter 5 

SURFACE MELTING DUE TO INSOLATION 

Because of the high density and thermal conductivity 

of seawater, it is clear that most of the melting of an 

iceberg takes place on its submerged surfaces. At the same 

time, a minor but steady source of melting is the effect of 

solar radiation absorbed by the exposed iceberg surface. 

Although the Labrador Sea is at high latitude (520-68°N), 

its solar insolation is significant, especially in the 

summer months. A very comprehensive discussion of solar 

radiation effects is given in the text by Duffie and Beckman 

(1974). Monthly values of measured and interpolated solar 

insolation for the entire earth are given in the monograph 

by de Jong (1973). Figure 21 shows Jong's values of measured 

insolation for the center of the Labrador Sea (60°N) and for 

the waters east of Newfoundland (50°N). Both regions have 

comparable insolation, the more northerly point being less 

foggy than Newfoundland, and the ratio of insolation received 

to maximum incident radiation is about 50%. 

The albedo of ice is strongly sensitive to the condition 

of its surface: its roughness, incidence angle with the sun, 

amount of bubble content , and snow or frost cover. Measured 

values of ice albedo in the literature vary from less than 

10% (clear, flat ice surface) to 60% (bubbly, frosted ice). 

Hobbs (1974) suggests 607. as representative of Arctic ice, but 

de Jong (1973) and Budyko (1972) suggest 30-40% as a mean 

value for sea ice. 
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Figure 21. AVERAGE MEASURED MONTHLY SOLAR INSOLATION IN 

THE LABRADOR SEA, AFTER DE JONG (1973). 
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To obtain a reasonable estimate of surface melting for 

purposes of this report, we assume a mean albedo of 357i and 

make the simple Stefan approximation that each 334 J of solar 

energy absorbed by the exposed iceberg surface melts away one 

gram of ice. The results of this calculation are shown in 

Figure 22 for an average day and a clear day. Summer melting 

rates on the exposed surface can be as high as 7 cm/day, which 

is comparable to the submerged buoyant melting rate at a 

seawater temperature of about 4°C. Average solar melting rates 

vary from 0.5 cm/day in the winter to 3.8 cm/day in July. It 

is proposed that Figure 22 can serve as an engineering estimate 

for predicting this particular mechanism for deterioration 

of an iceberg. 

An analys t of surface run-off from ice due to solar 

insolation is given by Colbeck (1977) , while Gilpin (1977) 

develops a theory of radiative heating in an ice surface 

exposed to the sun. 
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Figure 22. ICEBERG SURFACE MELTING RATE DUE 

TO INSOLATION AT 50°N LATITUDE. 
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Chapter 6 

MELTING DUE TO VERTICAL BUOYANT CONVECTION 

Introduction 

Turning now to melting mechanisms on the submerged part 

of an iceberg, we begin with the most obvious process: natural 

convection of the buoyant melt water moving up the berg sides. 

This buoyant convection mechanism has probably been emphasized 

too much in previous studies. Certainly it can be a dominant 

process for Antarctic icebergs , which have deep drafts and 

nearly vertical sides. Mind effects are not so significant 

for a tabular Antarctic berg, which has such a large mass and 

a relatively small drag coefficient. For example, if L= 2000m 

and Cp = 0.2 (Figure 20), Eq. (38) predicts that a ten-knot 

wind will take 227 hrs or 9.5 days to accelerate the berg to 

957o of its terminal speed. For Arctic icebergs, the present 

study would rank wave erosion as the most important deteriora¬ 

tion mechanism, followed by wind-driven convection, with 

buoyant natural convection third in importance. 

If, as usually happens, the ambient seawater conditions 

are outside the small triangle between freezing and maximum 

density in Figure 2, the thermal and saline buoyancy effects 

will oppose each other. Thermal buoyancy will be downward 

and saline buoyancy upward, and the saline effect will dominate 

above the lowest meter or so of the vertical ice wall. A 

sketch of the flow field near the bottom of an ice wall in 

seawater is shown in Figure 23, after Josberger (1979a). 
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Figure 23. SKETCH OF THE OBSERVED BI-DIRECTIONAL 

BUOYANT BOUNDARY LAYEP NEAR THE BOTTOM OF 

A MELTING VERTICAL ICE WALL (JOSBERGER 1979a). 
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The laminar boundary layer, which is typically bidirectional, 

occurs only on the lowest meter of the berg, followed by a 

transition zone and an upward turbulent buoyant layer. If the 

water is extremely warm, greater than about 15°C, the turbulent 

layer also may be bidirectional and even have a net downward 

flow (Josberger 1979a), but this is rare for an iceberg 

environment. 

Four Theoretical Estimates 

The problem of turbulent natural :onvection on a vertical 

wall, with thermal buoyancy effects only, has been the subject 

of dozens of experimental and theoretical studies. A compre¬ 

hensive review of this work is given by Gebhart (1979). All of 

these studies lead essentially to a local Nusselt number equal 

to a function of the Prandtl number times a power of the 

Grashof number: 

Nux * Icfr “ fcn(Pr) Grxn (43) 

where qw is the local heat transfer rate per unit area and 

AT is the driving temperature difference, Tfiui<j"Twan• For 

thermal buoyancy, the Grashof number is defined as 

Gr - 2X3 ß AT (44) 
x V 

where ß is the coefficient of thermal expansion. For laminar 

flow (Kreith 1973), the exact analytical solution gives n ■ 0.25. 

For turbulent flow, an exact value of n is not known, 

but the various studies indicate that it is somewhere between 
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0.3 and 0.4. Some results in the literature are as follows: 

nturbulent 0.29 Waibler (1957) 

1/3 George & Capp (1979) , 
Larson £: Schoenhals (1964) , 
Mason & Seban (1974) , 
Moto & Matsumoto (1975) , 
Saunders (19 39) , 
Touloukian et al. (1948) 

0.36 Kato et al. (1968) 

0.38 Cebeci & Khattab (1975) 

0.39 Tuan (1959) ( 

0.40 Eckert & Jackson (1951) 

For what it is worth, the weighted average of these values is 

0.347, and all of them are considerably above the laminar 

result n » 0.25. 

With n known, Eq. (43) predicts that the wall heat 

transfer rate varies with distance x along the wall as 

qw ^ x311"1 (46) 

For laminar flow, n = 0.25, we see that q decreases as x"^ 
w 

For turbulent flow, except for Waibler's results for rather 

small Grashof numbers, all the results in Eq. (45) indicate 

that qw is either independent of x (n * 1/3) or increases 

with x. A large iceberg would be expected to have a higher 

buoyant melting rate than a small laboratory ice-wall model. 

However, this prediction would probably not hold in the 

neighborhood of the transition zone in Fig. 23, where local 

melting could be more intense. 

The writers have found only two analytical studies in 

/ 
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the literature which study buoyant convection near the fluid 

freezing point, using the exact equation of state of seawater 

plotted in Figure 2. One is a laminar flow study by Gebhart 

and Mollendorf (1978) , while the second assumes turbulent flow 

with a similarity assumption for the eddy diffusivities 

(Josberger 1979a). In both analyses the algebra is quite 

complex because of the nonlinearity of the equation of state, 

but some numerical estimates can be obtained relative to buoyant 

ice melting. 

With both thermal and saline buoyancy, the Grashof number 

should be redefined as 

GrX ■ Oav <47> 

where Ap/p represents the net buoyancy averaged across the 

boundary layer: 

1 ^ 
(Ap/p)av * j / (Ap/p) dy (48) 

and y is the coordinate normal to the ice-wall. Calculations 

for laminar flow are made by Gebhart and Kollendorf (1978), 

who give the following recommendation for an effective net 

density difference: 

(Ap/p) - 1.7xl0~6 (0.72T - T )0,85 (T-T.) (49) 
av w m w i 

where T is the ambient seawater temperature, T. the ice-wall 

temperature, and Tm the temperature at the point of maximum 

density (Figure 2), all in °C. Let us assume as an engineering 

estimate that Eq. (49) is also valid for turbulent flow. Then 
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the local heat transfer rate can be estimated by substituting 

Eqs. (4?) and (49) into, say, the most popular vertical buoyancy 

correlation in the literature (Saunders 1939, Kreith 1973) 

for water flow: 

1/3 
Nu = 0.17 Gr 

X 
(50) 

X 

The melting rate from Eq. (8) can then be computed 

and plotted in Figure 24 versus the driving temperature 

difference AT = T -T.. The rates, shown as a solid line, 

vary from 8 m/yr at 2°C to 120 m/yr at 12°C. 

A second theoretical estimate was given by Josberger (1979a), 

who used a similarity theory to scale his low-Grashof-number 

turbulent melting rates up to iceberg sizes. Josberger's 

theory assumes that the eddy diffusivities are functions only 

of the traditional laminar similarity variable n - cy/x^ 

(Kreith 1973), which effectively "laminarizes" the theory and 

leads to the prediction that turbulent heat transfer should 
_ j, 

also vary as x which seems to be at variance with the data 

of Eq.(45). In any case, Josberger did not compare the actual 

theory with experiment but rather used the scaling law qw v x~^ 

to extrapolate his turbulent melting data (over a 70-cm length 

of ice sheet) up to a 200-meter ice-wall simulating an Antarctic 

iceberg. After fitting a power-law to the data, u.¿e resulting 

scaled melting rate expression is 

Vm(m/yr) » 5.66 (Tw-T.) 1.63 D-% (51) 

with temperatures in °C and the draft D in meters. Figure 24 

/ 
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0 2 4 6 8 10 12 

TEMPERATURE DIFFERENCE BETWEEN WATER AND ICE - °C 

Figure 24. FOUR ESTIMATES OF THE FREE CONVECTION MELTING 

RATE OF A LARGE, NEARLY VERTIC.\L ICE SURFACE. 
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shows this relation plotted for D = 200 m as a dashed double-dot 

line. The rates are comparable to the Gebhart estimate but 

somewhat smaller. 

A third estimate was given by Neshyba and Josberger (1979), 

who re-evaluated the melting rate data which Morgan and Budd 

(1977) inferred from analysis of Antarctic iceberg size and 

latitude distributions. By fitting eight of the Morgan and Budd 

data points to a least-squares parabola and subtracting the 

constant intercept as a "calving wastage", Neshyba and Josberger 

arrived at the following estimate of vertical buoyant melt rates: 

2 
Vm(m/yr) - 2.78(Tw-T.) + 0.47(Tw-T.)^ (52) 

again with temperatures in °C. It is not known what draft this 

expression applies to, since the data encompassed a wide variety 

of iceberg sizes. Figure 24 shows Eq.(52) as a dashed line 

which is quite comparable to the other estimates. 

A fourth and final estimate can be obtained by making a 

simple Schmidt-number approximation for the saline boundary layer 

thickness near the wall. The thermal boundary layer thickness 

may be estimated from the classical analysis of Eckert and 

Jackson (1951): 

2/3 1/10 -8/15 
6T V (1 + 0.494 Pr ) Pr (53) 

Since the energy and salinity conservation relations are 

mathematically analogous (Kays and Crawford 1980), one can 



reasonably estimate the salinity boundary layer thickness as 

2/3 1/10 

6S ^ (1 + 0.494 Sc ) Sc~3/15 (54) 

where Sc = Pr*Le is the Schmidt number of seawater. Thus the 

ratio of saline to thermal boundary layer thickness can be 

estimated by dividing Eq. (54) by Eq.(53). Taking, at 0°C, 

from Figure 3, Pr = 13.3 and Sc = 2980, we obtain 

5S/6T * Vt77 * °-077 (55> 

Note that this estimate is somewhat less than that of Eq.(7), 

which was for forced convection. 

If we now make a linearized approximation for the equation 

of state of seawater, 

Ap/p = - ß AT + a AS (56) 

where a and ß are average values taken from Figure 2, we 

may substitute into Eq.(48) and carry out the integration. The 

result is the following estimate of net buoyancy in the flow: 

(Ap/p) av 
ß (T-T.) + 0.077 a (S -S.) 

W 1 w 1 

(57) 

Substituting 1^X57) into Eq.(47) and taking (Sw-S^) « 35 °/oo, 

we may usa/Eq.(50) to evaluate the melting rates. The results 

are st^ím as a dash-dot line in Figure 24. 

Since the four estimates in Figure 24 are obtained from 

rfour greatly different points of view and yet give comparable 



results, we conclude that Figure 24 presents a useful 

engineering estimate of melt rates to be expected from 

buoyant effects on the vertical or nearly vertical sides of 

an iceberg. The writers think that nerhans the two higher 

curves might be better estimates. The three highest curves 

predict no length effect on the melting rate, while the lowest 

curve (Josberger 1979a) is computed for an iceberg draft of 

200 meters. 

For nonvertical ice surfaces, it is recommended 'Tireith 

1973) that the quantity "g" in the Grashof number, Fq.(47), be 

replaced by g cos8, where 9 is the angle between the tangent 

to the ice-wall and the vertical. 

Lacking a more definitive theory, we suggest that Figure 24 

represents a reasonable approximation at this time, ’’’he third 

author of this report has decided to investigate a more exact 

theory of turbulent buoyant ice melting as an M.S. thesis topic. 

The thesis will be completed in June 1980. 
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Chapter 7 

MELTING DUE TO FORCED CONVECTION 

INTRODUCTION 

In Chapter 4, Figure 17, we saw that the prevailing winds 

in the Labrador Sea are capable of driving an iceberg at 

relative velocities from 10-30 cm/s in excess of the local cur¬ 

rent speeds. These relative velocities persist as long as the 

winds are steady. Similar relative velocities occur for 

several hours when an iceberg suddenly moves into a region of 

significantly higher or lower water currents. In fact, relative 

velocities of order 5 cm/s probably always persist near an ice¬ 

berg due to the normal differences between bottom and surface 

currents for a floating body of such large draft. All of these 

velocity differences contribute to forced convection melting 

of an iceberg. Melting due to air convection is negligible. 

The exact theory of forced convection berg melting is quite 

complex, as shown in a comprehensive theory by Griffin (1977). 

Even if pressure gradient effects are neglected, the flow past 

an iceberg generates a thick velocity boundary layer. The wall 

temperature varies somewhat due to salinity intrusion at the 

melt interface. Melt water release creates a "wall-blowing" 

effect which alters the local heat transfer. Even if the initial 

ice surface is smooth, the melting process creates surface 

ripples (Tatinclaux and Kennedy 1977) which tend to enhance the 

heat transfer. The equations of motion are closely coupled 

through density, salinity, and the wall transfer rates. Griffin 

■ 
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(1977) gives a complete analysis for laminar flow past a flat 

plate and indicates an approximate solution for turbulent flow. 

For turbulent flow, in spite of these complexities, the final 

results, when compared with data for melting rate of a towed 

ice block (Stolfi et al. 1977, 1979) are in reasonable agreement 

with the simple and classical expression for heat transfer in 

flat plate flow (Kreith 1973) : 

0.8 0.4 
Nu * 0.0295 Re Pr (58) 

X X 

Overall melting of the ice block, based on body length L, is 

correlated by the analogous expression 

0.8 0.4 
Nu^ - 0.037 ReL Pr (59) 

It is proposed here to develop similar expressions for forced 

convection past tabular and non-tabular iceberg shapes. 

APPROXIMATE SOLUTION FOR TWO ICEBERG SHAPES 

For surfaces approximating a flat plate, such as the 

bottom of an Antarctic tabular iceberg, Eqs.(58) and (59) could 

be used for the melting rate, except that they are accurate only 

for moderate Reynolds numbers, 10^-10^. In applying these 
o 

formulas for Re ^ 10 , Griffin (1977) probably underestimates 

the melting rate by about 50¾. For higher Reynolds numbers, 

probably the most accurate estimate in the literature is the 

Reynolds analogy proposed by White (1974), 

Nux t £ 

Sc 1 + 12.8(Pr°-è8- l)(%Cf)% (60) 

/ 
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which is valid for any Prandtl number greater than 0.5, combined 

with White's formula for skin friction at high Reynolds numbers 

on a flat plate: 

C. = 0.455/ln2(0.06 Re ) (61) 
r X 

Equation (60) is valid not only for a flat plate but for any 

smooth surface (e.g. pipe flow) where pressure gradients are 

negligible. We will use Eq.(60) again in Chapter 8. 

For Arctic tabular and non-tabular iceberg shapes (Figures 

11 and 13), the pressure gradients are too strong to be neglected, 

and Eqs. (60,61) will underestimate the true forced convection 

melting rates. Some sophisticated finite difference and energy 

integral techniques for computing heat transfer with varying 

wall temperature and arbitrary pressure gradient are discussed 

in Section 6-11.4 of the text by White (1974). However, it turns 

out that these complex digital computer procedures are no more 

accurate than a very simple quadrature method proposed by 

G. S. Ambrok and discussed and improved in the text by Kays and 

Crawford (1980). The final result of Ambrok's method is an 

expression for local Stanton number as a function of distance x 

along the surface: 

St. 
0.0295 Pr’0,6 AT0,25 u°'2 

x TTT 
{ ; p U AT 

0 
dx } 

0.2 
(62) 

where AT » Tw"^i is approximately constant for our present 

problem of iceberg melting. If the stream velocity U(x) is 
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also constant, Sq.(62) reduces to the flat plate expression, 

Eq. (53). 

For our purposes we assume that temperature difference 

and water density are constant in Eq.(62). The stream velocity 

U(x) for the model tabular (Fig. 11) and non-tabular (Fig.13) 

icebergs was simulated by potential flow, building up the 

proper shape through a series of distributed sources and sinks, 

as discussed e.g. in Chap. 8 of the text by White (1979). The 

integral in Eq. (62) was then evaluated by numerical quadrature. 

Finally, the local heat transfer rate St was integrated by 

quadrature to obtain the average heat transfer to the iceberg. 

The final result can be given in terms of the average Nusselt 

number based on waterline length (the straight line distance 

from bow to stem) Lq : 

a) Tabular: 

b) Non-tabular: 

0.058 Re£’3 Pr0,4 
o 

0.055 Re£'8 Pr 
o 

0.4 

(63) 

The use of waterline length Lq eliminates the need to evaluate 

the arc length or keel-length along the bottom of the iceberg. 

Equations (63) show that, after all the laborious numerical 

computations are completed, Ambrok's theory predicts that the 

average melting rates for the two icebergs differ only about 

five per cent, although both are about 30^ higher than the 

flat plate estimate, Eq.(59), even if the latter is based on 

the keel-length. The formulas also predict that the melting 

rates are less for the large bergs, decreasing about 3770 for 
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each ten-fold increase in iceberg length. 

The melting rates from Eqs.(63) are plotted in Figure 25 

for various iceberg lengths. Note that the rates are given 

per °C of water/ice temperature difference. Thus, for even 

moderate relative water velocities (10-30 cm/s), the rates 

given in Figure 25 are significantly larger than the buoyant 

convection rates in Figure 24. For example, at 4°C, the 

buoyant melting rate in Figure 24 is about 20 m/yr. By comparison, 

at, say, 20 cm/s in Figure 25, the melting rate of a 300-m burg 

is about 9 cm/day/°C, which when multiplied by 4°C and converted 

to an annual rate gives = 130 m/yr, or 6.5 times more. Thus, 

over the whole span of water temperatures from 10-12°C, forced 

convection melting is considerably larger than buoyant melting. 

MELTING AT THE ROOT OF AN ICE FLAW 

It is well known that a crack or flaw in an iceberg may be 

attacked by waves or water currents and thereby enlarged or 

lengthened, eventually causing calving or fracture. Robe, Maier, 

and Kollmeyer (1977) document the case of a very large flaw 

being accentuated during the deterioration process. 

Presently there is no existing theory of the effect of 

wave erosion on an ice flaw, but the following simple analysis 

will illustrate the manner in which a flaw accentuates local 

heat transfer. Consider warm water flowing toward a notched 

flaw of half-angle 9 , as shown in Figure 26. The flow enters 

the flaw and then turns back along the sides of the wedge. 

According to potential theory for a re-entrant wedge (White 1974, 
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Figure 25. THEORETICAL ICEBERG AVERAGE MELTING 

RATE DUE TO FORCED CONVECTION, 

FOR VARIOUS WATERLINE LENGTHS. 
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page 275), the stream velocity along the wedge surface varies 

with distance x from the notch tip according to 

m 
U(x) = K x (64) 

where K is a constant which depends only on the depth of the 

flaw and the exponent m depends only on the half-angle 9 

of the notch: 

m = 9/(r - 9) (65) 

with 9 in radians. We may estimate the effect of the flaw, 

then, by substituting Eq.(64) into Ambrok's theory, f!q.(62). 

The exact melting rate depends upon the size of the iceberg and 

the notch depth, but the relative melting rate compared to a 

nearly flat notch (9 = 90°) depends only on the notch angle 9. 

The computed results are tabulated in Figure 26. A ten-degree 

half-angle notch, for example, melts 557o faster according to 

this theory. However, no attempt will be made here to define 

any statistically meaningful "standard flaw" size to make any 

further computations of iceberg deterioration due to this 

mechanism. Perhaps further experimental data on iceberg flaws 

could contribute to our quantitative knowledge of this melting 

process . 

It should be noted that the present correlations are also 

valid for exposed surface air melting if the properties of air 

are inserted into Eqs. (63). However, air melting is negligibly 

small: only a few mm/day even for warm air at high winds. 
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HIGHEST 
MELTING 
RATE 

EFFECT OF NOTCH HALF-ANGLE ON MELTING 

RATE AT THE ROOT OF AN ICE FLAW 

HALF-ANGLE 

90° 
80° 
70° 
60° 
50° 
40° 
30° 
20° 

10° 

5° 
Io 

RELATIVE 
MELTING RATE 

1.000 

1.024 

1.052 

1.084 

1.125 

1.176 

1.246 

1.351 

1.552 

1.783 

2.460 
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Chapter 8 

WAVE EROSION OF AN ICEBERG 

The final and probably most important iceberg melting 

mechanism is to be studied here is that of wave erosion at 

the waterline. It is clear from the numerous published 

observations of icebergs (e.g., Groen 1969) that waves, even 

in cold waters, can rapidly erode a notch or ledge into the 

side of an iceberg, after which calving or fracture can 

occur. The present chapter will develop quantitative esti¬ 

mates for the erosion rates due to waves, and Chapter 9 will 

analyze the fracture conditions for ice masses which have 

been undercut by waves. 

The only laboratory wave erosion experiment known to the 

writers is a brief wave tank study by Josberger (1977), whose 

small flapper-generated waves (H = 5 cm, T = 0.4 s) produced 

rays propagating normal to a vertical ice sheet. Even though 

the water temperature was only 4°C, the waves carved out a 

waterline notch 8 cm deep in only 45 minutes. The notch 

extended about one wave height above the waterline and about 

K 3 /2 below the waterline. Since similar equipment 

was readily available here, the present study has produced 

two additional brief wave erosion experiments in a wave tank. 

When the present study began, it was planned to base the 

erosion analysis on the very interesting environmental wave tur¬ 

bulence and Reynolds stress statistics reported by Shonting et 

al. (1971, 1979). Since Shonting and his coworkers have suc¬ 

cessfully correlated wave turbulent statistics with sea state, 
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it was proposed chat these environmental parameters could be 

combined with the well-documented digital computer turbulence 

energy transport models (Section 8.5 of Cebeci and Bradshaw 

1977) to make quantitative estimates of wave-induced heat 

transfer against an ice surface. However well intentioned 

and plausible this plan seemed, the fact is that, after months 

of analysis in the early part of this project, no successful 

engineering computations were realized. It was finally decided 

to pursue an alternative method. Fortunately, a very simple 

second approach did develop and seems to be quite successful 

in predicting quantitative wave erosion rates. 

The Wave Friction Factor Diagram 

From a simplified point of view, "wave action" consists 

merely of oscillating velocities in the neighborhood of a 

solid surface. If this action is significant, it is probably 

turbulent, i.e. high orbital velocities and amplitudes. 

Presumably an oscillating turbulent boundary layer will arise 

near the solid surface, resulting in periodic friction against 

the surface. If the water is warm and the surface cold, this 

friction will interact with the thermal boundary layer to 

cause periodic heat transfer to the surface, whose average will 

be a steady mean heating of the surface. One should be able 

to correlate this steady heat transfer with the wave Reynolds 

number and the water Prandtl number. 

In fact, the only "solid surface" whose frictional wave 

action has been well documented is the sea bottom in shallow 

(continental shelf) waters. Wave action study of breakwaters, 
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ships, and other man-made solid surfaces has been confined to 

correlation of the forces and moments caused by the waves , not 

the friction and heat transfer. 

However, bottom friction due to waves has been extensively 

studied as a fundamental cause of sedimentation in shallow 

waters. The best bottom friction correlation known to the 

writers is the wave friction factor diagram of Jonsson (1966), 

which is reproduced in Figure 27. The ordinate is the mear 

bottom shear stress, non-dimensionalized by water density and 

maximum wave orbital velocity: 

Cfw * Twm/(* °w um2) (66) 

The abicissa is the wave orbit Reynolds number, based on 

bottom orbital velocity and amplitude: 

Re 
a 

u a / V 
m m w 

(67) 

The curves in Fig. 27 are based on existing data as correlated 

by Jonsson (1966). The diagram resembles but is not coincident 

with the famous Moody friction factor diagram for pipe flow 

(White 1979). 

For a smooth bottom, the wave friction reaches a minimum 

which may be either laminar or turbulent: 

a) laminar, Rea < 31000: * 2 Rea~^ 

b) turbulent, Re > 31000: C* A 0.09 Re 
a rw a 

(68) 
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For a rough wall, the friction increases as the ratio a /e 
m 

decreases, where e is the average roughness height. Like 

pipe friction, the rough wall data are only weakly dependent 

on Reynolds number. 

Except for differences in magnitude, the orbital behavior 

of periodic waves has much the same character at the surface 

or at the bottom or, indeed, any point in the water column. 

It therefore seems reasonable to assume that Figure 27 will 

correlate the mean friction against any solid surface immersed 

in waves, if and Re^ are based on the local orbital 

velocity and amplitude at that surface. Above the bottom, the 

orbits are ellipses, and there are non-zero vertical velocities 

also. Let a be the local orbit semi-major axis length and 

let um and w^ be the local horizontal and vertical orbit 

velocity amplitudes. Then our fundamental assumption is that 

Figure 27 is valid also for local mean shear at any point, 

as follows: 

Cfw * Pea ’ aV/V y2 ° um + "a (69) 

with the roughness parameter being a/e. Further, it is 

assumed for simplicity that the waves have period 7 and height 

H and that the orbits may be described by linearized Airy 

theory (White 1975): 



U m 

wm = T|r (1 + 2 h sinh(k(z+d) ) 
) sinh(kd) (70) 

a 
H cosh(k(z+d)) 
J sinh(kd) 

where d is the water depth, k = 2t;/X is the wavenumber, and 

¢5 is the angle between the wave rays and the (iceberg) local 

surface tangent. The wavelength X is related to period and 

water depth by the Airy formula: 

2 
tanh(kd) (71) 

From Eqs. (69) and (70) and Figure 27 we can compute an 

engineering estimate of the mean wave friction against the 

iceberg surface as a function of z, where z=0 is the waterline 

and z*-d is the bottom. 

The Reynolds Analogy 

The second and final assumption about wave erosion is 

that the wave friction can be directly related to wave heat 

transfer through a Reynolds analogy. This assumption seems 

reasonable because wave oscillations against a relatively flat 

surface (an iceberg) should cause little if any pressure 

gradient, and the only severe limitation to the use of 

Reynolds analogy, especially in turbulent flow, is the 

presence of strong pressure gradients (White 1974). 
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For a smooth ice surface, we use the Reynolds analogy 

given by Eq. (60) , with = CCr^ fron Figure 27 and the Stanton 

number correlated with local orbit velocity: 

of _ nw 
S " oVc IT 

P 

V. 
2 2 '2 

v = > 
(72) 

Iceberg surfaces are somewhat rougn, with typical roughness 

heights of the order of e. =* 1 cm. This has only a modest 

effect on forced convection heat transfer, where the roughness 

is only a tiny fraction of the iceberg length. But in wave 

action, the proper parameter is e/a, not e/L, and roughness 

will increase both the friction and the heat transfer. 

Let subscript "o" denote friction and heat transfer for 

zero roughness. Then there are at least four different 

Reynolds analogy correlations in the literature which account 

for roughness. The first is the formula given by Ashton (1972) 

for a corrugated or wavy surface: 

St - St (1 + 10 z/l) (73) o 

where l is the wavelength of the corrugations. Since l is 

quite variable and difficult to estimate for icebergs, we will 

not use this correlation here. 

There are two popular analogies correlated with the 

roughness Reynolds number Re(_ ■ Ve/v. The first is the 

formula of Owen and Thompson (1963), as modified by Seidman 

(1972): 
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St = 
1 + 0.52(%Cf) 

f 
ÜT7IT ■ö". "4-5 T '0 .'8 

: Pr 
(74) 

This relation has been recommended in a recent comprehensive 

review of wall roughness effects by Hodge (1979). The second 

formula is suggested in a text by Edwards et al. (1976): 

I 

%Cf 

St ‘ 1 + (%Cf)h5.19 Pru-^Cf)u ^ ^ - 8.5) 

(75) 

Although highly recommended, these two formulas both seem to 

suffer from the same two types of pathology: 1) at zero 

roughness we do not recover the smooth surface result, Eq. 

(60); and 2) at very high roughness ratios typical of small- 

amplitude wave action, they predict that St decreases with 

roughness, which is adverse to the facts. Therefore we will 

not use either of Eqs. (74) or (75). 

The fourth analogy, which we will adopt here, is the 

simple correlation proposed by Nunner (1956) : 

h 
St/Sto - (Cf/Cfo) (76) 

which expresses the observed fact that, for a given flow 

condition, roughness increases the heat transfer only about 

half as much as it increases the local shear stress. 
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Calculations of Iceberg Srosion by Waves 

Wich Sq. (76) and the friction factor diagram, Figure 27, 

calculations were made for a wide variety of wave heights and 

periods to determine the wave-induced melting rates near the 

waterline of an iceberg. The orbit parameters were computed 

as a function of z from Eqs. (70). Figure 28 shows the 

theoretical smooth surface melting rates on a vertical ice 

wall for various periods if H = 1 meter. At short periods 

(< 5 sec) a narrow notch is cut in the berg, while at longer 

periods the erosion extends much deeper. In either case, an 

overhanging ice slab is left by the progress of the wave 

melting, which reaches only to H above the waterline. 

The maximum melting rate occurs at the waterline and can 

be quite large, e.g. for T = 3 sec in Figure 28, at the 

waterline equals 1.0 m/day/°C. The dimensionless waterline 

melting rate correlates exactly, within the assumptions of the 

2 
present theory, with the wave Reynolds number Re^ = H /Tvw 

and the roughness ratio e/H. The final correlations are 

a) Smooth wall: V T/H * 0.00015 Re ~0-12 
11 H (77) 

b) Rough wall: vmT/H “ 0-000146 (e/H)0'2 

These values are plotted in Figure 29 for typical Reynolds 

numbers. Note that these melting rates are all per °C of 

water-ice temperature difference. 

/ 
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0 0.2 0.4 0.6 0.8 1.0 

Figure 28. COMPUTED WAVE EROSION RATE PROFILES 

FOR A SMOOTH SURFACE AT H - 1 m. 
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Figure 29. DIMENSIONLESS MAXIMUM WATERLINE WAVE 

EROSION MELTING RATE. 
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Regardless of wave height and surface roughness , the 

melting rate shapes are a function only of wave period as 

given by Figure 28. Only the magnitudes of melting rate are 

scaled according to the formulas of Eqs. (77). Thus we may 

find the total volume of ice removed by wave erosion, per unit 

perimeter of ice wall, by integrating the area under the curves 

in Figure 28. The result is what we night term the "strip-volume 

melting rate", u , which is the ice volume removed per day per 

°C per meter of waterline perimeter. Numerical values of 

the strip-volume melting rate are plotted in Figure 30 for 

various wave heights and periods. These volume removal rates 

may also be correlated in dimensionless fashion, as shown in 

Figure 31. The corrélation formulas are, per °C: 

a) Smooth surface: ù/gHT - 3.71xl0"6 ReH"°'12 

b) Rough surface: u/gHT * 5.22xl0‘6 (e/H)0,2 

(78) 

Then, if the average period T and height H of the prevailing 

waves are known, the total ice volume eroded away by waves in 

time t^ is given by the double integration 

tl P . 
Volume ■ / / u ds dt (79) 

0 0 

where ds is the arc length around the waterline and P is 

the total iceberg perimeter subjected to the wave action. Again 

note that these results are per °C of temperature difference. 
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Figure 30. THEORETICAL STRIP-VOLUME WATERLINE MELTING 

RATE DUE TO WAVE EROSION. 
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Figure 31. DIMENSIONLESS STRIP-VOLUME MELTING 

RATE OF AN ICE BLOCK DUE TO WAVES. 
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Laboratory Wave Erosion Experiments 

As mentioned, Josberger (1977) reports a single wave 

erosion experiment: waves at H = 5 cm, T = 0.4 sec. which 

melted a notch 8 cm deep in 45 minutes in a vertical ice wall. 

The water temperature was 4°C, and we will assume the ice 

temperature was 0°C. The experimental waterline melting rate 

is thus 8cm/45 min or 2.56 m/day. For the present theory, 

we compute Re^ - 3470, so that Eq. (77a) predicts VmT/H - 

5.64x10 or Vm ■ 7.05x10 ^m/s/°C equals 0.61 m/day/°C 

times 4°C * 2.44 m/day, which is within 570 of the experimental 

value. This lends some confidence to the present theory. We 

have used the smooth-wall correlation because Josberger 

reported that the notch itself remained smooth during the melt 

ing, although cusps formed at distances greater than H below 

the waterline. 

The present study conducted two further experiments with 

the melting of floating ice blocks in the University of Rhode 

Island circular wave tank. The wave flapper is at the outside 

boundary of the tank and generates circular waves which propa¬ 

gate inward toward the tank center. Near the center the waves 

have average height H * 6cm with period T - 0.4 sec. The 

floating blocks were placed at the tank center, so that their 

entire perimeter was subjected to wave action. 

The first test ice block was 26 cm wide, 26 cm long, and 

19 cm high and floated in the configuration shown in Figure 

32. The water temperature was 13.5°C, with the ice surface 

again assumed at 0°C. The theoretical erosion rate profile 

was computed for the given period and is sketched also in 
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Figure 32. According to this theory, the block should take 

on this pinched-in shape as erosion progresses. 

Figure 33 is a photograph of the actual test block after 

ten minutes of wave erosion at 13.5°C. Note the similarity 

of the eroded shape with the theoretical shape in Figure 32. 

Note also that a slight amount of dry-docking occurred in the 

rear of the block, where a fusion fault formed when the block 

was initially frozen. The waves slightly overtopped the block. 

When the strip-volume melting rate is computed from 

Figure 31 and integrated around the entire perimeter of the 

block, the predicted time for total melting of the block is 

31 minutes. The actual total melting time was 27 minutes, 

or 13% less. Since the block was initially square, if we 

neglect corner rounding, the mass history of the melting 

block is given theoretically by 

m/mo -(1- t/tf)2 , tf » 31 min. (80) 

This relation is plotted in Figure 34 and compared with the 

experiment. The agreement is quite reasonable: the theory 

is for a smooth wall while the actual block (Figure 33) devel¬ 

oped cusps over its entire surface during the melting process. 

The second test block was rather elongated: 25 cm wide, 

71 cm long, and 13 cm high. Not being square, its walls were 

subjected to a somewhat non-uniform radial wave field, but 

the theory again assumed that I! - 6 cm and T - 0.4 sec. The 

strip-volume melting rate is essentially the same as for the 

first block, except that this time the water temperature was 

19°C. The predicted total melting time was 21.4 minutes, 
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whereas the measured time was 20.6 minutes, or 4% less. The 

rectangular shape gives the following mass versus time relation: 

m/mo -(1- t/tf) (1 - 0.36t/tp) (81) 

with t^ - 21.4 minutes. This smooth-wall theoretical result 

is plotted in Figure 35 and compared with the experiment. The 

agreement is fair, especially considering the shape distortions 

and roughness cusps which occurred on the actual test block. 

Based on these three laboratory wave erosion experiments, 

we conclude that the present theory has the potential to be a 

quite reasonable engineering estimate of the waterline melting 

of icebergs in a wave environment. 
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Figure 35. MELTING OF A 21.2 Kg ICE BLOCK IN A WAVE TANK. 
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Chapter 9 

CALVING OF OVERHANGING ICE SLABS 

Introduction 

The wave erosion theory of Chapter 8 led to a prediction 

of rounded notches being cut by waves into the waterline of 

an iceberg. Some representative notch shapes were shown in 

Figure 28. As these notches proceed deeper into the berg, 

they leave an overhanging ice slab protruding above the 

waterline. At some critical overhang distance or "rupture 

length", î.r> the root stresses due to the weight of the slab 

will cause fracture and calving of the slab. The present 

chapter attempts an accurate analysis of fracture stresses 

in such an overhanging slab. 

Figure 36 shows the geometry of the overhanging slab to 

be analyzed. For an iceberg, the support is large and the 

overhang small, 2,<<B, so that the ratio 3 * B/A is of order 

0.8 to 0.99. The simple rectangular-shaped slab of thickness 

t and length l was selected, and no analyses were made of 

rounded or pinnacled slabs. The axisymmetric geometry was 

selected as being more representative of an iceberg than a 

two-dimensional shape. Computations were made using both 

elementary strength of materials and thick plate theory 

(Figure 36a) and a dig.'tal computer finite element model 

(Figure 36b). 



Figure 36. GEOMETRY OF AN AXISYMMETRIC 

OVERHANGING ICE SLAB. 
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Thin Plate Theory 

The maximum stress at the root of a thin cantilever 

plate loaded by its own (uniform) weight is given in the 

text by Roark and Young (1975). In terms of the parameters 

defined in Figure 36, the final result for rupture length 

of the overhang is 

^ % 
*r - - 8><amaxt/Y) (82) 

where amax i-s the fracture stress, y is the ice specific 

weight, and and C2 vary only with the length ratio ß and 

Poisson's ratio ; for the material: 

C 1 

C 2 

1 + ç + (1-0 S2 

ç32 + 35(1-064 + %d+30 - (1+0 ln(ß) 

(83) 

For ice, we adopt the physical property values recommended by 

Hobbs (1974): 

8810 M/m' 

22 bar 
max 

ç - 0.34 

(84) 

However, Eq. (82) is not accurate for a real iceberg geometry 

because it does not account for large thickness and the 

root fillet radius R. This theory should not be used for 

design calculations, but it does establish the quantity 

(° t/y) as a fundamental parameter in iceberg calving. 
HlaX 



Thick Plate Theory 

An improvement is made by using thick plate theory, again 

assuming a cantilever slab attached to a rigid central shaft 

(Figure 36a). A complete analysis is given in Chapter 26 of 

the text by Prnc (1975). The final result for rupture length 

is very similar to Eq.(82) plus a thickness correction: 

% 
= (1 - ß) (C1/3C2) (a (85) l 

r 

where C (36) 

2 
The additional term C^t can be quite large for an iceberg 

geometry. This expression is more accurate but again is not 

recommended for design because it neglects the root fillet 

and the flexibility of the support. 

Finite Element Solution 

To make as accurate an analysis as possible, within the 

limits of elasticity theory (Timoshenko and Goodier 1970) 

for ice as a brittle material, it was decided to formulate a 

finite element solution for the geometry shown in Figure 36b. 

A complete finite element structural analysis program, called 

SAP-IV, is available at the University of Rhode Island and 

can be applied directly to this problem (Bathe et al. 1973). 

This program accepts either triangular or quadrilateral 

elements of any size and simulates the elasticity problem for 

a variety of boundary conditions. Quadrilateral elements 

were selected and a typical mesh definition is shown in 
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Figure 37. Finite element computations were made for a variety 

of fillet radii R, slab thickness t, and ratios B/A = JB. The 

only loading applied was the weight of the elements themselves. 

The stresses were computed and the fracture condition, which 

occurred near the center of the fillet, was calculated from the 

maximum shear stress criterion. 

Since the finite element method for structural analysis is 

now well documented, the details of the computation scheme will 

not be given. The general theory of finite element elasticity 

analysis is treated in Martin and Carey (1973) or Oliviera 

(1968). Further details relevant to the type of computation 

used in the present application may be found in Tong and Pian 

(1967) and in Clough and Rashid (1965). 

The finite element solutions for rupture length are 

plotted versus ice slab thickness in Figure 38 for £ * 0.90 and 

in Figure 39 for & * 0.99. In both cases, for a constant fil¬ 

let radius R, there is a minimum rupture length which occurs at 

a small thickness tcrit. For Æ > 0.75, both the critical 

thickness and the minimum rupture length are practically inde¬ 

pendent of and are given by 

■ 1.26 r!/2 

^min “ 2.12 r!/2 

(87) 

whe:.e all lengths are in meters. Equations (87) are valid only 

for a fracture stress of 22 bars. 
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The finite element solutions are cross-plotted in Figs. 

40-42 for a fracture stress a. = 22, 15, and 6 bar, res- 

pectively, spanning the range of reported ice strengths in 

the literature. The abscissa P/t lies in the given range, 

zero to 2.0, for typical icebergs with wave-eroded notches. 

If the overhang ratio 3 is greater than 0.8, its effect on 

the curves is negligible. 

Although there is no exact analytic expression known for 

the results computed in Figures 38 through 42, their variation 

is very similar to that predicted by thick plate theory, Eq. 

(85). Accordingly, correlations were attempted and it was 

found that the finite element stress computations could be 

related to thick plate theory by the following simple corre¬ 

lation: 

Wcomeuted) - 2-14 (R/te)'1'07°a,ax(pUte) (88) 

Substitution into Eq. (85) gives the following correlation 

expression for the finite element rupture length results: 

Hr « (1-6) (ci/3C2)i{(^^) (R/tß)1-07 + C3t2}* (89) 

Equation (89) is in very good agreement with the results plotted 

in Figures 38 through 42, but it is algebraically complex. Since 

the results are only slightly dependent upon 6 , we may take 

average values for the constants in Eq. (89) and thus obtain 

the following simpler correlation: 
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ir - 0.33 (0.15(o t/rHR/t)1-07 max 
(90) 

This expression is accurate to about ±57. when compared to 

the exact finite difference results. In fact, since the 

exponent of the radius term is nearly unity, there is very 

little error if we take it as unity and simplify still further: 

2 ^ 
R/Y) + t: } (91) 

Equation (91) is the engineering estimate which is recommended 

in this report for use in predicting calving conditions. The 

results plotted here, Figures 38 through 42, assume that 
3 

the Ice density y * 8810 N/m . All of the numerical constants 

in Eq.(91) are dimensionless. When compared to finite element 

computations, the accuracy is about ±7^. 

Application to Calving by Wave Erosion 

The above calving theory is somewhat idealized by the 

rectangular shape of the ice slab and its rounded fillet 

(Figure 36) and by the use of elasticity theory to predict 

the fracture condition. Nevertheless, we recommend Eq.(91) 

as a reasonable estimate of the iceberg calving condition. 

Even if this equation is extremely accurate, though, it is 

difficult to estimate the fillet radius of an ice slab 

undercut by waves. The present report cannot really resolve 
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the question of fillet radius definition, which will require 

more laboratory experimentation, preferably with a random wave 

field, plus further field observations of iceberg waterlines. 

However, the experiment of Josberger (1977) and in the present 

report (Figure 33) and the present theory (Figure 28) all 

indicate that the wave-induced fillet radius is of order H, 

the wave height. Further, wave action is relatively fast, 

of order meters per day, so that, regardless of the previous 

history of the waterline, it should react rapidly to the 

prevailing wave environment. 

For an engineering estimate, then, we postulate that the 

fillet radius beneath an eroded ice slab will be equal to 

the local wave height H prevailing at any given time. Then, 

from Eq.(91) , the rupture or calving slab length can be 

estimated, for omQv. - 22 bar and y « 8810 N/m3, by 
lUclJv j 

2 ^ 
Hr - 0.33(37.5 H + O (92) 

where all lengths are in meters. Alternately, one could read 

the rupture length from Figures 40 through 42, with R - H. 

For a non-stat ionary wave field, the waterline erosion 

rate ^m ^rom Figure 29 or Eqs.(7 7) would have to be 

integrated over time until l • For a steady wave field, 

Eqs.(7 7) could be combined with Eq. (92) for an assumed 

average wave height H and period T, giving the estimate time 
2 

to calve At - /V . For a smooth wall with v - 0.000018 m /s 
L in w * 
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Squations (77a) and (92) combine to yield, for T -T. - 1°C, 
w i 

7 % 0.8 -0.6 
Atcalving(days) ¿ 0.226(37.5H + O T H (93) 

with H and t in meters and T in seconds. 

An iceberg surface is usually slightly rough, with an 

estimated average roughness of about e » 1 cm. Substituting 

this roughness into Eq. (77b) and combining with Eq. (92), we 

obtain the following calving time estimate, for Tw-T\ = 1°C, 

Atcalving(days) * 0-0657(37.5H + tz) T H (94) 

again with H and t in meters and T in seconds. Equations 

(93) and (94) are the recommended estimates and are plotted 

in Figure 43 for a slab thickness t ■ 20 m and a water/ice 

temperature difference of 1°C. We see that the calviig time 

decreases significantly with increasing wave height and 

decreasing wave period. There is, unfortunately, a very 

strong roughness effect which will make it difficult to 

estimate calving times accurately in the field. Perhaps field 

observations will indicate a different roughness effect from 

that predicted in the present study. 

Figure 43 indicates, as expected, that short wave periods 

and large wave heights create the greatest wave erosion. The 

estimates are limited on the low-period end, as shown in 

Figure 43, by the deep-water wave breaking criterion (White 

1975) : 
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30 r 
I 

Figure 43. CALVING TIME DUE TO STEADY WAVE EROSION FOR A 

ROUGH SURFACE-(Eq.94) AND A SMOOTH 

SURFACE —.- (Eq.93), SLAB THICKNESS t - 20 m. 

DIVIDE THESE TIMES BY (T T ) in °C. 
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(H/X)max * 1 /7 , A = gT2/2TT (95) 

Below the dash-dot lines in Figure 43 presumably no waves can 

exist. No theory was developed in the present study for the 

enhancement (if any) of wave erosion due to breaking wave 

effects. 

It should be noted that Sqs. (93) and (94) and Figure 43 

are given for a water/ice temperature difference of 1°C. The 

calving times are inversely proportional to (Tw-T.) and 

should be adjusted accordingly if the temperature difference 

is not unity. For example, at T * 4 sec and H » 1.5 m, with 

t » 20 m, Figure 43 indicates that a smooth ice slab will 

calve in 11.5 days if (T -T.) - 1°C. If the water is actually 
w i 

10°C warmer than the ice, then it will calve in only 1.15 days. 

Finally, it should be noted that wave action in the real 

environment does not occur in the lee of the waves impinging 

on the iceberg. Thus it would seem that estimation of the 

amount of ice mass lost in a calving event would be very 

shape-dependent and would require field observations. 
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Chapter 10 

CONCLUSIONS 

The present study has attempted to make engineering 

estimates of iceberg deterioration by a variety of possible 

mechanisms. It is proposed that the formulas derived here 

represent an improvement over existing deterioration estimates. 

All of the formulas are simple enough to be programmed and used 

on a small shipboard computer to predict, say, the loss of 

mass of an iceberg over a one-day period based on local 

environmental conditions. 

The basic results of the study are as follows: 

1. The stability of an iceberg can be estimated with 

reasonable precision from the above-water shape. The 

recommended formula for computing stability, based on 

observation of the exposed shape, is Eq.(29). 

2. An iceberg may encounter relative water velocities due 

either to winds or to sudden changes in water currents. 

The response time due to a sudden current change is 

given by Eq.(36), and the response to a sudden wind 

by Eq.(38). The relative velocity caused by steady 

wind is given by Eq. (41) and contributes significantly 

to melting of the iceberg submerged surfaces. 

3. As shown in Figure 15, the Basset "history" term is 

negligible in computing the dynamics of an iceberg. 

4. Two iceberg submerged shapes were constructed and tested 

for submerged-body drag in a wind tunnel. At the highest. 
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Reynolds mamber tested (1.1x10^), the tabular model 

(Figure 11) had a drag coefficient of 0.22. The non- 

tabular model (Figure 13) had a drag coefficient of 0.77. 

5. Maximum surface melting due to solar insolation in the 

Labrador Sea is approximately 7 cm/day on a clear day 

in June. Average melting, based on measured insolation, 

varies from 0.5 cm/day in winter to 4 cm/day in summer. 

A complete annual estimate is given in Figure 22. 

6. Surface melting due to air convection is very small. 

Average air temperatures rarely reach more than 8°C. 

Even a steady wind of 20 knots will cause surface melting 

of only 8 mm/day/°C. 

7. Buoyant vertical convection of meltwater on the submerged 

surface is moderately important with melting rates being 

approximately 2 cm/day/°C of water/ice temperature dif¬ 

ference. Theoretical estimates of buoyant melting are 

given in Figure 24. 

8. Forced convection on the submerged surface is a substantial 

contribution to iceberg deterioration, because persistent 

local winds drive icebergs at a relative water/ice velocity 

of 10-30 cm/s, as shown in Figure 17. Resultant melting 

rates are 5-20 cm/day/°C and decrease moderately with 

iceberg size, as shown in Figure 25. 

9. A surface flaw such as a notch enhances the melting rate 

and may lead to calving or twinning. Some theoretical 

estimates are shown in Figure 26. The present study was 

not able to develop a realistic statistical analysis of 
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the effect of flaws on iceberg deterioration. 

10. Wave erosion seems to be the primary cause of iceberg 

deterioration, due both to high melting rates and 

subsequent calving of undercut ice slabs. Waterline 

melting rates are correlated in Figure 29 and can be as 

high as 150 cm/day/ C of water/ice temperature dif¬ 

ference. The volume of ice melted away by wave erosion 

is correlated in Figure 31. These formulas are in good 

agreement with three laboratory experiments of ice 

melting in a wave tank. 

The fracture stress in an overhanging ice slab undercut 

by wave erosion, is computed by elementary plate theory 

and also by a digital computer finite difference method. 

The length of overhang which causes calving is plotted 

in Figures 4-42 and a general formula is given in 5q.(91). 

When combined with the wave erosion formulas, Fqs. (77), 

a formula can be derived, Eq.(93) or (94), for the time 

it takes an iceberg to calve in a given wave environment. 

The theoretical calving times are plotted in Figure 43. 

This study has resulted in a variety of reasonable engineering 

estimates of deterioration. However, it is recommended that 

further research be conducted on the dominant mechanisms, 

especially wave erosion, calving stresses, and the effect 

of flaws or cracks in the ice. 
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