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*§§5Vhriations in time period failed to account for much of the inaccuracy,

which continues, as in previous experiments at an unacceptably high level,

positive finding did emerge: although people do not know with whom they ’
communicate, people en masse seem to know certain broad facts about the
communication pattern. All other findings were negative.. For example, it is .
impossible to predict the people an informant claimed to communicate with but

did not; and it is impossible "to predict who the five people are that an

informant forgot to mention that she or he had had communication with.

Thus, despite their presumed good intentions, what people say about their
communications bears no resemblance to their behavior. This immediately makes
suspect all forms of data gathering, based on questions which require that
informants recall their behavior, =
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ABSTRACT '

This paper seeks to discover whether the known inaccuracy of informant
recall about their communica?ion behavior can be aceounted for by
experimentally varying the time period over which recall takes place. The
experiment took advantage of a new communications medium (computer:
conferencing) which enabled us to monitor automatically all the inter-
actions involving a subset of the computer network. The experiment itself
was administered entirely by the computer, which interviewed informants
and recorded their responses.

Variations in time period failed to account for much of the inaccuracy,
which continues, as in previous experiments at an unacceptably high level.
One positive finding did emerge: although people do not know with whom
they communicate, people en masse seem to know certain broad facts about
the.éémmunication pattern. All other findings were negative. For example,
it is impossible to predict the people an informant claimed to communicate
with but did not; and it is iﬁpossible to predict who the fivwe people are
that an informant forgot to mention that she or he had had communication
with, |

Thus, despite their presumed good intentions, what people say about
their communications bears no resemblance to their behavior. This
immediately makes suspect all forms of data gathering, based on questions

which require that informants recall their behavior.
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Informant Accuracy in Social Network Data V:
An Experimental Attempt to . Predict Actual
Communication From Recall Data
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1. Introduction .

Much of social science is conducted by asking informants to describe
their behavior. This is true of studies of such disparate things as
organizational communications, food consumption, child rearing practices,
sex role behavior, and so on. Studies of naturally-occurring behavior
fall into two groups, for our ﬁurposes: those in which it is possible
to check directly the accuracy of informants' .reports, and those in which
it is not possible to do so. Social network data are typically of the
latter kind; it is simply too unwieldy to check the accuracy of infor-
mants' responses to questions such as "who do you talk to?" Besides, if
one could easily check the responses, then why ask informants questions
in the first place?

Now it is obviously very important in any field to collect accurate
data. Otherwise, theoretical deductions made from data (e.g. about social
strructure) will be at best, suspect. The validity of data about humaa

behavior has long been a source of vexation; La Pierre (1934) appears to

have been among the first researchers to approach the problem experimentally.

In a classic study, he toured the United States with a Chinese couple,
staying at hotels and eating in restaurants along the way. They were
served in 251 establishments, and weire refused service in only,one.

Six months after the trip was over, La Pierre obtained questionnaire
reﬁponses from 128 of the establishments. Ninety two percent claimed
that they would not “accept members of the Chinese race as guests."
Since then a great deal of research has shown that attitudes just do not
predict behavior in most cases. Deutscher (1972) has reviewed much of
the literature up to 1970; and McGuire (1975) has wondered in print why

researchers remain preoccupied with attitudes at all.
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1f the problem were simply of correspondence between attitudes and
behavior, then it could be circumvented by asking people what they do
rather than how they feel about certain things. Imagine, for example,
what might have happcned had La Pierre asked his respondents if they
ever had given service to a Chinese person. One might assume that asking
people what they do is- a better proxy for what they do than asking them
how chey feel.

Unfortunately, as far as we are aware, this turns out not to be the
case. For example,{;i;cenit:1ea§;}l951 (Meredith, et_all) researchers of
human nutrition have known thatspeople do not recall with any accuracy
what they eat, even in "the past 24 hours." Researchers have been
attempting to deal with the problem continuously since then, and especlaliy
in the last tén years (see, for example, Beaton et al.l, 1979, and Greger
and Etnyre, 1978).

In human communications research, it appears that researchecs have

'
been rather more trusting of their data, We are unaware of any research
before 1969 which addresses the problem in any way -- axcept for isolated
calls that data accuracy should be checked (Tagfuri, Blake and Bruner, 1953).
In 1969, however, Hammer, Polgar and Salzinge?, as part of a study of
speech predictability, were forced to conclude that informants’ cognition
“does not constitute an adequate substitute for observation {of behavior]}."
This pessimistic conclusion appeati to have been universally fgnored by
students of social networks (we ovrselves were unaware of it until recently).

In 1975, we began a series of papers (Killworth & Bernard, 1976;
Bernard & Killworth, 1977; Killworth & Bernards 1979a; Bernmard, Killworth

and Sailer, 1980 —— hereafter referred to as A [Accuracy] I-IV) to examine

Saintll OF VIV Y

the accuracy of informants' cognition sbout one form of their behavior, -«
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specifically the response to the question "who do you talk to?" This
involved studying many maturally-occurring groups whose behavior was
either automatically, or at least fairly unobtrusively, monitored. We
compared the answers to the-question "who do you talk to?" (recall data)
with the actual communications of the informants (behavioral data).

Our main conclusion was that informants can not recall with accept-
able accuracy whom they communicate with in a group over a period of time.

For example, informants claim they talk to people tﬁey never actually talk

to; they claim they never talk to people they do talk to; and they are
unable to rank or scale their communications accurately even when referriug
to the pcople with whom they have communicated the most.

We considered the possibility that fndividual differences among
informants (on socioeconomic indicators, or on how accurate they felt
they were, for example) might help to account for variation in their
accuracy (AII). We have f;und nothing that accounts for substantial
parts of variation in informant accuracy. We also considered the possi-
bility that different structures of groups of communicants might be related
to accuracy of communication recall. We tested many different triadic
structures, and again found nothing to account for variation in informant
accuracy, though we did find that both recall data and actual communication
data possess significantly high or low amounts of structure on every
structural indicator we could think of. Unfortunately, the structures in
any particular set of recall data were never produced by the same triads
as those in the matched set of behavior data (AILI).

Finally, we considercd the possibility that informant accuracy is
function of sub-group organization (AIV). Perhaps wmodern clique-finding

algorithes might uncover an essential, underlyinp agrcement between recall




and behavior data? Again, this turned out not be the case. The three
clique-finders we used (chosen because they represent three major traditions
in the literature) failed to produce similar cliques in our matched sets
of recall and behavior data (or with each .other).

Of course, it is possible that informant characteristics r;ally are
responsible for variations in accuracy of communications recall data
(or any behavioral recall data). It may be that we have simply not made

the correct comparisons. Similarly, there may be triadic structures which

- would give better answers than those we have tested; and there are certainly

many clique-finders which we have not exanined.! But the search would be ’
endless. Clearly, another approach is needed,

In this paper we examine the possiblity that the {naccuracy we have .
found 15 a function of time period over which informants are asked to
recall their behavior. All our previous data sets have been based on
informant reports of their behavior during one of three “windows":
tne previous five days; the previous month; and the forthcoming month.
Any period of time, or window, can be characterized by two quantities,
wvhich ve call "lag" and "width." Width is the amount of time over which
1nt’omants are asked to recall their behavior. Lag is the amount of time
that has elapsed since the end of the window. Thus, the five-day windows
in some of our previous experiments have a width of five days, and a lag
of, at wmost, one day.

The majority of questions asked by students of social networks have
a lag of less than one day, with widths that range from a few days to
the life time of the informant. It secms plausible that very recent time
windows should tend to be more accurate than windows far in the past.

"who did you talk to one minute ago?" should yield more accurate data
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than "who did you talk to for a minute at this time last month?" Similar
varfations in accuracy could be caused by different widths: “who did

you talk to during a period of a week, a month ugo?'k Is there a combination
of lag and width which ylelds the most accurate social network data?

In order to test this, we conducted a totally automated experiment
using a computer-based communication system known as ELES. Both behavioral
and recall data were gathered by the computer. In section 2, we describe
the cownunications medium, and in section 3, we provide details about the

experiment itself and the data acquisitfon.

2, EIES: A Computer-Based Communications Medium

Prior to this experiment, all our work had been on single time
windows. In order to study the accuracy of recall over multiple time
windows, either of two things is required: a) many experiments, on many
different groups, over many windows; or b) a single experiment on a group
engaged in continual conversation over a long period of time.

An ideal example of the latter case is the Electronic Information
Exchange System (EIES) at the New Jersey Institute of Technology. The
system was developed and funded by the National Science Foundation as a
means of improving communication among scientists. The idea was to
enable scientists to communicate via computer rather than on a face-to-face
basis, and to improve their scholarly productivity.

A complete description of EIES, including its technology and design
philosophy may be found in Yiltz and Turoff (1978). Briefly, EIES allows

an individual to exchange messages with others on the system by leaving

the message in a central computer for pick-up during the next time the
“receiver" logs on. Mcssages may be addressed to single individuals, with

or without copies to other individuals. Messages may also be sent to 3

1o ot TRV

L N ey




“groups.”

A typical group on EIES consists of bgtween 10 and 100 people
who have common interests and who are working on a common problem. Many
groups on EIES are composed of scientgét%? who hold ongoing “conferences"
for periods up to two years since the introduction of EIES. !
Members of a group are free to enter into small or large conferences with
subsets of their own groups, or of other groups. i

“Conference comments” are a kind of public message submitted by a
conferee for all members of a conference to read. Conference topics
range from broad, theoretical discussions of, for example, _Eeneinl systems
tﬁeoxy,-to very specific work-group discussions of, for example, data
manipulation techniques. One EIES group planned and executed the experiment
reported in this paper.

"Private messages" are communicatioﬁs between individuals; only the
sender or the addressees of a private message are privileged to access
that message. Private messages include side remarks about conferences;
personal letters between friends, enemies and colleagues; 56& chit-chat
betveen casual EIES acquaintances. Every EIES participant can be ident{fied
and addressed by name, nickname, or number (e.g., H. RUSSELL BERNARD,
RUSS, or 357).

. In other words, confereaces function like the formal organizations

of'a business or university department. The private messages replace
what might be called the "day-to-day communication network," where people
talk about work and more casual social relations. Many studies of social
networks in such enviromments have bcen conducted; the advantage of EIES
for our purposes is that every non-formal communication (i.e., private
wessage) can be permancntly recorded. The privacy of the content of those

messages is zealously guarded. We do not treat the content of messages -
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in the experiment, only what is known as “who-to-whom trvaffic,” or who
communicated with whom, and for how many lines of type.

At first glance, EIES may appear to be a rather "exotic" commmications
wedium for a naturalistic study. After all, the overwhelming majority
of scientists, much less th; rest of the world, do not (yet) communicate
via computer. Some of the data used in AI-IV (telctype messages betwcen
deaf people, voice activated tape recordings of ham radio operators) might
also appear esoteric. There are at least two reasons why EIES is a
legitimate medium for the experimental study of communications recall,
and is not exotic,

1) The group is simply not .exotic for what we are studying. It
occurs naturally and involves a subset of the population we wish to study.
Some subsets are indeed larger than others; there are more than three

. . hundred thousand ham radio operators in the United States along, and there
are more deaf teletype users than there are computer conferencers. But
they are all human beings, of the same general cultural background, whose
accuracy of recall we are interested in testing. Clearly, we can not
generalize about the structures found in such groups to the world at large.
But we can (and do) generalize about our informants' ability to recall their
communications.

2) it is true that teletypes, radios, and computers are relatively
rare media of communication. However, it turns out that the accuracy of
informants who use these media 1s just as poor as that of informants who
don't. Wc have studied several face-to-face groups: two offlices (AIl)
and a fraternity (Killworth and Bernard 1979b). A1l of the previous work,
then, indicates that one should not expect EIRS to be a “special case.”

Indeed, it turns out not to be.
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Given that we are interested in comparing human recall of communication

with actual behavior, FIES is an ideal experimental medium.

3. The Experiment

Between December, 1978 and April, 1979, 57 paid volunteer EIES

users participated in our experiment. They ranged in age from 18 to 64,

and included students and scientists from many different fields. an

invitation to participate in the experiment was sent to over 150 EIES

members via a personal message from Bernsrd.2 Depending on the rate of

their EIES use, each informant took up to 37 interviews, each for a

specific lag and width. When an informant logged in to EIES, the computer

selected a window and administered an interview. The informant was

asked to list the ‘people with whom he or she communicated during that

window. Next, informants were given an opportunity to add or to delete

names from the list, and were asked to estimate the number of messages

and the number of lines sent to and received from each communicant

recalled. Finally, they were asked to rate their confidence,-in:several
different ways, on a scale from 1-7, about the information provided.

At ' the end of each interview, informants were given the opportunity

to 3end the experimenters a mes;age containing any observations or

suggestions they wished to make. Twenty-seven windows were established

according to the pattern shown in Table 1. Windows were selected for é
informants in random order. The window selection was modified by computer f
throughout the experiment to ensure even cqveragcof all the windows in the

experiment. The remalning 10 windows we call "last-ons;" for these

e el

windows people were asked to recall their communications during the last

time they were orn EIES. This ranged from several weeks to several minutes
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in lag. Twenty-three informants completed all 37 windows and both interviews,
and, out of 57 informants, no regular window was taken fewer than 32 times
or more than 38 times. Twenty-two informants took all 10 last-on windows,
snd 37 people took at least one.
On EIES there is a phenomenon called "deleted" messages —- messages

sent, and possibly received, but then purged from EIES before our data

collection routines oould collect them. Eight percent of the 1211 inter-
views are contaminated by deleted messages, but never by more than one
message per interview.

Two questionnaires were also administered by the computer. The
first interview collected data on all our informants' age, sex, self-
reported EIES use, and seven self-reported estimates of memory (e.g. "how
well, on a scale from ‘1-7, do you remember birthdays?"”, "how well names?",
etc,) The second interview was taken by the 22 informants who completed
all 27 of the basic window interviews. It again asked for information on
EIES ugse, and also asked informants about the 20 people with whom tiey
had actually communicated most. For each of those 20, {nformants were
asked to rate (on a scale of 1-7) the importance of the communicatton,
how satisfying {t was, how desirable communication was with that parson,
and how interesting it was.

Data collection in this experiment was, in a sense, scheduled at
the leisure of the informant, and performed by the central computer
itself. Thus, it was possible to allow our respoundents some control over
the progress of interviews. An informant could withdraw from the exper-
iment (permanently or temporarily) at any time. Informants could check on
their own accuracy for the previously completed interviews by using a
routine called "feedback."” They could alsc check on their general progreas

by using a routine called "windows."
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Two other routines were introduced which we felt might illuminate
the causes of variation in informant accuracy. These were called "rain-
check” and the "harassment limit." The interviews were administered
randomly at the very beginning of an EIES session at a rate sufficient
to keep all the subjects at the same pace. For any given interview, a
respondent was allowed to take a raincheck of from 1-7 days. (This was
changed to 1-3 days later in the experiment, since we felt things were
going too slowly.) After taking a raincheck, there was no way a respondent
could avoid an interview the next time he or she logged onto EIES.

The harassment limit was the maximum amount of bother that an
informant was willing to put up with in one session. After each inter-
view, which averaged about 6-8 minutes, i1f sufficient time was left
in the harassment limit, a last-on window was administered. Most infor-
mants selected 20 minutes as their harassment limit.

All the software for the experiment was written by Peter and Trudy
Johmson-Lenz. This included all the routines which kept track of the
behavioral data, as well as those which administered the interviews
'and which allowed participants to enter or withdraw from the experiment,
to check on their progress, and so forth. David Harvey and the EIES
technical staff at the Computerized Conferencing and Communications Center
at the New Jersey Institute of Technology wrote the data from disk to
tape. The success of this experiment 1; due entirely to the hard work

of these individuals.
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IV. Measuring Accuracy

There are various ways one might want to measure accuracy; each way
is a function of what a researcher might want to do with the recall data
at his or her disposal. For example, if the data were gacthered in the
form "who are the three people Qou communicate with the most?" then the
researcher would only require that the three persons named by an informant
were indeed the three most frequently communicated with persons in the
informant's network. Furthermore, the ordering of the three would clearly
be irrelevant. Another researcher might want to kuow the entire network
of each person; he or she would then require that all and only those
people spoken to by each informant be named. Yet another researcher
might be analyzing tﬁe frequency (number of contacts or messages) or
amount (number of lines, or words, or minutes) of communication. He or
she would have far more stringent requirements on accuracy than the first
researcher, who needed only three names. Clearly, different regearch
goals invoke different definitions of "accuracy."

For our purposes, we concocted 48 different measures of accuracy,
most of which were used previously in this series of papers. They fall
{nto broad classes which make them easy to describe.

Each measure is computed separately for messages the informant
recalls sending to people, those from people, and those both to and from,
combined, shown in Table 2 as T,F,B.

The first six classes use only the names of those recalled and those

" and

actually communicated with., (Measures that use "number of messages,'
“number of lines" as indicators of intensity of messaging follow.) TI,
T1P, and T2P are straightforward. TI2A counts the number of mistakes

(Tl + T2) as meaningful in relation to the total number of people actually
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communicated with. TI12AR counts the number of mistakes as a percentage
of the total number of possible mistakes (NA+NR), given the number of
people recalled and the number of people actually communicated with for

that informant and window.

The second and third classes of inaccuracy measures use either
"number of messages" or "number of lines" as indicators of intensity of
coamunication, noted in the table as M or L. This allows us to rank
the recalled and actual communicants, and to see, for instance, whether
people cun recall with accuracy those people with whom they communicate
most.

TOP5, TOP3, and TOPl measure the percentage of errors people make
about those they report as their most frequent communicants. WIN2 suggests
that people might be able to recall those people most frequently
communicated with, but that the exact ranks might be off by 2 or so, and
'still be counted as correct. WIN20 should indicate when a person recalls
actually communicated with in the correct order, but does not penalize
the informant for leaving people out randomly.

So, for example, TIPF is the percentage of messages from others i
recalled by the informant which in fact did not exist. And TOPSTL is ‘
the percentage of people reported to be in the top 5 most frequently
communicated with (messured by estimated number of lines) not actually

in top 5 (measured by actual number of lines). Virtually all of the

percentages in this study are what Tukey (1977) calls “started.” For
example, instead of TIP = T1/NR, wa actually use TIP = (T1 + 1/6)/(NR + 1/3)
except, of course, when NR is zero, when TIP is undcftned.s The specific

purpose is to make a small sdjustment to all of the ratios which will
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permit later transformation by logs, inverses, raﬁios, cte., where values
of zero cause problems.

All of these measures take a value close to zero when the recall is
accurate, and increase with inaccuracy. Most wmeasures tend to a maximum
of 1 when the recall is totally inaccurate, the exception being T} and T2
(which are straight counts) and TI12A (uhigh can, and frequently does,
exceed unity.)

In the descriptions which follow (and indeed throughout this paper)
ve shall refer to the "windows” section of the data only (that is, leaving
out "last-ons"), unless otherwise specified.

A simple comparison of the number of people recalled and the actual
number of people communicated with demonstrates the unacceptable level
of error in the data. On average, 2.5 (SD 4.2) pecple vere recalled as
being communicated with; this number ranged from 0-48 in the data., Howevar,
6.0 (SD 10.9) people were actually communicated with, This number ranged
from d—lll. Thus, the gross underestimation of gonmunicétion found in

Al,11 continues to be present in these data.

The average values, standard deviations, minima and maxima of the
48 accuracy measures are given in Table 3. There are several things
which are immediately apparent. For example, the levels of imaccuracy
are indistinguishable among the "to," "from," and "both" values within
any given measure, and the same is true for "messages” and "lines."
Although the number of cases involved runs from almost 250 to 950
(one cannot define TOP1, for example, if no contacts were recalled), the
only significant differences betwcen T,F and B, or M and L, i3 in the
simple count measures Tl and T2, which one would expect. This is a
lictle eurprising. We might have expected informauts to better re;all

“to" messages, which they initiate, then “from™ messages, which are
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initiated by others. This is simply not the case, as Table 3 demonstrates.
So unless otherwise specified, we will refer to measures without detailing
to, from, both, messages or lines,

Only a small number of people were recalled who were not actually
communicated with (T1) in a given window: 0.63 (SD 2.1). On one
memorable occasion, however, 48 people were recalled -- the maximum’
number ever recalled, in fact -- but none were spoken to., Although 0.63
is an apparently small error, as a percentage of the number of people
recalled (T1P), the error is 30X (SD 32%). Thus of those recalled, about
one-third were not communicated with.

The figures are worse if one examines how many people were not
recalled but should have been (T2). On average, 5.1 (SD 9.3) people
were forgotten, with an awesome maximun of 93. This is also a high
percentage of the number of people actually communicated with (T2P),
namely 662X (SD 78%). In other words, two-thirde of the people au
informant received messages from were forgotten.

Counting each occurrence of these two mistakes as an error, we can
count how many errors each informant makes, If the informant says he or
she talked to A,B, and C but really talked to A,B, and D, the informant
made two errors: of commission for C and omission for V. Judged as a
percentage of the number of people the informant really communicated
with (here 3), this would give an error of two-thirds, or 672, The real
figure is rather higher, unfortunately: 79T (SD 46%). Sv, roughly,
four-fifths of what an informant says is wrong in some way.

Now many sociometric studies concentrate on only the main
communicants for each informant (neglecting infrequently communicated-with
peopla, which are, it is hoped, the main sources of the above error).

As we found in AI-1I, however, it turns out that informants know their
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most-frequent communicants no better than they know their other communicants.

Whether one exanmines number of messages or number of lineas, or to, from,
or both, one finds:

(a) wore than 52% of the time, informants choose the wrong most-

frequent communicants (TOPl);

(b) more than 40X of the top three ranked communicants should not

belong in the top three, (TOP3);

(c) more than 33% of the top 5 ranked communicants should not belong

in the top 5 (TOPS);
(d) if one ranks the people recalled in order of the recalled
communication, more than 43X have ranks differing by more than
2 from their position in the actual communication list (WIN2);

(e) in (d) above, more than 582 of those recalled have relative
positions in the ranked list more than 10% removed (either way)
from their relative positions in the actual communications list
(WIN20).

In other words, we can not rely on the people an informant recalls,
or the number of messages, or the number of lines, or the people an
informant claims to speak to most, with any reliability. As a rough guide,
we have the consistent result (see also AI,II) that at least half of
what an informant says about his or her communication with others is
incorrect.

It is clearly cumbersome to refer continually to 48 geparate
measures of accuracy, especially when, as we have seen, they are very
similar, To reduce the level of complexity, the results of a factor analysis
on those accuracy measures which lay between 0 and 1 was used to combine them

into general indices. (We shall return to such measures as Tl later).
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Five factors were created, each with a recog‘nlzable set of measures
comprising the main factor loading. Since each set is, furthermore,
a plausible subset of "similar" measuras, we created five new overall
inaccuracy measures as follows:

ACCT = average of (TIPT, TOP3TM, TOPS5TM, WIN2TM, TOP3TL, TOPSTL, WIN2TL)

ACCF = average of (T1PF, TOP3FM, TOPSFM, WIN2FM, TOP3FL, TOPSFL, WINZFL)

ACC2 = average of (T2PT, T2PF, T2PB, T12ART, T12ARF, T12ARB)

ACCTOP1 = average of (TOP1TM, TOP1TL, TOP1FM, TOPIFL, &OPIBH, TOP1BL)

ACC20 = average of (WIN20TM, WIN20TL, WIN20¥M, WIN20FL, WIN20BM, WIN20BL)
vhere "average" above is defined as follows:

if two or more of the measures in a definition have non-undefined

values, the "average" is a simple av?rage of the non-undefined

values; if only one or zero of the measures in a definition is
"detined. the “average" is undefined (i.e., missing).

The pattern of thegse five measures should be evident. - ACCT iz & ..
compilation of "to" measures in errors of commission, roughly speaking;
ACCF is the identical compilation of "from" measures. ACC2 involves a
cowmposite of T2P and T12AR, and roughly measures errors of omission.
ACCTOP1 is a simple average of all TOPl measures, and ACC20 a simple

average of all WIN20 measures.

The values of the five new inaccuracy messures reflect the values
of the 48 original variables well. ACCT has a mean of 0.46 (sD 0.31);
ACCF 0.44(SD 0.29); ACC2 0.65 (SD 0.27); ACCTOP2 0.55 (SD 0.29);

and ACC20 0.59 (SD 0.24). These means are based on a minimum of 460

valid cases.




WINDOW WIDTH LAC TIME AGO  INTERVIEWS
COMPLETED
1 30 3 60 6
2 30 1 30 36
3 14 47 60 35
4 14 u 30 36
5 14 1 14 35
6 7 54 60 32
7 7 24 30 34
8 7 8 14 35
9 7 1 7 34
10 3 58 60 34
1 3 28 30 36
12 3 12 14 3
13 3 5 7 135
14 3 1 3 3%
15 2 59 60 6
16 2 29 30 36
17 2 13 14 3s
18 2 6 7 34
19 2 2 3 35
, 20 2 1 2 08
—21 1 60 60 37
22 1 30 30 38
23 1 16 14 33
24 1 ] 7 3
25 1 3 3 3
: 26 1 2 2 3
! 27 1 1 1 3
28 LAST ON LAST ON LAST ON 37
29 LAST ON LAST ON LAST ON 34
30 LAST ON LAST ON LAST ON 29
31 LAST ON LAST ON LAST ON 25
32 LAST ON LAST ON LAST ON 24
. 33 LAST ON LAST oN LAST ON 24
34 LAST ON LAST ON LAST ON 23
35 LAST ON LAST ON LAST ON 23
36 LAST ON LAST ON LAST ON 22
31 LAST ON LAST ON LAST ON 22
TABLE 1

WINDOW LISTINGS

Width and lag are defined in the text; time ago is the time between the
interview date and the start of the window.

All times given in days,
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v
Ti { l-'f—— The number of people recalled who were not actualiy communicated with,
B
T
T1P {FI— T1/NR, where NR is the number of people recalled.
B
T
T2 { l;}-- The number of people not recalled who were actually communicated with.

T2P {H-- T2/NA, where NA is the number of people actually communicated with.

T12A {E‘]— (T1 + T2) /NA

T12AR Fl—- (T1 + T2)/(NR + NA). This represents the percentage of the total
B possible number of mistakes made by the informant.

TOPn — Let n be an integer (in fact n = 1,3 or 5), and define a “hit" to occur
whenever a person is in both the top n most intense recalled ard the
top n most intense actually. Then

ToPn = 1 - number of hits
n

hence ve may define

T -

WIN2 -- Let a “hit" mean that the rank of a person on the recalled list
BJIL is within 2 of his or her rank on the actual list. Then

aumber of hits .
. WINZ = 1 - iober of recalled

WIN20 {F -= Let a "hit'mean that the percentile rank of a person on the
L recalled 1list is within 10 of his or her rank on the actual
1ist, so that

number of hits .
WIN20 = 1 - O er recalled

TABLE 2
INACCURACY MEASURES
T,F,B refer to 'to’', 'from' and 'both to and from' respectively. M and L

refer to number of messages and lines respectively. All meagures ate zero
for accurste recall and increase with inaccuracy.
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Min. Max.

S.D.

Mean

Min.

S.D.

Mean

0.30
0.32 0.0
0.30

0.40
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0.40
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42
48
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0.29
0.29
0.27

0.38

T
TOP5 F L 0.37
B 0.36

0.99
0.99
0.99

0.01
0.03
0.01

.33
0.3
0.3

0.49

T
WIN2 F ¥ 0.48
B 0.45

0.6
0.4
0.4

0.81
0.82
0.79

TI2A F

0.02
0.03
0.02

0.33
0.32
0.32

0.52

T
WIN2 F L 0.49
B 0.47

0.99
0.99
0.99

0.2
0.2

0.44
0.49
0.48

T12AR F

.32
.31

0.58 0
0
0

0.58

T
B

0.87 WIN20 F M 0.58
0.87

0.87

0.12
0.12
0.12

0.52

T
TOPL F M 0.54
B

0.01
0.03
0.02

0.31
0.29
0.29

0.62
0.60

T
B

0.87
0.87 WIN20 F L 0.62
0.87

0.12
0.12
0.12

0.37
0.37
7

0.3

0.54

T
TOPY F L 0.54
B 0.54

TABLE 3

VALUES OF INACCURACY MEASURES

(Messures are defined in Tuble 2)

F
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V. The Effects of Lag and Width on Accuracy of Recall

The levels of inaccuracy found in the previous section are, as
hypothesized, not uniformly distributed, at least over the 27 windows
considered here. Figures 1-5 show contours of the five overall inaccuracy
measures, as functions of lag and width. (All values for a given lag
and width have been averaged, and those averages coutoured. Therg is a
wide variation between informants.) There is a strong, but not systematic,
variation with lag and width for all five measures. Multiple correlations
of the measures on lag and width account for at bLast BX of the variance
in the data (for ACC2); inclusion of quadratic terms is of little help,
ylelding only 142 at best (also for ACC2).

The maximum values in all cases are for two~ or four-week lags
(usually tuo).and widths of one day. As nypothesized, asking people
about "one day a long time ago" does, indeed, produce highly inaccurate
answers (at least 742 1incorrect on any of the five measures). Curiously,
a lag of two months and width of one day is systematically more accurate
than two-week or one-month lags with the same width, although the
.diffcrencea are not statistically signiflcantf This suggests that for
such windows, informants tend to report those whom they believe they
"usually talk to." 1In fact, this explanation was offered by several users
of EIES in comments which they made to us on the system about the
experiment. Although our informants' technique for handling these awkward
windows (one day, sixty days ago) yields more accurate data, their data
for such windows remain at least 70% inaccurate,

Increasing the width of the window, as might be expected, increases
the accuracy, slthough the trends in any measure are by no means uniform.

Ve had anticipated that a lag and width of one day (i.e.,yesterday) would

g e
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uniformly produce the most accurate data. On only two of the measures
(ACCT and ACC2) was this the case. ACC20 was the most extreme, with
greatest accuracy involving a week-long window, ending the day prior to
the interview.

Let us congider each inaccuracy measure in turn. ACCT (Figure 1)
measures people's inability to recall who they sent messages to. This
inability tends to ‘increase as either lag or width increase. ACCF
measures inability to recall who people received messages from. The effects
of width are wainly confined to 1-3 days. For larger widths the inaccuracy
depends only weakly on width. ACC2 measures the ability to invent
comuunicants they didn’t really communicate with. Here, accuracy 1s best
for lags of 1-2 days. For longer lags, inaccuracy increases with lag and-
decreases with width. ACCTOPl measures pe;ple's inability to recali

their most "used" communicant (in terms of either frequency or amount of

communication). For widths above three days, the are is 1 itive
to both lag and width. ACC20 measures the inaccuracy of what an informant
recalls, with little penalty for omitting communicants. Increasing lag
or decreasing width both increase the error here, although for small lags
(i.e., less than two days) the effects of width are weak.

. All the cases examined so far allow the possibility of intervening
communication on EIES between the end of a window and the time of an
interview. It seems likely that this could be a major source of inaccuracy
for informants. That is, the fntervening communication might be confused
by an informant with communication during a particular window.

The last-on windows were included in order to test for this hypo-

thesis. In other words, we believed that informants might be more accurate

in reporting their communications with others the last time they used EIES

than they would be in reporting their communications during any of the 27
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windows. Indeed, this is the case. The five inaccuracy measures, computad
for last~on interviews only (with a minimum of 97 cases), have the following
mean values: ACCT 0.36, SD 0.35; ACCF 0.31, SD 0.32; ACC2 0.48, SD 0.34;
ACCTOP1 0.37, SD 0.30; ACC20 0.43, SD 0.32, In each case, these values
are more accurate than the corresponding value for the 27 windows.

It is not clear how to decide whether these values are significantly
better, due to the many contributory factors involved (not the le;st of
which is the persistent strong differences in accuracy between informants).
A naive t-test between pairs of means shows significant#** differences
in every case. (Henceforth, single asterisks denote significance at the
52 level or better; double asterisks derote significance at the 1I level,
or better). Now, 80X of all last-on interviews involve lags of at most
two days, whereas the average windowed lag is 20 days. Thus, the last-on
inaccuracies would be expected to be less than regular window inaccuracies,
due to this fact alone., Restricting attention to windows and last-ons
possessing identical lags and widths, the results continue to be significantly*¥
wore accurate for last-ons.

Is last-on éccuracy affected by lag? Multiple regression of the
inaccuracy measures for last-ons with lag (and order of presentation, to
illuminate a possible learning effect), accounts for, at most, 15% of
the variance (in this case for ACCF). So, informants are not systematically
more accurate for shorter lags, even for last-on communication. In
fairness, the 15% of variance accounted for in ACCF is significant**, but
the scatter implied by this low figure is sufficiently great to invalidate
the use of very short lags in order to obtain accurate results.

Although last-on inaccuracy is less than window inaccuracy, it is

clearly still too large for reliable use of recall data in network
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studies., In order to improve accuracy still further, we examined the 93
last-on windows which had a lag of zero days. In other words, informants
for each of these 93 interviews had used EIES earlier the same day as their
interview. In fact, they had logged off EIES no more than 20 minutes ago.
One would assume that informants would be highly accurate, given that
they were being asked to recall their communications such a short time
ago. The results were quite mixed. Some people, as usual, are very
accurate, while others are not. For example, of the 35 cases in wnich
ACCTOP1 could be computed, 20 were correct. However, the mean inaccuracies
remain unacceptably high: ACCT has a wmean of 0.30, SD 0.33; ACCF 0.21,
SD 0.26; ACC2 0.42, SD 0.35; ACCTOPl 0.34, SD 0.29; ACC20 0.38, sb 0.29,
Surprisingly, only ACCF is significantly* less inaccurate for same-day '
laast-ons than for last-ons with a lag of one or more days.

_..Given the very short lags for same-day last-ons (i.e., no more than
20 minutes) we can examine how inaccuracy varies in very short time
intervals. The scatter still remains too high to account for varlations

in inaccuracy. Multiple regression of the five measures in lag and width

now measured in minutes) still only accounts for, at best, 18X of the
variance (in this case, for ACC2). In no case is a significant amount

of variance accounted for. As an indication of the scatter involved,

note that of 5 interviews conducted just one minute since the informant
had last been on EIES, on two of these occasions ACCT had values larger
than 0.87, and on three occasions values less than 0.2. The predominant
factor determining accuracy is simply wide varfation amongst informants.

Some people are fairly accurate, while others are grossly inaccurate.

We will examine these differences further in Section VI.
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Recapitulating, a researcher asking for communications data could
expect the most accurate results from data on very recent time windows.
However, there is no way to know a priori what width the window should be
for greatest accuracy. It is highly plausible that more recent events
shou1d be recalled more accurately than less recent events. But, vwhile
hardly surprising, these results are not trivial. Coansider that data
on a lag of two days and a width of one day are distinctly less accurate
than data on a lag and width of one day. Hence, the exact positioning
of the window in time has an extreme effect on the accuracy of the data
acquired: even tiny alterations in the lag or width of the window
produce large alterations in the accuracy.

Nor are these results very comforting. The most accurate value.
for any non-last-on window, of each of the five measures, still yields
362 inaccuracy, on average. Arguably, this could be counted as 64%
accurate data; however, (a) there is no way to know which data are
accurate and (b) recall that all cases when either of NR or NA — the

number of people recalled and actually communicated with — 1is zero have
been excluded from congideration; these are also highly inaccurate.

(Including values of zero for NR or NA, would yield infinite values of

inaccuracy. Removing those values, however, only serves to raise

artificially the level of accuracy. SectionVIIIdiscusseathiscaseindetail.)
Still, some regearchers might choose to interpret this finding as

an encouraging sign that asking people who they talk to (and/or how much

they tslk to others) can yield data which are sufficiently accurate for

further manipulation. We would consider such an interpretation unpro-

ductive for the following reasons. First, consider that the minimum

value of ACCTOPl, over any window, is 0.32. This simply means that,

for the most accurate window (in this case lag one, width two), on

.
T et e s s o e L

n e




e

32X of the occasions informants could not name correctly the person with
whom they communicated with most frequently. Second, to repeat, there
is no way for a researcher taking data to choose the “most accurate window"
for any given study. Even if this were possible, the researcher would
have to settle for less inaccuracy of one kind at the cost of getting
higher inaccuracy of other kinds. Finally, the most accurate source

of data 18 on windows with a lag of a few minutes. But researchers
collecting data in the field would themselves have been present during
these "more accurate" windows. Thus, at best, they would have been
able to observe communication directly (in which case, why ask for

data from informants?); and, at worst, their presence will have

modified the communications being measured.

Vi. .vWhat Else Acccountas For Inaccuracy?

We have seen that the dependence of accuracy on the lag and width
of time windows is not strong. Clearly, other variables are contributing
to informant inaccuracy. Some of these variables are presumably
functions of the personal history and qualities of each informant.

Some informants have better memories than others, for example; some use

EIES more frequently than others; and so on. Some variables may be a
function of the particular window under consideration. Perhaps the
window involved a lot (or very little) message traffic; perhaps the
informant was in a hurry when being interviewed; or perhaps the informant's
first few interviews were less accurate than later ones.

During the background interview, we asked each informant, how
well, on a scale of 1-7, he or she could remember each of the following:

aip codes, phone numbers, names, faces, dates, lyrics, and birthdays.
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Perhaps an informant's self-evaluation of memory is related to his or
her accuracy in recalling communication. At the end of each window
interview, informants also provided estimates of their confidence, omn
a scale of 1-7, about their rccall of the following: 1list of communficants,
nunmber of messages sent, number of messages received, number of lines
sent, and number of lines received. Both the memory and the confidence
measures averaged around 4, as might be expected. Since these variables
are too highly intercorrelated to use separately in regressions, ve
factored each set. This produced three memory variables: the average of
names  and jfaces; birthdays; and phone numbers. A similar factoring
on confidence measures reduced them to two: confidence in the list of
comsunicants; and the average of the other four.

Surprisingly, the memory variables w?re almost uncorrelated with
the five inaccuracy measures; however the two confidence measures were
reasonably correlated (r = -~ 0.2 to -0.3) with inaccuracy. Of course,
the lack of correlation of memory and inaccuracy could be produced by
other, more subtle cross-correlations. Accordingly, a large number of
variables was entered in a multiple correlational search to find the
predictors of aécuracy. In the search, at various levels of inclusion,
were: sex and age of informant; number of people recalled ("to," "from,"
and "both"); time to take the window; total time ever spent on EIES
by the informant; lag, width; number of people communicated with (again
for the three categories); the three memory variables; the two coniidence
variables; the number of times "feedback” had been used by an informant to
check previous accuracy; and the order of presentation of the window.

Little variance was accounted for, even by such a list of variables.

Eighteen percent of the variance of ACCT was accounted for, mainly by
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number of communicants "to" (recalled and actual), and both confidence
measures. Only 152 was accounted for ACCF, by number "from" (recalled and
actual), lag, and confidence in messages and lines. ACC2 was best accounted
for (37%), by number of recalled communicants and confidence in that list.
ACCTOP1 had 16X accounted for, by total time ever spent on EIES and con-
fidence in 1ist of communicants; ACC20 had 221 accounted for, by nuaber
of actual communicants and confidence in messages and lines,

An extra attempt was made by inventing such variables as effort
(time taken during window per communicant recalled), and activity
during window (number recalled per day of width). Again, logical and
empirical transformations of the data were made to improve the fit. ‘

The conclusions of this section still hold. In short, everything we
have meagsured seems to be related to inaccuracy in a reasonable way. The

problem 1s that nothing seems to matter very much.

VII. The Special Case of No Communication

A special case of these calculations occurs when NR or NA are zero
(i.e.,vhen an informant claims he spoke to no-one or vhen she actually
spoke to no-one). This case automatically removed many inaccuracy weasures
frqm previous consideration as they could not be defined.

On 292 of occasions, in fact, an informant had no actual communication

- . during the window under consideration. And on 28% of occasions an

informant recalled communicating with no-one. If these two sets of
occasions completely overlapped, the informants would always be accurate
when they claimed not to speak to anyone.

The overlap is, of course, imperfect. On 41X of those occasions when
an informant recalled having no communication, he or she did in fact have
communication; and on those occasfons she or hé communicated with 4.8

different people. Similarly, on 192 of occasions when informants
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actually had no communications during a particular window, they claimed,
on average, to have communicated with 2.1 different people. Consistently,
in all our work, we have found that errors of omigsion are more cevere
than those of commission.

Most of these figures are uell-predicted*; by the width (but not
the lag) of the window under consideration. Both the percentage- of timas
s mistake occurs, and the number of omitted or committed communicants,
increase strongly with width, with correlations of the order of 0.7 to
0.8. Only the mean number of commissions (given a commission occurred)
is weakly described by width (r = 0,27*%%), Hence, the longer the time
nver vhich informants recall their fnteraction, the more erxrors of

omission or commission are made by those informants.

VIII. What Is The Best We Can Do?

It is already clear, both from the preceding sections and from AI-1V,
that data from informants about their communications, over ihy time period,
are unreliable. Given this, are there any positive statements which could
be made? This and the next two sections are attempts to find specific
rules for treating the data so as to yield reliable results. This section
exanines whether one can predict the list of people communicated with, given
only informants' recall.

The situation is difficult, as Table 4 demonstrates. bne might
arguably be able to find some rules to predict the 0.63 people not
communicated with but recalled; but it is unclear how to predict who the
5.1 people are who are not recalled but were communicated with. (The
entry in the lower right-hand corner depends on the size of population
involved and is not easy to define; the number involved is obviously large,

but defining the entries here to be "accurate” hardly helps the

situacion.)
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Let us first seek to predict the numbers in Table 4. (The equivalent
tables for "to" and "from" are equally predictable, and omitted here as
are "last-on" cases, which are much more scattered.) We are given only NR
(number recalled) plus the information detailed in Section VI. Now NA can
be predicted to 662** of its variance, overvhelwingly by a linear function
of NR, whose coefficient 1is about 1.44; the underestimation is typical of
all our data sets. Since

NR=a+b
is knowm, and

NA=a+c¢
is well predicted, only one more quantity needs to be predicted to define
a, b and ¢. In fact Tl (i.e.,b) and T2 (i.e., c) can also be predicted,
the former to 36%**—again a linear function of NR—and the latter to 521**.
by NR, and total time ever spent on EIES. As a result, a, b and c are all
predicted by linear functions of NR, with coefficients 0.68, 0.32 and 0.77

respectively.

Predictability of numbers of people in various categories, of course,
1s of little help to a researcher concerned with mapping the communication
structure of a group. The recorder needs to know which people fall into
the-four categories. Is there some rule which would enable the researcher
to obtain recall data from an informant and then to select some of those
commmicants and be sure they were in category (a), i.e., were actually
communicated with? We are not here requiring a rule which gpecifies the
entire of category (a); merely a reliable subset—no member of category

(b) 1s to be allowed. Given the high level of inaccuracy involved, this

is clearly the best one might hope for.




Behavior - .

communicated not communicated
with with
comwunicated 2.14 0.63
with (a) (b)
recall -
not
comaunicated 5(' cl)o L
with
' TABLE 4

Accuracy contingency table

The entry in each box is the mean number of communicants for that
box: e.g. 5.1 people were communicated with but not recalled. The

lower right entry cannot easily be defined.
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There are two ways this might be achieved. Obviously the rule must
involve selecting those people an informant reported communicating with
most frequently. The chances sre slim at best that someone would
be reported as spoken to only rarely and yet be consistently in category
(a). The simplest rule, then, {l to define some (small) integer n and
specify that the people reported as spoken to first, second, ....., nth
most often are actually spoken to. Recall that there may be other actual
communicants; this rule would not r=ek to find then.

Let us define an inaccurate "score” which is rather similar to T2P.
For a given n, the score is the ratio (undefined when both NR and NA are

zero).

number of those in category (b) predicted by the rule
win(n, number of reported communicants)

acore =

The rule 1s accurate when the score is gero, and totally inaccurate when
the score is unity. When n exceeds the number of reported communicants,
all communicants are selected by the rule.

Somevwhat surprisingly the score almost always decreased wonotonically

with n. A peak in inaccuracy usually occurred for very low n—-?uggesting
that the frequent restriction by sociometricians to an informant's “top 3"~
chojces may be dangerous. In fact the median value for the most inaccu-
rate cutoff n for this rule turns out to be u = 2, where the score takes
an average value of 79%. . In. other words, 79% of thes prople
selected by "use the top 2 recalled communicants" are not spoken to!
Because of the improvement in accuracy by increasing n, the optimal
rule involves selecting all recalled communicants as being actual

comzunicants. However, this still yields 19% inaccuracy. Thus,
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although this is the most accurate version of the rule, it is unreliable
once in every five occasions, and clearly unacceptable.

The second possible method would be to modify the utoff used. .It
might be argued that only those individuals perceived as "communicated

with a great deal” should be included by the rule. In other vor§s. the

inclusion rule ceases to be relative (“take the top 5," etc.) and becomes
absolute ("choose all those recalled a; having more than x communication®
for some x).

We chose to make the cutoff pofnt be a function of informant. Each
informant's total communication wa; scanned, and the maximum number of
messages and lines was recorded over all windows and all communicaats.
The selection rule then became "choose a recalled communicant only if the
amount of recalled communfication (messages or lines) exceeds xX of that

informant's maximum communication.” What value should x take in order to

achieve totally reliable data?

Unfortunately, x needs to be 100 percent (and the data are not
reliable even then). Figure 6 shows histograms of the required cutoffs,
over the informants. The largest peaks are in the 91-100 percent baud,
indicating that for at least twelve informants any rule of this type would
be spurious. There is a cutoff of 10 percent or less for ouly 6 inform-
ants. 1In general, the scatter in Figure 6 fs too great to produce a
reliable rule.

Nor is the situation improved by considering the numerical values of
the cutoffs rather than their percentage values. Eighty percent of these

cutoffs lie in the lowest 10 percent of the message or lines traffic. For
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example, the cutoff for 41 informants involved fewer than 10 messages for

total reliability; for 8 informants (16 percent of those for whom the

calculation could be performed) the cutoff was two messages or less for

i total reliability.

, We are forced to conclude that there is no reliable vay to select a
subset of those recalled who are actually communicated with. If we select

only those cocmunicants with reported co-municl:ation. more tlian 90 percent

of the maximum ever achieved—a very stringent criterion—no less than 25

percent of the time the data are wrong.
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IX. Global Statistics

Many of the results presented so far have been based on dyadic
weasuvres; that 1s, two people are involved: an informant, and a communicant.
In our previous papers (AI, III, IV) we analyzed higher level data,
including triads and n-tads or "cliques." The data were progressively
more inaccurate as the level of structure became more complex. Because
data in this paper were taken from a small subset of a closed group,
repeating the analyses at the triadic or clique levels would be fruitless.
However, this does not invalidate the less stringent task of searching
for similarities in the global structures of recall and behavioral dsta.
Thie section investigates “met popularity," and the structural equivalencg

of the two data sets.

a) Popularity
Interest in locating the most popular persons in a group goes back

to the beginnings of sociometry. Most groups appear to have a small subset
of their members who are communicated with significantly more often than
others in the group. Although informants' recall is poor at the dyadic
-level, do they nonetheless "know" who the popular members are in the group?
We tested this in two ways.

" In the first method, we estimated the actual popularity of each
member of EIES, by adding up all the messages/lines ever sent, by the
informants in any of the windows to that member of EIES. For these purposes,
there are 364 members of EIES, Due to temporal overlap of some of the
windows, the results may be slightly, but unavoidably, btaseq. We ranked
the top 20 of the )64 in order of communication, by both messages and lines.
A similar procedure was carried out for recall data, and the two sets of
ranks were compared. Here the results are rather encouraging. The

person in EIES who is communicated with most (messages or lines) is the
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fourth most popular person in the recall data. Nonetheless, the four most
popular people in the behavioral data are the same as the four most popular
people in the recall data, but in wrong order. (The consistent under-
estimation continues; both lines and messages are underestimated by about
50X.) Even the top 10 seem reasonable: only one in two of the behavioral
top 10 are omitted in the recall data.

The same results held when we restricted our attention to a subset of
the data. Instead of recording all messages from an informant to the entire
population of EIES, we recorded only the communication (actual and reported)
for each of our informants to the n persons on EIES with whom each informant
communicated with first, second......nth most often during a given window.
Here n takes the values 1,3, or 5. Precisely similar results are found.

In other words, informants may not know who they speak to the most;
but they appear to know, in general, who is most spoken to.

In- the second method, we examined the popularity of our informants
rather than of EIES in general, This time we counted incoming messages from
all persons on EIES to our informants (again, both messages/lines and
behavior/recall data). We ranked the inform;nts in order of popularity,
and we obtained results similar to those obtained in the first method.

The “first three informants (ranked by messages) are the same for both
behavior and recall, though in the wrong order. The most popular person
(canked by lines) was the same for both behavior and recall. Although
the second most popular person in behavior was valued sixth in recall
(again for lines) the top six were the same in both cases.

Similar results are found by restricting attention to the top
1,3 or 5 communicants, although the resulting most-popular person is

never the same for reéall and behavior.
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b) Structural equivalence
Although informants are inaccurately recalling their communication

at many levels, ve showed above that they have an accurate "feel" for
the popular members of the group. Do they in fact recall accurately the
relative positions of themselves and others in the group? In other words,
how equivalent are the srructures present in behavioral and recall datn?s
(Again, the small subset of the group comprising the informants precludes
other analyses such as centrality and the like.)

The strong inaccuracy at the dyadic level suggested that any
comparison between behavior and recall at all but the gimplest level
would probably fail. Hence we simplified both behavioral and recall

data to a (57x384) matrix ® where -
»

1 1f 1 ever, communicated with k
4
ik | 0 othervise

We then defined three (57x57) matrices on the subget ofiour informants.

The first is a simple symmetric distance measure dij where
1]
- 2
i (= 'jk) 14§
cl’..1 1o 1=

vhere the sum is taken over all k in the entire group, and the zero

diagonal value is for later convenience. Thus dij is small when { and j

are "similar" snd large when { and § are "dissimilar."
The second and third matrices are ‘bubstitutability" measures

s, andt Both meagure how well { and j can substitute for each other

i) ij.

in terms of their patterns of communication. The li matrix 1s symmetric,

3
by dividing the intersection of 1's and j's communication by the union:
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Im,m
k ik jk

if denominator # O
Fag * By = myy)

13

1 if denominator = 0

where the 1 indicates perfect substitutability 1f i has no communication.

The ttjwattix 1s asymmetric, by normalizing by 1's total communication!

L P
if denominator # Q
In
k ik
tij -
1 if denominator = 0

These last twomatrices increase with i's similarity to j; the first, dij.
decreases with i's similarity to j. All have zero diagonal values.

We may now compare behavioral and recall versions of each matrix,
by the T measure introduced by Katz and Powell (1953) and extended by

Hubert and Baker (1978). I is no wore than the correlation coefficient

between the behavioral and recall entries of dij sij or tij' Its significance
: AN ’

can then be tested by Mantel's strategy (see Hubert and Baker). This

examines whether relabeling- the 57 informants in the recall matrix would

produce a significantly better or worse fit to the un—relabel)ed behavioral

"watrix. Hubert and Baker provide am approximate Z-score for T [(mean-

expected mean) % standard deviation] together with a pessimistic estimate
of significance level, Q. The Z-score of course yields an optimistic
level; above 1.96 the results are significaat. Monte Carlo simulations would

be necessary if the resuits ehowed conflicting significance estimates.
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The results for the three matrices are:

d1j t I =0.64; 2=5,1;Q=3,72
sij : r=0.30; Z=9,1; Q = 1,22
tij : Ir=20.39; 2=4,1; Q= 5.62

In all cases the degree of structural agreement between behavior and recall
is at least significant*, with very high Z scores, So the behavioral

and recall matrices possess similar signals. However, the detailed
agreement is rather poor: the variance accounted for in the behavioral
data by the recall data is 412, 9%, and 15% respectively. In other words,
one data 3et could not be used as a proxy for the other,

In summary, then, at a global level there is reasonable agreement
between recall and behavior. Recall data yields a list of “popular"
people which 18 very similar to the list produced by behavioral data.
Similarity and dissimilarity measur;s between informants show considerable
correlation between behavior and recall data, but xecall accounts for in-
sufficient variance in behavioral data for it to be uced as any kind of

predictor.
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X. Can We Calibrate the Recall Data?

Implicit in most empirical studies is the concept of cost-effectiveness.
How much will it cost to collect good data, and will it be worth it? The
two specific extreme choices in our case are (a) use inexpensive meagures
of message traffic, such as recalled messages to (RMT) and recalled messages
from (RMF) some person, and coilect large amounts of data; or (b) use costly,
direct observational measures of megsage traffic, in our case the actual
number of messages to (AMT) and from (AMF) some person. This is only
feasible on a small dataset. Typical research projects in network analysis
use economical but inaccurate measures. In this section we suggest and
demonstrate a technology that may help improve the accuracy of the cheap
measure for a few extra dollars.

In the data set; we work with, we purposely record the expensive
measures and the inexpensive measures for all the cases. (In fact, we chose
our research population because the observational measures, usually so
expensive, are cheap.) One simple and general measure of the accuracy of
the cheap measure is the mean square error, in this casge
N
L (ar R )?

MSE(RMr) = 122

N
To "improve" RMT, we adapt what in sampling theory is called Regression
Estimation. Suppose that in a large data set some concept is measured
inaccurately (the usual case). Regression estimation proceeds as follows:
1. Choose s small, simple random sample of cases from the data set.
2, Mesasure (again) each case in the sample using the expensive,
accurate measure (AMT or AMF {n our case).

3. Uging eny and all cheap measures and statisticel tricks, develop a

prediction equation for the accurate weasures. (In Qur case, AMT

i3
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is a function of RMT, RMIZ, number of people recalled, effort,
lag, width, perceived activicy, exper:l?nce using EIES, and several
interactions of similar variables.) Since this is a simple random
sample of the data set, the prediction equations should generalize to
the data set.
4. The independent variables in the prediction equation are -au cheap
(by our design) and have been measured for all cases in the data set.
Call the value of the predicted valued for each case in the data
set "corrected RMT," or CRMT. In other words, RMT is corrected for
bias, and various individual characteristics by using the relation-.
ship between AMT and RMT, effort, etc. in the sample.
Statistical theory that the connected RMT in the entire data set will
be a better proxy for AMT than uncorrected RMT. In our data set ve can
assess this claim directly, since we know AMT. Tha accuracy of CRMT,

is therefore

N
L (Am'ri-cmri)2
1=1
MSE(CRMT) = m .

The relative accuracy of CRMT and RMT in measuring AMT is, for our data,

* MSE (CRMT

MSE(mMT) ~ 80% -

The same result for CRMF and RMF is

MSE(CRMF

WSERMT) 8oz . :

The corrected RMT and RMF are roughly 20X better than the raw
messures. While this might encourage some, it {s not really as good as
it might be. Being 20Z batter than awful 4s not good; it is medium bad.

Still, 1if the project wust go on, there are two slternatives. The




researcher must choose to a) measure N; cases at c¢) dollars per case or

b) measure N, cases at c) dollars per case and n, cases at c; dollars

per case, where cz/c; is large and nyp/N; is small. N; and N are about
equal. For example, instead of 1000 cases at §1 per case, one could collect
750 cases at $1 per cese and So.cases at $5 per case. The total cost

" is the same. But if the SO case sample can be used to improve the accuracy
of the data get by a factor of more than /I635//7§5 = 1,15, then the final
results from plan (b) should be much more accurate in the long rum.
Calibration of the recall data in this paper unfortunately yielded abysmal
results, but this may be because we failed to put the right quantities imto
the regressions. We will have more to say about the implications of this

in the conclusions.

XI. Conclusions

In an effort to determine how much lag and width of a time window
affected communication recall, we designed a totally automated experiment.
The experiment took advantage of a new communications medium (computer
conferencing) which enabled us to monitor automatically all interactions
involving a subset of the computer network. In previous experiments
we had found little which accounted for the gross inaccuracy in human
recall of commmication. We believed that the concepts of lag and width
might prove helpful.

Although lag and width account for gsome of the variation {n accuracy
(emall lags and widths tended to be more accurate than large ones), the
amount of variance accounted for is small (typically about 10%),
Consideration of a wide variety of other variables still failed to account
for moat of the variation in accuracy (never mor§ than 37X, and usually

less than 20%).
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Nor are people more accurate when they recalled communicating with
nobody. On 41X of such occasions, communication had taken place, with
4.8 different people, on average.

Only one positive statement can be made about accuracy from our
results. Although individual people do not know with whom they commun-
icate, people en masse seem to know certain broad facts about the
communication pattern. Specifically, if we examine the aggregate of
vhat everybody says about their communications with everybody, the
resulting "most-frequently-communicated-with members of the group turn
out to be correct. That is, the list of the top six most “popular”
people is the same for both recall and behavioral data.

All other findings were negative. It is impossible, for example,
to produce an accurate list of those with whom an informant has communication,
givén his or her recalled list together with estimates of awount or
frequency. It is impossible to predict who the (on average) five people
are that an informant forgot to mention that she or he had had commun-
ication with, It is impossible to predict the people an informant claimed
to communicate with but did not. And, finally, slthough the structure
of recall and behavioral data sre correlated, the scatter remains

ta; too high to use one as a proxy for the other.

XII. Discussion

We began this series of papers in 1975 because we distrusted
conclusions drawn by network researchers (including ourselves) about the
structure of communications in human groups. We had no reas'n to distrust
the motives of our (or anyone elee's) informants. As far as we know, 1f a
researcher inquires about an informant's communications, the data obtained

sre an sccurate (i.e., honest) description of how the informant believes
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he or she communicates. We continue to assume that the amount, frequeacy,

and persons involved all accurately represent the informant's view of his

or her network. However, one consistent and unavoidable conclusion has
emerged from our studies of informant accuracy in metwork data: what

people say, despite their presumed good intentions, bears no useful resemblance

to their behavior.

s — % i oo s g

This immediately makes suspect all forms of the instruments “what

do you ?" and “who do you " It may very well be that peasant

farmers can report accurately how many bushels of wheat they harvested last
year, or it may not be. It appears that people's reports of their voting
behavior are accurate, if the data sre gathered hnnediately; (What
proportion of the population todsy would claim to have voted for Richard
Nixon in 19727). On the other hand, asking people sbout their consumption
of goods and gervices produces appalling results. As far as accuracy of
recall about communication is concerned, the only thing people have ever

recalled sccurately in our experiments is who the most “popular” people

"are in their group. (By “popular" we mean who in the group is communicated

with the mwost.) Even then, informants get the most popular individual
wrong most of the time.

We feel that it is vital in any field to have accurate (not just
reliable) data. It is virtually impossible to develop a theory for any
process unless one can obtain accurate data about that process. This must
be just as true for human comnunications (and interactions in general) as
for black holes, DNA molecules, or the movement of tectonic plates. Still,
it 1e obvious that in research on human beings in natural settings, acquiring
full, accurate data on their behavior is nearly impossible. We have been

able to achieve this only because we selected groups whose behavior could
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be monitored, and not because of any interest we might have had in the

groups themselves. Our interest has been exclusively methodological.

There are at least two ways to treat the dilemma of needing accurate
data and not having any. Both ways are important and should be implemented.
The first requires the collection of behavioral data in natural settings
on child rearing practices, alcohol consumption, leisure activities,
health care activities —— in short, on everything im which -ocia.l scientists
are interested, and for which they normally rely on recall data. It is
not necessary (we hope) to collect full, matched sets of recall and behavioral
data such as we hsve done in our program of methodological studies. It
should be sufficient to obtain, for each behavior being siudied, a sample
from the population, in order to calibrate the data obtained from informants'
recall. It logically follows that we should not pretend to study
quantitatively things that can not be measured by direct observation, or
at least by using accurate and calibrated (if indirect) instruments.

The second way is to seek other qum_titi'es . hitherto unmeasured, which
may be accounting for inaccurate recall. Quantities which come to mind are
' motivation, content, importance, meaning, ecological conditions, population
density, norms, detail of the interview procedure, and so on. These
quagtities need to be defined, then collected — accurately! -- and finally
checked to see if they are related to, or predict, the behavior which we
are trying to study. We cannot simply "blame " inaccurate data on these
quantities until and unless we have examined whether this is the case. So
far, everything we have tested fails to account for inaccuracy. The
unpleasant possibility is that nothing sccounts for variations in

accuracy, except individual (chat is, random) cdiffexences . . .

e —




1.

4.

5.

45

FOOTNOTES

Burt and Bittner (1980) have pointed out that the clique-finders
which we used do not necessarily produce statistically adequate
gubgroups., We support their call for testing the adequacy of sub-
groups, and we note that this has not been done until very recently
with the advent of algorithms for doing so. We have a gnawing sus-
picion that this will only further invalidate much of sociometric
and social network research.

A copy of the two page invitation letter, and full documentation of

the experiment is contained in a technical report, available from

the authors; the Office of Naval Research, Code 452, Arlington, Va.,
22217; or NTIS. The report is called "An experiment on the degradation
of accuracy in human recall of communications,"” (see Bernard, Killworth,
and Sailer 1979) and contains a codebook for the publicly available
tape of the data from the experiment. The tape is available

from Bernard.

The removal of certain measures from consideration when, for example,
NR or NA is zero, may appear to bias the averages which follow in
the text. (We defer consideration of NA or NR with values of zero
until Section VII.) The averages of various measures quoted in

this paper are blased in a statistical sense, due to the starting
involved. This results in shift toward 0.5 in all fraction-type

- measures; high Inaccuracy 1is decreased by this, low inaccuracy is

incressed. The differences are numerically small except at extreme
cases, near zero or unity, when they increase to about 10%. Monte
Carlo simulations show that the mean of the unstarted fractions is
unbiased but inefficient; the mean of the started fractions is biased
but more efficient. Opinions were divided between the authors as

to which is the better approach. 1In the end, it is probably a
question of each researcher's background.

We realize that we do not have independent cases, normal distributions,
etc. We use the word "significant" to mean sizable, or notable,

or whatever. The probabilities are those produced by the statistical
packages and are included for information rather than statements
about some population. .

We are indebted to Ronald Burt for discussions leading to this
investigation.
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Figure 1.

Figure 2.

Figure 3.

Figure 4.

Figure 3.

Figure 6.
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CAPTIONS FOR FIGURES 1-6

Contours of the means of the ACCT (inaccuracy "to") measure as

a function of lag and width. Both lag and width are expressed
in days, on a log-log scale for clarity (i.e. "in the last n
days"” corresponds to the upright axis). Contours are every 0.05,
labelled cvery 0.1. The heavy dots indicate the location of the
27 windows; the sparcity of data in the upper left quadrant
means that the smoother . contours there should be interpreted
with caution. The minimum value is 0,30 (lag=width-1); maximum
0.74 (lag=14, width=1),

Contours of the means of the ACCF (inaccuracy "from") measure,
displayed as in Figure 1. Minimum value 0.24 (lag=l, width=2);
maximum 0.81 (lag=30, width=1),

Contours of the means of the ACC2 (inaccuracy "to and from")
measure, displayed as in Figure 1. Minimum value 0.45 (lag=
width=1); maximum 0.85 (lag=l4, width=l).

Contours of the means of the ACCTOPl (inaccuracy "top ranked
person”) measure, displayed as in Figure 1. Minimum value 0.32
(lag=l, width=2); waximum 0.83 (lag=14, width=1).

Contour of the means of the ACC20 (inaccuracy “error in ranking
by $102") measure, displayed as in Figure 1. Minimum value 0.47
(lag~1l, width=7); saximum 0.75 (lag=14, width=1).

Histograms of the minimum percentage of total message or line
communication required for accuracy. If an inforuwant reports
communication with someone above this porcentage cutoff, then
that person is in fact comsunicated with. Below the cutoff,
this may not be true. The s0lid bars show messages; the plain
bars, lines.
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