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MESSA FT04 THE GuRAL apIARI"

!be Fort Monmouth Chapter of the Amed Forces Omumcations Ele-
tronics Association presents a seminar highlighting battlefield
envirowent that the Army will experience in the 1990's and uo.md,
control, ommunications and intelligence system that are enwisioned
to cope with that environment.

7Me lethality of emerging weapons systers, both bostile and friendly,
will create the need for caummnAers to have increasing amomts of in-
formation in ever shorter periods of tim in order to execute timly
and effective command decisions. Countering this information explo-
sion are the need for ultra reliable and survivable netwrks ocmposed
of dispersed and highly mobile equipment configurations capable of
withstanding intense enemy electronic warfare.

It is the purpose of this seminar to present "The C3 I Envirmrent
of the 90's", and discuss the activities of the user and developmnt
cozmunities in the Army, and of industry as they collectively respond
to these new challenges.

We of AFCEA are grateful for the time and effort expended by the many
committee munkers, speakers, and session chairman, who were active in
planning and promulgating this seminar. We also express our apprecia-
tion for their suort and guidance to Lt General Richardson, Dr. Lasser,
Major Generals Babers and Paige, and Messrs Diedrichsen and Schell.

In particular, we appreciate the cooperation of all the attendees of
this seminar. Your dialogue, discussions and cmmnts are MDst valu-
able in improving the seminar as a forum, and suggestions for future
topics will be most welomm.

/ A JAM E. BOOS

S OiAin Acession For

DTIC TAB
unannounced [-
Justificatio.--

Distribution/
Avatiability Co s

Avail andior

Diut SpOC iail



GENERAL CHAIRMAN

DR. JAMES E. SOS

Dr. James E. Soos is the Director of the Communications Systems Center,
CORADCOM. He received a BSLE from Iowa State University, an MSEE from
Rutgers University, a PhD from Polytechnic Institute of Brooklyn, and an
MS (Sloan Fellow) from Massachusetts Institute of Technology.

Prior to assuming his present position in October of 1979, Dr. Soos served
as the U.S. Telecommunications Expert to NATO at the U.S. Mission NATO in
Brussels, Belgium, from 1976 to 1979. Dr. Soos joined the Army Signal R&D
Laboratories in 1958 and served in various positions as an electronics
engineer for the Army until 1972 when he became Chief of the Plans Division
of the TRI-TAC Office. In 1959, Dr. Soos served a six-month tour of duty as
a Second Lieutenant, USAR, with the Corps of Engineers at Ft. Belvoir, Virginia.

Dr. Soos is additionally chairing Session III of this seminar.

'111U!



TECHNICAL CHAIRMAN

DR. THEODORE J. KLEIN

Dr. Theodore J. Klein has been associated with communications research and
development at Fort Monmouth since 1958, and presently heads the Signal
Processing Division of CENCOMS. His current work includes basic and
applied research and development related to information distribution systems,
record communications, optical character recognition, electromagnetic
propagation, and digital multiplexing projects.

Dr. Klein holds a bachelor's and a master's degree in electrical engineer-
ing from Iowa State University and Rutgers University, respectively, and
a doctorate in system engineering from the Polytechnic Institute of Brooklyn.

S ~~~ .-. * ' - -.~- ..- Jo - l



PRESIDENT, FORT MONMOUTH CHAPTER OF AFCEA

DR. ROBERT E. FRESE

Dr. Frese received a Bachelor's degree in Mathematics and a Bachelor's,
Master's, and Doctoral degree in Electrical Engineering from the Univer-
sity of Michigan. He began his professional career as a researcher and
consultant in the field of air defense system countermeasures and became
an instructor and assistant professor of electrical engineering at the
University of Michigan.

In 1959, he was appointed to a supergrade position at the U.S. Army
Electronic Proving Ground and was later promoted in 1962 to Chief Scientist
at Fort Huachuca. During this time, he served for four years as a member
of the Board of Directors of Consumers Union of the U.S., Inc., the pub-
lisher of "Consumer Reports."

From 1963 to 1969, he was an executive in the Federal Systems Division
of the IBM Corporation, responsible for application of data processing
and lasers to tactical problems. In 1969, he became the Director of the
Joint Engineering Agency for the International MALLARD Project, a joint
tactical communications program by the U.S., U.K., Canada, and Australia.

In 1971, He assumed his current position as Deputy Director for Engineering
of the OSD's Joint Tactical Communications (TRI-TAC) Office. He has also
been Co-Chairman of the Committee on the Interoperability of Defense Tele-
communications since its inception in 1973.



WELCOMING REMARKS

MAJOR GENERAL DONALD M. BABERS

Major General Donald M. Babers graduated from Oklahoma A&M College and was
commissioned as a second lieutenant in the Ordnance Corps in 1954. He re-
ceived his master's degree in business administration from Syracuse Univer-
sity.

Several key assignments in his twenty-five year military career included
service as Commanding Officer of the Project Manager M561/XM705 Truck Ve-
hicle Programs and Director for Procurement and PrOductionb duty as Deputy
for Logistics Support at the Tank-Automative Command, and an appointment
as Commander of the 46th General Support Group, 18th Airborne Corps at
Fort Bragg. He was promoted to Brigadier General in July of 1975 and was
assigned to the U.S. Army Tank-Automotive Command in Warren, Michigan as the
Director of Procurement and Production. In 1976, he was assigned as Deputy
Commanding General of the same command. He served in this position until
July of 1977 when he was appointed Project Manager, XMI Tank System.
In 1978, he was promoted to Major General and this past June, Major
General Babers became Commanding General of the U.S. Army Commu-
nications and Electronics Materiel Readiness Command at Fort Monmouth.



THEME SETTING REMARKS

MAJOR GENERAL EMMETT PAIGE, JR.

Major General Emmett Paige, Jr. received a BA degree in Business Admin-
istration from the University of Maryland and a Master of Public Admin-
istration degree from Pennsylvania State University. He attended the
Signal School, Basic and Advanced Courses, U.S. Army Command and General
Staff College, and the Army War College. His assignments have included
project officer in the UNICOM Systems Office, 1966, Deputy Project Manager
for IWCS, 1968, Chief of Voice Network Global Management Branch, Opera-
tions Directorate DCA, 1973, Deputy Chief of Staff, Army Communications
Command, Fort Huachuca, 1974, Commander of the l1th Signal Group, U.S.
Army Communications Command, 1975, and Commanding General of the U.S.
Army Communications Systems Agency/and Project Manager DCS Army Commu-
nications Systems/Commander, U'S. Amy C-E Engineering Installation Agency
in 1976. He is currently Commander of the U.S. Amy Communications Research
and Development Command.

Major General Paige has been awarded the Joint Service Commendation Medal,
the Bronze Star, the Meritorious Service Medal, the Army Commendation Medal,
and the Legion of Merit with two Oak Leaf Clusters.



BANQUET GUEST SPEAKER

LIEUTENANT GENERAL WILLIAM R. RICHARDSON

Lieutenant General Richardson graduated from the U.S. Military Academy at
West Point in 1951. In 1968, he received his Master of Science degree in k
Business Administration from George Washington University.

After over twenty years of distinguished service in the military, General
Richardson was appointed Commander of the 193rd Infantry Division in 1974.
In July of 1977, he assumed duties as the Director of Requirements in the
Office of the Deputy Chief of Staff for Operations and Plans, Headquarters,
Department of the Army, in Washington, D.C.

General Richardson was appointed to his present position in the fall of 1979,
when he was assigned duty as the Deputy Commanding General, U.S. Army Train-
ing and Doctrine Command, with duty station at Fort Leavenworth, Kansas.
Concurrently, he became the Commander, U.S. Army Combined Arms Center and
Fort Leavenworth, Commander, U.S. Army Combined Arms Combat Development Acti-
vity, Commandant of the U.S. Army Command and General Staff College, and
Commander, Combined Arms Training Developments Activity, Fort Leavenworth,
Kansas.

~ ':



LUNCHEON GUEST SPEAKER

DR. MARVIN E. LASSER

Dr. Lasser received his BA degree in physics from Brooklyn College in 1949,
and his MS and PhD degrees from Syracuse University in 1951 and 1954, re-
spectively. After he received his doctorate, he joined the research division
of Philco Corporation as a project scientist in 1954. In 1956, Dr. Lasser
was promoted to Research Section Manager in charge of a group studying energy
conversion phenomena and was subsequently appointed Manager of Applied Re-
search. In 1964, Dr. Lasser was appointed Director of the Applied Research
Laboratory, the central laboratory for the corporation.

In June of 1966, Dr. Lasser was named Chief Scientist, Department of the Army,
and in July of 1970, he became Executive Director of the Army Scientific Advi-
sory Panel. He was appointed to his present position as Director of Army
Research on May 20, 1974. Dr. Lasser is currently responsible for ensuring
that the Army's technology base program is responsive to the specific needs
of the Army.

................. vi



CHAIRMAN SESSION I

MR. LOREN DIEDRICHSEN

Mr. Diedrichsen serves as the Director of the U.S. Army CORADCOM Center
for System Engineering and Integration (CENSEI). Prior to assuming that
position in December of 1979, he served for seven years as the Chief of the
TRI-TAC Office Systems Division.

In his present position, he is responsible for the system engineering, injegra-
tion, and interoperability of all Command, Control, and Communications (C3)
Systems used by the tactical forces of the U.S. Army for the execution of
research and development work in the area of systems technology.

Mr. Fremont received a BS in Electronic Engineering in 1958 from Iowa State
University and an MS in Management Science (Operations Research) in 1967
from Stevens Institute of Technology.

He has received the Department of Army decoration for Exceptional Civilian
Service and was twice awarded the Decoration for Meritorious Civilian Service.
He is a member of the Board of Directors of the Fort Monmouth Chapter of
AFCEA.

777.....................r



CHAIRMAN --- SESSION II

MR. JAMES E. SCHELL, II

Mr. Schell received his baccalaureate degree from Morehouse College,
Atlanta, Georgia, in Mathematics, Physics, and French. Mr. Schell was a
charter member of the Project Manager's Office, Command Control Information
Systems, 1970 (CCIS-70), where he held the position as Project Manager Staff
Officer at Fort Monmouth, New Jersey. He subsequently left Government service
to enter private industry to direct computer software development and support
activities with Metasystems, Inc. He later joined Litton Industries, attain-
ing the position as Director of the AN/TTC-39 and TACFIRE/TOS Programs.

In November.of 1979, Mr. Schell accepted an appointment as a member of the
Federal Senior Executive Service (SES). He has assumed the position as
Director of the Center for Tactical Computer Systems (CENTACS), U.S. Army
Communications Research and Development Command (CORADCOM).

ant.



SEMINAR COMMITTEE

LT. COLONEL BILLIE N. THOMAS
REGISTRAR - INDUSTRY

Billie N. Thomas was born in Mason, Texas. He received a Bachelor's degree
from the United States Military Academy at West Point in the class of 1962.
He earned an MSEE in 1969 from the University of Arizona and an MBA from Long
Island University in 1969 and 1974, respectively.

Colonel Thomas was Director of Support Operations, U.S. Amy Communications
Research and Development Command, Fort Monmouth. His duty assignments included
Commander, DaNang Signal Battalion, Operations Officer of the 37th Signal Bat-
talion, Staff and Faculty at the United States Military Academy, Executive
Officer, PM ARTADS, Commander, 5th Signal Battalion, Fort Polk, Louisiana, and
Communications Team Chief, ODCSRDA, DA.

His military decorations include the Bronze Star, three awards; the ARCOM,
three awards; and other service ribbons.

He was Secretary of the Fort Monmouth Chapter, Amed Forces Communications
and Electronics Association, and is Registrar for the Fifth Annual Seminar..
He retired from active service and is a systems analyst with Teledyne Brown
Engineering Company.

MR. JOSEPH DOUGHERTY
REGISTRAR - GOVERNMENT

MR. BERNARD D. DEMARINIS
TECHNICAL EDITOR

Mr. DeMarinis is a Project Engineer at Booz, Allen & Hamilton Inc. He has
more than twelve years of experience in fiber optics, satellite communica-
tions systems, digital tropospheric systems, and ECM systems. He has been
extensively Involved with military inventory radio equipment assemblages and
their tactical and strategic communications interfaces.

Mr. DeMarinis received his BEE from the City College of New York and his MSEE
degree from the Polytechnic Institute of Brooklyn. He is presently Second
Vice President for the Fort Monmouth Chapter of AFCEA and was Technical Chair-
man of the Second Annual AFCEA Art of Communications Interfaces Seminar.
Mr. DeMarinis has been an officer of the Microwave Theory and Techniques, An-
tennas and Propagation, and Circuit and Systems Groups of the IEEE, and was
6eneral Chairman of the 1976 International Microwave Symposium. He was also
Technical Chairman and General Chairman, respectively, of the 1977 and 1978
AFCEA Art of Communications Interfaces Seminars. Additionally, he served
as Technical Editor for the 1979 AFCEA Proceedings. He was Chairman of the
Princeton Section IEEE and is a member of AFCEA, the Association of Old Crows,
ADPA, AUSA, Tau Beta Pi, and Eta Kappa Nu. Mr. DeMarinis was chosen as AFCEAN
of the Month February 1980.

..........................



SEMINAR COMIITTEE

MRS. BARBARA ANN FISCHER
COORDINATOR

Mrs. Fischer has been associated for eighteen years with the Regional Mar-
keting Office of GTE Products Corporation, Communications System Division,
in Tinton Falls, New Jersey.

She received an AA degree from the Institute of Human Affairs, Brookdale
College, Lincroft, New Jersey, and has continued her studies at Monmouth
College, West Long Branch, New Jersey.

Currently, she is Vice President for Membership and Editor of the Chapter
Newsletter of the Fort Monmouth Chapter, Armed Forces Communications and
Electronics Association.

She has been an active participant in the chapter's past seminars, and this
year, she serves as Coordinator for the planning and administration of the
Fifth Annual Seminar.

Mrs. Fischer was chosen as AFCEAN of the Month in April of 1979 by National
Headquarters and was the recipient of the Meritorious Service Award in June
of 1979 at the National Convention in Washington, D.C. She was awarded the
Fort Monmouth Chapter's 1979 "Dr. Harold A. Zahl Memorial Award." She was
also chosen by the AFCEA Chairman of the Board to receive one of the three
Distinguished Service Awards presented at the AFCEA Annual Convention in
June 1980.

MR. V. MICHAEL CAPUTO
LUNCHEON CHAIRMAN

Mr. Caputo Is Director, Army C3 for The BDM Corporation, and the man-
ager of BDM's Shrewsbury office. He has over 18 years of management
experience In systems engineering, management engineering, R&D, and
acquisition management, including ten years of direct involvement in
Army and joint Service tactical and strategic C31 programs.

Mr. Caputo earned a B.S. degree from the U.S. Military Academy in 1962,
and an M.S. degree in Engineering Management from C. W. Post College
(Long Island University) in 1969. Following his graduation from West
Point, he served in the U.S. Air Force in Air Force and joint Service
intelligence assignments, and as a base civil engineer, and an Air Force
Academy Liaison Officer. His civilian background includes program manage-
ment experience in the Safeguard and EA-6B programs. During the past six
years, he has oeen providing professional services support to Army and
joint Service tactical C3 programs.

He is a member of AFCEA, AUSA, Industrial Representatives Association,
and the Signal Corps Association. He is an advisor to the Institute of
applied Humanities at Brookdale Community College, and an Adjunct Pro-
fessor of Business at Ocean County College.



SEMINAR COMMITTEE

MR. WARREN WOLFF
EXHIBITS CHAIRMAN

Mr. Wolff is Manager of Program Development for Analytics SENCOM Group in
Tinton Falls, New Jersey.

He has more than eighteen years of experience in systems engineering and ac-
quisition management for defense and civil systems. He has been extensively
involved in programs for command, control, and communications systems for all
services, military and civil air traffic control systems, weapons and public
safety communications systems,

He received a BEE from City College of New York and an MS in Engineering Manage-
ment from Northeastern University. He has taken doctoral studies in Opera-
tions Research at New York Polytechnic Institute.

Mr. Wolff is a member of the IEEE, Human Factors Society, the Society for
Information Display, the Air Traffic Control Association, Tau Beta Pi,
and Eta Kappa Nu.

Mr. Wolff is presently Treasurer of the Fort Monmouth Chapter of the Armed
Forces Communications and Electronics Association, and is an active member
of the Fort Monmouth Chapters of the Association of the United States Army,
Association of Old Crows, and the Industrial Representatives Association.

.....................



TABLE OF CONTENTS

SESSION I Page

Chairman -- Mr. Loren Diedrichsen
Director, CENSEI CORADCOM

"An Approach to a C I System for the 1990's ........................... 1
Dr. Theodore J. Klein, Center for Communications Systems,
U.S. Army Communications Research and Development Command, and
Frank E. Owens, MITRE Corporation, C3 Division

"Network Management Concepts for the 1990's and Beyond"................... 29
Charles J. Graff, U.S. Army CORADCOM

"Tactical Satellite Communications and Control for the Future" ............ 47
Stephen F. Rurak, U.S. Army Satellite Communications Agency

SESSION II i.

Chairman -- Dr. James E. Schell
Director, CENTACS CORADCOM

"ECS Tactical Automated C&C System for the Amy"...... .................. 55
LTC James E. Gleason, CACDA

"Survivability, Mobility, and Distributed Assets".. ... .......... 77
H. S. Madoff, Harris Corporation, Government Systems
Division

"Ada as a Design Tool for Future C3 Systems" ..... ..... ooo .......... 91
Dr. S. Amoroso, U.S. Army Communications Research and Development
Command, Center for Tactical Computer Systems

"Hardware/Software Issues and Impact of HOL in Fielding VLSI'............ 97
B. H. Whalen, TRW DSSG



TABLE OF CONTENTS (CONTINUED)

SESSION III Page

Chairman -- Dr. James Soos4
Director, CENCONS CORADCOAI

"The PLRS/JTIDS Hybrid: Near Term Support of C 3 on the Battlefield ...... 123
R. A. Singer, Hughes Aircraft Company, Ground Systems Group

"Fire Support Control at the Fighting Level"... .................... 141

Barry 1. Reichard, U.S. Amy Ballistic Research Laboratory ~

#C3 in Future Tactical Switched Networks"..,..*................... 163
J. Mullins and S. Homa, Joint Tactical Commnunications Office



AN APPROACH TO A C31 SyST3E

FOR THE 1990'S

by

Dr. Theodore J. KleinI

Center for Comunication Systems
U.S. Army Communications Research 4

aid Development Comand

and

Frank S. Ovens

MITRE Corporation, C3 Division



1.0 INTRODUCTION

Command Control Communications and Intelligence (C31) System
eist to facilitate the accomplishaent of the U.S. Army Tactical
Combat mission.

The effectiveness of a military force depends upon its ability
to move, shoot and oemmunicate. Mobility, firepower and3the ability
to control the application of combat resources through C I Systems
give the cammander the means to wage war on the modern battlefield.
The Amy Command ad Control Master Plan (1) and the Division 86
study (2) strongly support the conclusion that the predominately
mnual C31 Systems currently in use will not provide the tactical
commander with sufficient, accurate and timly Information about
the enemy situation and friendly forces which would enable him to
make the necessary decisions for the successful accomplislent of his
mission. This is particularly true when he is opposed by a modern,
highly mobile, well equipped enemy like the Warsaw Pact forces.
There is, therefore, an urgent need for an integrated C3I System
employing current state-of-the-art advances in automation and
electronic coumunications so as to assure that timely and accurate
information flow will be made available to our tactical commanders,
and from them to the troops who carry out their orders.

1.1 C31 System Support for Major Tactical Functional Areas

Tactical Combat Operations are centered around five discrete
functional areas of responsibility each having readily identified
Operational Control Centers.

• Manuever Control
" Fire Support
" Air Defense
" Intelligence & EW
" Combat Service Support

Each of the above operational facilities is dependent upon
information flow within its area of responsibility and upon the
exchange of portions of this information with the other operational
facilities concerned with tactical combat actions. Information
flow in turn is dependent upon the commnications means available
to transport it. The key to effective coumunications performance
has always been the time requred to move information from its
origin or source to all those entities which may be Impacted by the
Information. Thus, time is a key factor on the battlefield; time
to move friendly forces and materiel, and time to sense the state
of the enemy forces so that targets can be identified and action
taken to destroy, neutralize or otherwise Impact the targets. The
time required to distribute and deliver the Information which provides
the basis for a decision to maneuver forces or to shoot at a target
is the most critical factor of all, and in many cases is the determinant



of either success or failure. The pace of technological advancement
appears to be rapidly shrinking this time scale.

Experience on the modern battlefield (ARAB-ISRAELI WAR 1973),
during field exercises, and in war games and simulations has clearly
indicated that the use of Korean War vintage communications means to
move Information coupled with manual methods of correlating,
filtering and assessing information does not provide sufficient time
for tactical commanders and staff officers to sense the enemy and the
friendly situation and thereby make reasonable and effective decisions
with respect to mission accomplishment. Given this kind of situation
uncertainty increases, The term "the fog of war" describes a situa-
tion where visibility is clearly lacking and decisions are made based
on flimsy assertions instead of on hard facts. This kind of decision-
making often leads to drastic actions like: surrender of superior
forces to inferior ones, (Singapore 1942), sending reserves to the
wrong place at the wroni time, (France 1940), - in short, chaos.

New roles and missions projected for tactical army forces like
the Rapid Deployment Force (RDF)mission (Figure 1.0), fighting the
2nd echelon battle in Central Europe, Helicopter Antitank Operational
doctrine and Shoot and Scoot Artillery doctrine (Figure 2.0), place
even more stringent time constraints on the C31 System. The
communications connectivity and electronic processing support neces-
sary to meet such time constraints are just not possible with today's
equipment and procedures, even though technology exists which could
be applied to this task.

We all know that by electronic means we can move information
between two points at the speed of light-we also know that with a
digital computer we can accomplish thousands of operations in a
second-but for effective and timely communications we need con-
nectivity, not just between two points, but among all the elements
in a Division or Corps (more than a thousand) which generate informa-
tion, and correlate, assess or otherwise act on information.
Effective and timely communications implies that connectivity be pro-
vided between users whenever information flow is required even though
the users may be spread over a wide geographic area and several
dissimilar communication networks or media may be required to
provide such connectivity.

Nowever, to provide the connectivity between all the elements
engaged in tactical operations so that information can be moved in
near time, Is only half the solution-the nformation when it
arrives must be correlated with other information, filtered, aggrega-
ted, singled out, or otherwise processed so that it can be easily
acted upon based on its information content. Manual processing of
this nformation simple takes too such time to provide a basis for
tactical actions on the modern battlefield.

3
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Electronic processing capability is required and these proces-
sors must be campatible with the electronic communicatiens means if
time to move and process information is to be minimized. Thus the
battlefield Information distribution system needed is one that
comprises electronic coumunications means which are compatible with
the electronic processors that make up the subordinate functional
control systems.

System design must take in the human factors aspects as well
since unless a human can easily assimilate the information made
available to him a correct and timely decision still may not be made
even though the information conveys an accurate representation of the
tactical situation in near real time.

2.0 A BASIC ARCHITECTURE

Figure 3.0 depicts in gross terms a basU, C31 architecture.
The kernel of the architecture is the electronic communications means
vhich must be secure, survivable, flexible, responsive, have anti-
jaeemin protection and possess all those other desired attributes
necessary to distribute Information in an error free mode in near
real time around the battlefield.

The commnication means initially must be an internetwork
architecture composed of tactical multichannel and single channel
radio systems, switched systems, satellite nets, and High Frequency
radios. Developmental radio-based information distribution systems
such as the PLRS/JTIDS Hybrid and Packet Radio must be integrated
into the system as well.

The system maut serve a variety of tactical users which range
from individuals who interface the network with a terminal of one
kind or another (usually an intelligent terminal), to the functional
operational control systems , mentioned earlier, comprised of one or
more processors and a variety of input/output devices. The informs-
tion distribution system must support information flow from an
Individual terminal to other terminals, from terminals to processors,
from processor to processor, and from processor to terminal. A
terminal device is defined as an entity which originates and/or
receives information to or from another entity in the network. Some
terminals may in fact be sensors of one kind or another which generate
information automatically when stimulated.

In order to build a base o technology from which a battlefield
C3I information distribution system can be evolved, each layer of the
network shown in Figure 3.0 must be investigated.

Surrounding the communications kernel is a layer titled
security. Near real time information flow would be counterproductive
If it could be easily accessed by the enemy. Network security issues
are necessarily a high priority R&D effort.
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Since a division is comprised of several hundred entities which
require information flow, and a corps more than one thousand entities,
the network which connects these entities must be quite extensive to
be effective (i.e., have sufficient capacity, be survivable, flexible,
reliable, etc.). A mechanism to manage and control the network in
near real time must be developed-this requires, of course, a variety
of hardware and software tools which. must be developed and Integrated.
Of course, for Increased survivability, this network control function
should be distributed. The next layer in Figure 3.0 represents this
mechanism.

The next layer concerns the functional control systems found
on the battlefield which must have information distribution capability
both within their own system and from their functional system to
other functional systems and/or the executive system. This layer
represents in essence one class of users which have their own proces-
sors but still require connectivity from the distribution network.

Finally, the last layer, entitled "user interface" addresses

the individual entity which must have access to the network. The
type of input/output device available to the user is a key factor
with respeet to ultimate utility of the information distribution net-
work. The ease with which the user can insert information into the
network and the ease with which he can retrieve, display and assimilate
the information available from the network will determine the ultimate
effectiveness of the network. Figure 4.0 provides another representa-
tinn of a basic network configuration.

It can be seen that the communication means that must be examined
include both current and developmental technology. Distributed con-
trol systems are needed which are. compatible with both of these
technologies. User level protocols and standards will be-needed to
facilitate the flow of information across dissimilar networks.
Associated hardware and software interfaces will also be required.

It is unrealistic to expect that the current systems, manual or
otherwise, will be replaced in one giant cutover to a new all digital
system. Rather there must be a gradual transition phase wherein we
must get the maximum. mileage out of our current technology, while
exploiting new technology to enhance the overall C3i System capability.

The ultimate objective of a C31 System for the 1990's would be
to provide a capability that totally integrates processing power and

coaontcations power into a cohesive distributed data network which
could survive in a tactical environment.

The network would provide for storage and processing of essential
C2 information in multiple locations, assured availability of softwaie

programs for any of the functional responsibilities associated with

tactical operations, and constications means that would provide
access to any or all of the functional processors on a selective basis.

8
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In short the network would provide near real time information
flow between network users and access to sufficient processing power
for any user whose tactical functions might require processor
assistance. To be effective in a tactical environment the network
must be secure, support mobile operation, accomodate large numbers of
users (hundreds) and provide voice and facsimile service as well as
record data.

3.0 GETTING THERE

To achieve an effective C31 System in the 90's there are several
important areas of hardware and software research, and conceptual
doctrine which must be thoroughly investigated and integrated in the
next few years if the network is to be operational in the 1990's.

CORADCOM through its Program Managers is currently engaged in a
wide range of developmental efforts which will provide many of the
components for the future C31 System (See Figure 5.0). The CORADCOK
Research and Development Centers are engaged in a broad range of
developmental efforts directed towards building a base of technology
which will provide the basis for the architectual design of the C31
System of the 1990's. CENCOMS is conducting basic research and
exploratory, advanced and engineering development to support C31
requirements; wideband spread spectrum radios, digital COMSEC, fiber
optic technology, digital signal processing, electromagnetic propagation
and compatibility, packet switching and communications network
management and control represent some of its current projects.

CENTACS is engaged in the vital R&D effort associated with the
military computer family (MCF) Concept, distributed Data Base Management
software, the higher order military oriented programming language Ada,
which will form the basis for natural military language application
software; to name but a few of its efforts. These key hardware and
software research efforts will help determine the ultimate C31
System architecture for the 1990's.

CENSEI, the Center for Systems Engineering and Integration, is
engaged in a vaviety of efforts aimed towards integrating the diverse
subordinate systems that now exist and providing for ease of future
integration by the development of standard data elements, message .
formats, and communications protocols that can easily be implemented
when the MCF Concept and Ada become a reality. In addition the very
critical system engineering analyses, for the transition from the voice
dominated analog systems of today to the all digital systems of the
1990's is a high priority CENSEI effort.

However pertinent CORADCOK's R&D efforts may be towards
attaining the c31 System for the 1990's we must remember that these
efforts represent only a part of the task associated with Army Tactical
System Development. Three major Army Commands are involved in tactical
system developments. TRADOC is responsible for concept development,

10
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FORSCOK for user requirements, and DARCQ( for materiel development,
test and evaluation.

The normal text book sequence of events associated with system
development is often stated as follows:

Requizement Generation (USER-FORSCO(I)
Concept for use. (COMBAT DEVELOPER-TRADOC)
Development of hardware and software
Test and Evaluation I
Procurement DARC4H

This seems to be a quite logical and orderly management approach
to developing systems .for the battlefield. Why then does it take us
so long to develop and field new systems?

Dr. William J. Perry, Under Secretary of Defense for Research
and Engineering, recently pointed out that although the United States
Is five years ahead of Russia in technology it does us little good if
our acquisition cycle is twelve years and theirs is only seven years
in length. One reason for the long U.S. acquisition cycle has
been the inability to integrate or apply the technologic base against
user operational requirements. All too often in the past, technology
bas proceeded throuah advanced development and engineering develop-
ment on Che basis of hasy, Ill defined operational requirements.
Nardwere and software Items are provided to the users for the first
time during DT/OT. User disatisfaction becomes known only after
DT/OT i. completed. This often. requires extensive modifications and
sometimes a retur to the advanced development phase for a system. We
can no loger afford to wait for DT/OT to get new technology into the
hands of the user.

Still amother factor is the integration of the doctrine
developer. If doctrine and materiel are developed out of synchroniza-
tion with each other the acquisition cycle is often lengthened-since -Z
one or the other must wait for the laggard to catch up.

The Army is atteting to correct this difficulty by the recent
TUDOC Institution of the T8I-TRADOC Systems Manager or Concept
Developer to work with the DARCCt Materiel Developer (Project Manager)
for major systems.

Another step which can be taken to shorten the acquisition
cycle is to bring the technology base and the user together to
p&omote user generation of new requirements from a position of under-
standing new technology, and how it might, or should, Impact on
concepts and doctrine. Such a step is being taken, and Is exeampli-
fied by the Army Data Distribution Systems (ADDS) experiments being
conducted at Fort Brag, N.C. under the provision of an MOU between
DARPA, DARCOK, TRADOC, and XVIII Airborne Corps.

12
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In this series of experiments State-of-the-Art hardware
and software-not yet militarized-is provided by DARPA and CORADC(2 to
operational units for day to day use in developing concepts for use
of hardware and software of a similar type in tactical operations.
What should evoIve is doctrine for use of this State-of-the-Art
technology together with performance information on which a
militarized version of the technology may be specified for the material
developer. Successful integration of this type would insure that
many of the problems currently experienced in DT/OT would be eliminated.
In effect the ADDS experiment serves as a bridge between the concept
developers/user community and the materiel developer community.

Further, only those systems for which a firm operational concept
and materiel specifications were determined in experimentation, would
proceed beyond the exploratory development stage.

4.0 THE EXPERIMENTAL C31 NETWORK TESTBED AT FORT BRAGG, N.C.

To understand how an activity like the ADDS experiment at
Fort Bragg, N.C. can function as a means of integrating the efforts
of the materiel developers at CORADCOK, the concept developers at
TRADOC and the tactical Corps users towards a common goal-it would be
useful at this point to describe the experiment in greater detail.

The experiment is directed towards building a base of technology
which can be used to improve the flow of information on the battle-
field in the 1990's. A notional tactical corps data distribution net-
work has been established using developmental hardware and software
and some off-the-shelf commerical hardware to provide a vehicle for
experimentation. This experimental network is being used to investi-
gate and shed light on the process called "battlefield information
distribution."

Each of the three participating Army Commands and DARPA
have provided resources for the Fort Bragg experiment. The Executive
Committee of the experiment is comprised of General Officer level
representatives of TRADOC, DARCOH, FORSCOM, and DARPA and provides
the broad policy guidance for experimental activity.

The experimental testbed provides a tactical "real world"
forum which allows for iterative interactions of the previously
mentioned elements prior to formal system design, specification and
deployment-doctrine formulation. The basic inputs to the experiment
as shown in Figure 6.0 will be (1) developmental material (new techno-
logy), (2) concepts and (3) user requirements, provided by DAPCCH/
DARPA, TRADOC and XVIII Airborne Corps (FORSCG), respectively. The
output of the experiment will primarily be information/data feedback
as part of an ongoing cooperative process between the major players
with the express intent of evolving a generic distributed data systam
that will possess those attributes necessary to meet the objectives
of the Army C2 Master Plan. The results of the various experiments

13
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are expected to provide a foundation of knowledge frou which the
users and Concepts/Doctrine Developers (TRADOC/CACDA/USASIGS) can
formulate bore definitive requirements. These will in turn allow
the materiel developers to prepare more definitive specifications.

4.1 Acco.elshments to Date

The eperimental network currently in being at Fort Bragg con-
sists of more them 50 terminals (Xnput/Output devices) distributed
to key a~tial elements at Fort Bragg and two terminals located at
the 101st Airborne Division, Fort Campbell, Ky. (Figure 7.0, 8.0).
These terminals have access to the experimental net participants and
to the AtAUT by means of hardwire connection to the Terminal
Interface Processor (TIP) at Fort Bragg or by means of Packet Radio which
is in turn connected via a gateway to the ARPANET, Figure 9.0 and
10.0 depict the experimental network topology. Processing power is
provided by a large scale computer (DEC-20) located in Los Angeles,
California.

More than 500 military personnel have been trained to date in
the use of the terminals to access network resources.

The network.resources are being used for a variety of applications
by the various Corps units day to day in garrison right now-these
range from simple word processing applications like preparation of
recurring reports to on-line weather Information. Keep in mind that
the availability of the Packet Radios allows users to take their
terminals to the field during exercises and maintain connectivity
which allows them to continue to perform their routine tasks as well
as exercise associated tasks while they are in the field. (Figure 11.0)

In reviewing progress to date, it is Important to note that
significant inroads have been made into the Tactical Army's "credi-
bility gap" with respect to data plocessing and data coamnicatIons.
The pool of trained individuals intoperational units keeps growing
and the utility of the network at Fort Bragg is increasingly appreciated.
The single most significant shortcoming of the experiment perceived
thus far seems to be the experimental network's inability to handle
classified data. Intensive efforts to rectify this problem are
currently underway.

The successful establisment of the experiment in an operational
enviroment indicates that the stage has been set for Important and
exciting advances in Army oriented distributed data systems incorpor-
ating high speed and high capacity data comunications.

Proposed plans for experiment activity for FY81 throuth TY85 call for
Investigation of 16 key areas (Figure 12.0) that cover tactical
concepts, user applications, and softwaro/hardware technology that
must be examined if we ari to field a C3I System in the 1990's which
has some hope of meeting the perceived requirements. It can be seen
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that the areas to be investigated in the experiment will contribute
significant information that can be used by the participants to build
a base of technology and associated doctrine that attacks all of the
layers outlined in the generic battlefield information distribution
architecture presented earlier. Areas #7 and #11 involve internet
experimentation between existing communications means and developmen-
tal technology such as Packet Radio and PLRS/JTIDS Hybrid. Area #2
concerns network security issues-areas #5,6,7,8,9, and 16 are directed
at various software and hardware aspects which must be examined to
evolve a network management and control capability. Areas #1,#3,#4, and
#15 are directed towards tactical functional mission systems. Areas
#10,#12,#13,#14 have to do with aspects of the user interface layer.

The proposed five year plan is very ambitious but if all the
experiment participants take full advantage of this means of develop-
ing information that can be applied to future C31 System requirements,
it will have served its purpose.

A typical example of how the experiment resources can be used
in total system development is the HELBAT 8 activity planned for the
fall of 1981. The Field Artillery Systems Engineering Working Group
is dedicated to improving the response time of the current Field
Artillery System to support tactical operations by investigating new
procedures, weapons, data processing and communications technology.
The HELBAT series of experiments run periodically over the past several
years by the Artillery Engineering Working Group have made significant
contributions to U.S. Army Field Artillery doctrine.

During HELBAT 7 (run in Feb. 1979) the driving problem area
identified was the lack of efficient data distribution by radio means.
This communications problem impacted the entire experiment. Therefore
the priority thrust of HELBAT 8 will be devoted towards improving
C3 for the Field Artillery System.

It is projected that use of Fort Bragg Experiment resources for
data distribution would reduce the communications delay significantly;
from minutes to perhaps less than a second. Thus, the HELBAT executive
committee has requested the participation of experiment resources in the
next scheduled HELBAT exercise. This exercise is currently projected
for late summer/early fall of 1981. The tentative scenario for the
exercise is shown on Figure 13.0.

5.0 CONCLUSION

We have seen that connectivity and access to processing power
is the key to reducing time required to move, process and act on
information in a tactical operational environment.
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In the Army Tactical system developer environment a different
kind of connectivity is required but it is equally Important. If we
can provide good connectivity between the user, combat development and
.aterldI development communities so that feedback is enhanced-we
should be able to reduce the time required for development as well.

However, system developers mist be wary of overemphasis on tech-
nology in system design. The most essential variable in the system,
the human factor, should not be ignored or left as a last consideration.
The soldiers in our tactical units must be able to use the system to
accomplish their assigned missions. This is why it is so important
to have the soldier user directly involved with system concepts as
early as possible. It is not enough just to take into account the
normal human factors statistical standards which refer to human sensory
motor characteristics. We need to consider such aspects as personnel
turnover in tactical units, attitude towards technology, changing
education levels in our troop population, time required to train
Individuals and cultural aspects. Of course you can attempt to simulate
the"e things or take sample tests of the population in order to esta-
blish some norms as a basis for system validation. This kind of
approach often is the only choice available to system designers. The
Fort Bragg Experiment provides a better way to obtain this information.
By exposing troops from all types of tactical units to developmental
equipment and new concepts on a day to day basis both in garrison or
vW a ou field exercises we should get hard data which can be used in
the s stem design. In this way many man/machine interface performance
problems can be designed out in the basic system design and not left
for the training community or the recruiting command to solve.

The BID/ADDS Experiment at Fort Bragg provides a framework that
cam be used to integrate the efforts of the R&D Coummunity at CORADCOM,
the TRADOC combat developers and the FORSCOM users in the pursuit of
a C3i System for the 1990's. The HELBAT 8 tests planned for FY81
demonstrate clearly how the experiment assets can be exploited to help
develop critical doctrine.

If the key players make use of the experiment assets we just
my be able to field a C31 System in the 1990's that makes use of 1980's
technology. This would be in contrast to today's C31 Systems which
for the soot part use technology developed in the late 50's or early
60's.
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NETWORK MANAGEMENT CONCEPTS FOR THE 19901S AND BEYOND

Charles J. Graff
U.S. Army CORADCOM

Fort Monmouth, New Jersey 07703

ABSTRACT

The purpose of this paper is to present same of the emerging network
management concepts and techniques that could be used to provide robust,
survivable, near real time digital communication for the tactical Army C3

systems of the 1990's. In order to provide a more concrete frame work in
which to examine network management, a distributed internetwork architecture
is proposed. Network management functions and capabilities are then dis-
cussed in terms of the distributed internetwork architecture and of the com-
ponent data distribution networks! Two examples are presented describing
the potential capabilities of network management in the internet environ-
ment. Finally, a short discussion is provided that details some of the
major technical network management problems that must be solved before the
distributed internetwork architecture can be used in the tactical environ-
ment.

THE PROBLEM

The requirement for reliable, robust, survivable communication is
fundamental to any tactical automated Army C3 system. Approximately 250
tactical automated systems are scheduled for fielding during the 1980-1990
time frame. Each of these systems needs communication to interconnect its
various subsystem components that are gfographically distributed throughout
the battlefield. It has been estimated that several thousand users (data
source or sink) in a corps area deployment may generate, correlate, assess,
or act on information. The distance over which users need communication
may range from several kilometers to more than 150 km. The maximum infor-
mation transmission time delay permissible between some components of real
time target acquisition and firing systems may be as short as several
seconds. The amount of information transferred in a comunication exchangemay range from tens of bits to potentially hundreds of kilobits of data. The

need for reliable information transmission may require as stringent a bit
error rate (BER) as 10-12 or less for most data .systems to a BER as poor as
10-1 or less for digitized voice.

The battlefield environment of the 1990's must be presumed to be both
dynamic and hostile. Enemy forces mustbe expected to jam or destroy both
our communication points as well as components of our tactical automated
systems. Quite possibly, enemy forces could be expected to surround, cut-
off, and isolate large portions of our own forces. Our own forces will
likely need to be highly mobile to survive in this hostile environment. It

* For the purpose of this paper, a data distribution network is a communica.
tion system that is characterized by integral near real time switching and
data transmission. PLRS, JTIDS, PLRS/JTIDS/Hybrid and DARPA's Packet Radio
are all examples of data distribution systems.
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is quite evident that the future dynamic battlefield will be characterized

by a large number of connectivity changes, and thus any future data dis-
tribution system must be designed to function in that environment. The
hostile nature of the battlefield implies that functions, whether in the
automated tactical systems themselves or in the data distribution systems
that support them, must be distributed or at least decentralized in nature
so that the destruction of a single element does not lead to a loss or
collapse of the function.

A wide range of communication equipment is available and currently un-
der development. Radio based systems cover the RF spectrum from HF through
satellite to millimeter wave frequencies. Wire/cable systems range from the
familiar WD-1 field wire to megabit cable and fiber optic systems. Advanced
data distribution systems such as the PLRS/JTIDS/Hybrid (PJH) combine radio
communication using the UHF and Lx bands into an effective communication
network resource. The PJH 2 is particularly noteworthy in that it combines
real time switching and relay functions (as provided in the PLRS user units
(UU), the network control units (NCU), and the JTIDS Class II terminals) with
data transmission functions in small militarized packages. This integration
of near real time switching and transmission is made possible by the minia-
turization of computer and information processing technology. The DARPA
Packet Radio program combines even more advanced packet switching and net-
work management techniques developed in the ARPANET environment into an
early prototype ofahighly mobile, robust, reliable data distribution system3 .

A DISTRIBUTED INTERNETWORK COM44JNICATION ARCHITECTURE FOR THE 1990'S

Given the need for distributed, reliable communication on the battle-
field, the problem then becomes how to effectively utilize the communication
resources the Army has at its disposal. Clearly each communication means
possesses its own advantages and disadvantages. For example, increasing
the RF center frequency of radio transmission provides the potential for both
increased bandwidth and increased mobility (through the use of smaller anten-
nas). However, increasing the RF center frequencies of broadcast radio
systems does have the unfortunate consequence of decreasing range, exhibiting
propagation characteristics similar to those of a line-of-sight channel.
Cable/fiber optic systems offer high bandwidth and excellent security, but
of course require that the cable or fiber optics be installed. Satellite
systems have the advantage of high bandwidth, but potentially could be
rendered inoperable if the satellite is destroyed or jammed.

Suppose that the data distribution principles and techniques are ap-
plied to each type of communication media. The VHF, fiber optic, satellite,
etc. nets all possess integral, near real time switching and transmission
characteristics, and are, therefore, data distribution networks. (The
channel switching and channel sensing as part of the channel access protocol,
would normally be implemented bya small microprocessor and associated hard-
ware). To obtain the maximum advantage offered by each data distribution
system, an internetwork architecture is proposed as shown in Figure 1. This
internetwork architecture would allow direct, near real time, digital com-
munication between all users by the interconnection of the data distribution
networks through devices called gateways. Subscribers on one net would be
directly able to communicate with others on other nets automatically with
no manual intervention. The network management structure would have the
responsibility for determiningon which network the destination subscriber
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resides, select a path or paths through the internet system, and have
the full responsibility for delivery of the information or data. For ex-
ample, a single user in a tank may use a millimeter wave radio data dis-
tribution network to communicate with other tank units, but automatically
utilize a VHF-FM data distribution network when he wishes to communicate
with his commander in the rear.

A key advantage ofthe internetwork architecture concept is that it
allows for a total integration of communication resources. The communi-
cation resources may be managed and utilized as a whole. Consider the
problem of net partitioning due to poor connectivity between users on
the same network as shown in Figure 2. The poor connectivity may be due
to propagation effects or because relay paths were jammed or destroyed.
If each of the groups of users can communicate with another network (via
the gateway), which is in communication with both of the partitions, then
communication between the partitioned members of the network can be made.
This real time alternate routing through other networks would be under
the complete control of the overall network management.

DARPA has successfully demonstrated the feasibility of an internet-
work architecture for real time data communication in November of 1977.
In that demonstration4 three dissimilar networks were successfully inter-
connected, and carried real time interactive traffic from the West Coast
to London. (Figure 3) Information flowed from packet radio in a mobile
van in the Packet Radio Network located at SRI International, into the
ARPANET (wire based), through the ARPANET to the NORSAR and London TIPS,
into the London gateway, back across the Atlantic Ocean via the satellite
net SATNET into the West Virginia earth station, back into the ARPANET,
and finally back to a host computer at University of Southern California,
Information Sciences Institute. While such a demonstration shows the
feasibility of near real time traffic in the internet environment, there
is still much work to be done to make this concept a practical, viable
comunication system architecture for the Army of the 1990's.

NETWORK MANAGEMENT FOR THE 1990'S

The goal of network management is to provide a reliable, robust, data
distribution network for the attached user subscribers components and
systems. The anticipated user components and systems Include all types
of digital information sources and sinks, as well as terminals, computer
systems, and other digital devices. It is also possible that real time
digital speech, facsimile, and video signals could be carried by the net-
work, thus requiring a multi-node communication environment. Network
management, which is defined for the purposes of this paper as the auto- .
matic decision logic that controls the behavior of the network, must be
capable of handling the wide variety of traffic requirements and must becapable of functioning in the dynamic and hostile battlefield environment.

It should be pointed out that some form of manual network management
has always been a part of any communication network. For example, con-
ventional VHF-FM radio nets require that users be assigned to operate on
predetermined frequencies, and that relay sites be selected and set up
(if needed). Operational procedures require the use of predetermined call
signs, and Z or Q signals to increase network utilization. Other com-
munication equipment, such as multichannel and cable/fiber optic systems,
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require that sites be surveyed and/or cables be installed. These well-
known manual procedures for providing communication do not seem suited
for the dynamic and hostile battlefield of the 1990's. The network
management structure for the 1990's should free the attached user from
the "burded'of using communication.

A list of potential or. desired network management capabilities is pro-
vided below. This list includes network management capabilities that
range from those that are quite basic and fundamental in nature to concepts
that are advanced enough that they should be (and are in some cases) areas
of active research. The list presupposes no specific hardware or techno-
logy implementation.

1. Fully Automatic Adaptive Network Management Operation. The net-
work management structure should be fully capable of functioning without
any manual intervention. The network management should be capable of
providing total network initialization, performing net entry for new
terminals entering the net, providing for reconfiguration from component
failure, jamming, or destruction, as well as providing the basic assign-
ment of comnunication paths to satisfy user needs and requirements. The
network management should also be self organizing and adaptive to respond
appropriately to dynamic connectivity changes and/or network loads with-
out any manual intervention.

2. Survivable in the Battlefield Environment. The network manage-
ment structure should be conceived, designed and implemented so that there
are no controlling nodes within the system. Techniques and concepts need
to be explored to manage the global control of information and associate
decision logic in such a way that the loss of any element containing this
information has little impact on system performance. This implies that
the global information needed to control the networks must be distributed
and/or stored redundantly in some manner.

3. User Transparency. The user or attached subscriber/device/system
should be totally free from any details of the network operation. The user
should only provide to the network the destination(s) and actual informa-
tion to be transmitted and the network management structure should take
care of all communication details. If desired, the user/subscriber could
be notified by the network management structure that information was
either successfully or not successfully delivered to the destinations.
The user should be concerned only with the fact that he either is or is A
not in coummunication with the rest of the net.

4. Information Delivery Protocols. The network management structure I.
should have complete responsibility for all phases of the information trans-
mission process. This includes items such as address translation, in which
the name supplied as the destination(s) of the information is mapped into
a network address(es),transmission into the network (the net access pro-
blem), relaying and/or alternate routing (if required), and performing er-
ror checking or other reliability driven procedures as required. The
network management structure should be capable of providing a range of
guaranteed delivery times/or effective end to end bandwidths matched to
the characteristic, and needs of attached subscriber devices. For example,
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although real time fire control messages need to be delivered within a
few seconds, some users may be satisfied with delivery times of a minute
or more. Additionally, end to end effective bit error rates of less than
10-12 are needed for most computer oriented traffic, but facsimile and
digital voice can utilize a much higher BER. The network management should
deliver the information to destination(s) in a manner consistent with the
subscriber requirements.

S. Internetwork Environment. The network management structure should
be capable of operating in the internet environment. The network management
algorithms should monitor the condition and status of all connected networks,
and make automatic decisions to best utilize the data distribution networks
as a whole in order to satisfy the attached subscriber needs. The network
management should fully utilize the net to net transfers possible in the inter
network environment to provide the best communication possible from the
available assets in the face of dynamic and hostile battlefield conditions.

6. Integral Position Location/Navigation/Identification. A potential
requirement exists for every user who needs to communicate to also know
his position. Additionally, some users may need to know the position of
others as a requirement for this operational mission, i.e. the Battallion
Fire Direction Center in the TACFIRE System needs to know where the for-
ward observer and firing batteries are located. Still other users may
need to be given guidance and direction to reach others, as in a rescue
mission application. It is the function of the network management struc-
ture to both compute the location of the attached subscriber, and make the
position/navigation/identification information available to all those who
need it. Identification is important in that it will allow users to properly
identify others on the battlefield and prevent accidental combat with
friendly forces.

7. Robust Network Management. The network management structure for
the 1990's should be capable of operation even when a large number (up to
50%) of communication facilities including those used to implement the net-
work management have failed, been destroyed, or jammed, or are otherwise
not in operation. If and when failures occur, the remaining active resources
should be automatically reconfigured by the network management to provide
the attached user subscriber population with the maximum communication
capabilities available.

8. Mobile Communication. The network management structure should
be capable of providing mobile communication to all units who need it as
part of their mission. This implies the network management structure must
be capable of coping with temporary changes in connectivity (such as vehicle
roll or pitch over rough terrain, or a helicopter flying behind a hill). !
Data integrity and delivery protocols must be capable of providing the needed
services to users under these connectivity changes. Position location/
navigation updates must be made consistent with expected unit mobility.

9. Automatic Network Monitoring and Connectivity Enhancement.
The network management structure must clearly know the connectivity of all
units within the network in order to make intelligent routing decisions.
The network management could also keep statistics of the traffic profile
and loading through all relay and terminal subscribers, and use this in-
formation to provide near real time adaptive routing to equalize network
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load and efficiently utilize all of the communication resources. A more
advanced network structure would analyze, in near real time, the communica-
tion loading, user performance needs, the connectivity, and the constraints
on availability of equipment and then recommend (if needed) that additional
relays or other hardware be deployed to improve network performance. For
example, the network management could recommend that additional repeaters
be deployed (via helicopter, or tube launched) to improve network through-
put, vinimize delay, or provide additional communication capability where
it appeared to the network management structure that it would be advantageous
to the network as a whole. If the deployment of forces for a future mili-
tary operation were properly entered into the network management structure,
still more advanced network management structures could predict where com-
munication bottlenecks might occur. Thus, the network management structure
could be utilized to improve overall communication network operation and
performance in near real time, during actual field combat conditions.

10. Automatic Subscriber Status Reporting. It may be useful to have
some units periodically or upon demand provide their operational status to
other members in the network. This information might then help the indivi-
dual or element responsible for the command and control of those reporting
units make more intelligent use of the available assets. For example,a
mobile howitzer might automatically and periodically report its position,
ammunition, and fuel status or other information to the individual or
element responsible for assigning the mobile howitzer its firing missions.
Then when a request for fire is received, the element responsible for
assigning missions to the howitzer would know exactly the position and status
of all howitzer assets, and therefore make a more intelligent decision for
the assignment of resources to the mission at hand.

11. Enhanced Addressing Schemes. Since the position and status of
all subscriber units is available to the network management structure, it
is entirely possible to direct information or command and control messages
to units based on their location, and/or status information rather than
their network or unit address. For example, a warning might be sent to all
units within a 20 mile area of location XYZ that an enemy attack was imminent.
A command and control order might be addressed to all units operating 10
miles from location XYZ with a 70% or greater strength to move to a new
location to stop an enemy attack or break through.

NETWORK- MANAGEMENT IN ARMY C
3

It may be instructive to show how network management capabilities may
perform in two potential scenarios of Army operations in the 1990's.

The first scenario shows a distributed or cellular command post in
Figure 4. The elements or cells of the command post are geographically
separated to provide better survivability. Each cell contains information
processing and storage capabilities, with sufficient redundancy so that the
command post mission can be supported by fewer than the total number of
cells. At least two different communication media are needed to support
the cell to cell communications. Typically, fiber optic, millimeter wave,
or VHF-UHF links would be sufficient. Communication with the command posts
of adjacent units would be maintained by longer range equipment such as
satellite, HF, or by a multi-hop UHF system.
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The automatic network management structure is responsible for all cell
to cell communication, as well as for communication between cells of dif-
ferent command posts, and to echelons higher and lower. The internetwork
management would determine the connectivity between all units, and assign
routes between all source/destination(s) that required communication. Con-
nectivity would be constantly monitored to provide new real time routing
information for cells that have moved, failed, or have been jammed or de-
stroyed. The operational status of all cell would be available to the
other cells that need that information, so C decisions may be made with
the latest reliable information available.

The network would have the responsibility for determining whether a
cell had been destroyed or was temporarily out of communication due to

failure or enemy jamming. Most likely the enemy would not be capable of
simultaneously jamming the two or more communication links interconnecting
the cells. If a cell were being effectively jammed, the network would auto-
matically deliver traffic to that cell via the alternative communication
means. If the cell were declared destroyed, its function would be automat-
ically transferred to one or more still active cells. Messages or infor-
mation destined for the destroyed cell would be automatically routed to
the new cell(s) which had taken over the destroyed cell(s) function. Of
course, any unique information that the destroyed cell contained would be
lost, but this effect can be minimized by enabling all cells to have access
to all information that is absolutely critical to the conduct of the battle.

Another technique that could be used to increase the survivability
of the command post would be to utilize an information storage capability
similar to that provided by the ARPANET - host electronic mail scheme. Un-
der this technique, in addition to delivering the critical information to
its desired destination(s), the network management structure would auto-
matically deliver copies of critical battlefield information to several
"host like" machines for temporary storage located either in "Sanctuary" or
in a remote area of the battlefield. Then if a particular cell or critical
element failed or was destroyed, the network management structure could
then automatically reconstruct a large part of the destroyed/failed cells
data from the "host like" machine. At periodic intervals the temporary
storage machines would be purged to make room for additional new battle
field information. This technique could also be used to temporarily store
information for cells that were temporarily out of action due to failure
or communication blackout. Upon reentering the internetwork communication
environment, and during the reinitialization of the cell in the internetwork
management structure, the network management structure would automatically
query the temporary storage machine for recent information received while
the cell was unable to receive information destined for it, and deliver
the information back to the cell. The network management structure could
also indicate to other cells that the cell in question is now back in op-
eration.
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A real time fire control scenario is provided as a second example.
Real time fire control systems, such as those of the Field Artillery and
Air Defense communities, are characterized by the need for high bandwidth,
low delay (source to sink(s), robust communication over potentially long
distances, and myrequire a significant multi-destination addressing/rout-
ing capability to support their command and control functions.

Any fire control system is functionally composed of three types of
elements: the sensors, which have the mission of locating and tracking
targets; the shooters, which actually fire weapons to destroy targets;
and the decision makers, which must correlate and process information
from the sensors, and assign shooters to specific missions or targets.
Due to the speed of battle, the time between target acquisition/tracking
by sensors and the time that the shooters fire at the target should be
kept to a minimum to yield a high probability of destroying the target.

The network management structure would provide needed near real-time
data distribution for the fire control systems as shown in Figure S. The
network management structure would use the internet environment to set up
duplicate routes between critical subscriber devices to insure that the
stringent time delay requirements would be met, even if intermediate relay
points were jammed or destroyed. Reliable end to end protocols would in-
sure that only one copy of an input message or data segment was delivered
to the appropriate destination(s). Position location information and
operational status information concerning the sensors and shooters would
be constantly transmitted in near real time to the decision makers, so
that any mission assignment could be based on the latest accurate informa-
tion. Position location and operational status information could be sent
to several designated decision makers, so that if one decision maker were
incapacitated the sensor and shooter assets that were under his command
and control would be instantly (within seconds) available for use by other
decision makers remaining operational. The network management structure
would also support dynamic reconfiguration of sensor/shooter resources to
provide their maximum utilization for critical missions by reassignment of
the appropriate routes/relay points in near real time. For example, after
proper coordination and control, several shooters and sensors, not normally
associated with a given decision maker, could betemporarilyloaned to him
for the execution of a critical mission. The required communicationpaths
would be automatically reconfigured to provide the needed communication
capability in near real time. At the completion of the critical mission,
the communication paths would revert back to their previous configuration,
and the sensors and shooters would be automatically restored to their
former decision makers.

CURRENT STATUS OF THE DISTRIBUTED INTERNET CONCEPT

The preceding paragraphs have provided a glimpse into the capabilities
of future network majagement concepts of data distribution networks for the
automated tactical C systems of the 1990's. Many unsolved problems, how-
ever, still remain. For example, although DARPA has successfully demon-
strated the internetwork concept, there are many technical aspects concerning
net access, addressing, gateway to gateway routing, congestion and flow con-
trol that remain the subject of active research. Specifically, how and
when should adaptive routing be used between networks? Should an internet
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subscriber designate a network address or a gateway address in the internet
routing procedures? How can a partitioned network use the internet concept
to establish and maintain conmunication between the partitioned pieces?
Reference 6 presents an excellent summary of the ongoing internet efforts
and provides a comprehensive list of research questions which need to be
solved. Even within a single network, the degree to which the network
management itself can and shouldbe distributed is not yet a solved problem.
For example, if fully __-d1fributed control is not practical for techni-
cal-or operatiiiaireasons, then how should the control of the network be
implemented? One and two or more level hierarchies have been proposed,
but many "loose ends" remain. How should the coordination be handled with-
in a given hierarchy? By what mechanism and how often should information
within a hierarchical level be exchanged or updated? How should reconfig-
uration both within and without a hierarchical level be implemented? Re-
ference 4 provides some insight into the distributed control concepts for
the DARPA Packet Radio Network, while reference 7 addresses the problem
in more general terms.

Much work also needs to be done in the area of distributed adaptive
routing for large networks. Although distributed adaptive routing techniques
have many advantages over centralized routing procedures, it appears as though
the control overhead and/or time to reach steady state (often connectivity
change) grows as hhe square of the number of devices participating in the
routing decision. This squared factor may effectively limit the size of
the network (or subnetwork) in which the distributed algorithms may be
utilized. Additionally, while much work has been done for distributed,
adaptive routing algorithms, and for centralized routing algorithms, very
little research has been performed on routing techniques which could effect-
ively utilize a multi-level hierarchical network management structure.

In the area of delivery protocols, great strides Dave been made by the
development of the Transmission Control Protocol (TCP) and associated Inter-
net Datagram Protocol for the near real time, internet environment. But
these protocols are primarily oriented toward one to one, process to process
communication. The area of reliable, robust, efficient delivery protocols
for the multi-destination internet environment, still needs much research,
although Dr. Pardo1 0 has made some noteworthy progress in this area.

CONCLUSIONS

This paper has presented some network management concepts that could
be used by data distribution networks that may serve the automated tactical
C3 systems in the 1990's. The network management concepts need to take
fullaccount of the battlefield environment in which they must operate to
provide robust, reliable and survivable communications for the attached sub-
scriber systems. The distribttedinternetwork architecture-seems to be
capable of satisfying this need. By integrating all the communication re-
sources on the battlefield in an internetwork architecture, a more reliable
and survivable communication facility may be provided. While the network
management structure needed to manage and control the internet architecture
is still in its infancy, some of the more highly developed concepts and
techniques may be applied to evolving systems, such as the PJH, so that the
final integration in the internet environment may prove easier. The current
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state of the art, however, shows that there is much 
work to be done to pro-

vide the robust, reliable, network management 
for the internet environment.
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TACTICAL SATELLITE COMMUNICATIONS
AND CONTROL FOR THE FUTURE

Stephen F. Rurak
US Army Satellite Communications Agency

Fort Monmouth, NJ

INTRODUCTION

A practical and reliable communication is a recognizable need for the success of any mili-
tary or civilian task. In recent years, communication thru satellite has established it-
self as a relatively inexpensive, viable means of communication, especially when factors
such as range, terrain, and operational requirements are considered.

The US Army through its Ground Mobile Forces Satellite Communications (GWSC) Program,
has committed itself to provide practical and reliable satellite communications to those
components of the Army, Marine Corps and Air Force engaged in land combat operations.

In the overall concept, the GMF satellite communications will'augment or replace communi-
cation links or connectivities, which until now, were provided by conventional systems.
It should be stressed, that the conventional systems, such as: line-of-sight (LOS) radio
relay, tropo scatter, or high frequency single sideband radios will not be completely
supplanted, but alternately will be employed if conditions, or more simply convenience
and availability dictate their use. However, the introduction of the satellite communi-
cation capability, as has already been field proven, will significantly improve command
and control communications.

ADVANTAGES AND DISADVANTAGES OF SATELLITE COMMUNICATIONS

Satellite communication is well recognized for its advantages over the terrestrial system.
It overcomes limitations, and solves some of the problems intrinsic in the terrestial
systems. For example, the satellite communications offer:

a. Freedom from siting restrictions. The terminals do not require prominent terrain,
special sites or special preparation of sites for deployment.

b. Greatly extended communications range, without the use of relays. A range of up to
9000 miles is not unusual.

c. High mobility and rapid emplacement. A terminal can become operational within one
half hour of arrival on site.

d. Relative immunity from signal propagation problems.

The disadvantages, although not many, none-the-less, still exist. They are inherent and
unique to the system, rather than the mode of operation. For example:

a. The number of terminals which can access any one satellite is heavily dependent on the
satellite transponder capacity and the antenna configuration.

b. Problems related with jamming.

THE SPACE SEGMENT

Military satellites used by GMF are in synchronous orbit, and are positioned for worldwide
coveragt%-
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The GMF Satellite Communications System which is currently entering service, is the Super
High Frequency (SHF), Multichannel, full duplex, high data rate, terminal complement de-
signated as AN/TSC-85 and AN/TSC-93. It operates through the Defense Satellite Communi-
cations System (DSCS II) satellite.

The OSCS II satellites are in synchronous orbit, and are positioned to provide worldwide
coverage. The earth coverage consists roughly of four (4) regions: Atlantic Ocean, Indian
Ocean, West Pacific and East Pacific. Each region has its own active satellites. The
regions may overlap, such that, for example, an AN/TSC-85 terminal located in Europe may be
able to access either the Atlantic Ocean or the Indian Ocean satellite. Each satellite is
spin-stabilized with the payload of communication electronics mounted on a despun platform,
which is always pointed to earth. Two steerable antennas are provided, one narrow coverage
and one area coverage. The narrow coverage antenna illuminates approximately 900 miles
diameter footprint on the surface of the earth. The area coverage illuminates somewhat
larger footprint.

In addition, two earth coverage antennas are available. The earth coverdge antennas are
cross-coupled with the narrow and area coverage antennas, thus allowing the signals to be
transmitted or received through any antenna combination. For example, communications may
be received by an earth coverage antenna and transmitted by a narrow or area coverage
antenna or vice versa.

The wide-bandwidth, low distortion repeater in the satellite enables multiple carrier
frequency division and spread sprectrum multiple access for transmission of voice and digital
data. The repeater is capable of linear, quasilinear and hard limiting operation. Gain
adjustments can be commanded from earth. Figure 1 shows the cross section view of the
DSCS U1 satellite, and Figure 2 shows the operational frequency plan for the DSCS I1.

SYSTEM CONCEPT

The intermediate development of SHF multichannel tactical satellite communication terminals,
which meet full military specifications, has been finalized.

The terminals are in truck-mounted configurations, emphasizing quick reaction and oper-
ational flexibility. The basic differences between the two terminal types are in the areas
of baseband multiplex equipment, subsystem redundancy, and in the nodal and non-nodal
capabilities. The nodal function provides for one terminal to simultaneously support full
duplex multichannel links to as many as four widely dispersed destinations. The concept
is visualized in Figure 3, which shows a nodal terminal at Corps linking four (4) Divisions
in a typical field connectivity. The nodal terminal lransmits a combined digital stream of
up to 96 full duplex voice/data channels on a single RF carrier; twenty-four channels per
each Division destination. Each one destination decombines its particular group of 24
channels and consequently releases them to users. On the return path, each of the four
Division destinations transmit their particular 24 channels to the nodal station on a
uniquely assigned transmit frequency carrier. These four carriers are received separately,
demodulated and decombined by the nodal terminal. The digital combining and decombining
process avoids the need for multicarrier operation and the attendant intermodulation
problems.

The need for the different terminal configurations of varied capabilities is derived from
the different user needs.

The control of the system is accomplished through a Network Control Terminal (NCT), de-
signated as AN/MSQ-114. The NCT is equipped with an Automatic Communications Monitor
(ACN). which monitors the repeater output in frequency and amplitude and gathers data for
each signal access. With this data, supplemented by Network Terminal status and link
performance Information fromthe user networks, the ACM can compute the conditions neces-
sary to maintain the system power balance and repeater operating point. The NCT can pro-
vide control communications for up to 50 network terminals.

TERMINAL DESCRIPTION

NODAL TERMINAL AN/TSC-8S

This terminal Is a multipoint, trunking terminal; transmitting a single multiplexed, high
data rate carrier and receiving from one to four Independent carrier frequencies. The
electronic equipment is contained in a S-250 shelter which In turn is mounted on a W-300
truck. A companion power trailer (PU-619/G Modified) is used for stowage of antenna parts
and other assemblage items during transport. When operational, the power trailer provides
115 VAC primary power source from its generator unit. The AN/TSC-8S terminal is shown in
Figure 4.
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During terminal deployment, the antenna is ground mounted on a special double tripod frame
structure to help maintain antenna pointing on the satellite during various wind loading
conditions. The antenna group consists of an 8 foot parabolic reflector with the feed and
antenna mounted electronics, and the elevation and cross-elevation drives. The drives are
activated by the antenna Servo Control Unit (SCU). Satellite tracking is accomplished by
a random step scan using the received communications signal as the source which provides
signals for the SCU which is driving the linear actuators.

The terminal contains a Tactical Satellite Signal Processor (TSSP) for combining of up to
four (4) data streams into a single high data rate stream of up to 96 channels of PCM.
This combtned data stream feeds the digital modem which impresses the data onto a 70 MIz
carrier using differential encoded PSK modulation. The 70 MHz signal in turn, is translated
to the SHF frequency transmit band by an Upconverter Unit and amplified by the High Power
Amplifier (HPA) prior to transmission to the satellite by the antenna. The Upconverter
unit contains a frequency synthesizer which permits frequency selection in 100 KHz steps
across the transmit band from 7.9 GHz to 8.4 GHz.

In the receive portion of the terminal a redundant low noise parametric amplifier provides
a maximum system noise temperature of 3000K in conjunction with the remaining portions of
the receiver. Four (4) Downconverter units are used for reception of the four independent
FDMS signals.

*requency synthesizer units are used in the SHF receive band of 7.25 GHz to 7.75 GHz. As
in the upconverter, frequency selection is provided in 100 KHz steps. The four (4) down-
converted signals interface with four (4) digital modems which extract the data streams
and furnish them to the receive section of the TSSP. The TSSP provides the appropriate
level shifts and sends the four data streams to the Mux Van for proper demltiplexmg and
D/A conversion to the voice frequency band.

NON-NODAL TEIRMINAL AN/TSC-93

This terminal is a non-nodal or a point-to-point terminal, capable of transmitting and
receiving on a single carrier 6/12/24 channels of voice frequency or data signals.
Extensive tradeoff analysisemphasizing a self-contained terminal and still conforming to
tactical weight and size limitations have dictated elimination of redundancy in this
terminal. The electronic equipment is housed within a S-250 shelter and mounted for trans-
port on a W-300 truck. Power trailer is the same as that used by the AN/TSC-85. Entry for
24 voice channels is provided and selection of digital or analog operation is made on a
channel basis. The antenna and the terminal operation is similar to the AN/TSC-85.

The terminals require less than 30 minutes to be placed into full operation by a four man
crew after arrival at an operating site, even in adverse weather conditions.

The mean-time-between failure exceeds 850 hours for a single string configuration, and
the maximum-time-to-repair can be accomplished within one hour at 95 of the time. The
electrical and mechanical design has been based on a expected useful life of 15 years.

FUTURE TRENDS

At this time, almost all of the military satellite communication networks have been
designed to operate via a relatively simple satellite transponder. Namely, a signal is re-
ceived, enhanced, and retransmitted back to earth. The future satellite communication net-
works are likely to strive for improvements in such parameters as flexible connectivity
among user terminals, greater efficiency in utilization of satellite power and bandwidth,
and resistance to interference. In achieving these objectives satellite on-board pro-
cessing will be used. That, together with appropriate combinations of ground terminal
capabilities such as PM TOMA, DANA and Coding will offer a real potential for increased
effectiveness of the tactical satellite terminals. The ground terminals thenselves are
also subject to improvement, with the trend going to utilizing higher frequency bands for
transmission, and improved antenna designs such as electronically steerable phased arrays.
This my well result in greatly improved reliability as well as much quicker setup and
tear-down times, lighter weight, and of course greater mobilitt.

To this end, the US Army Satellite Communications Agency is currently investigating a
satellite terminal system characterized as Multichannel-Objective System (MCOS). The MCOS
will succeed the current system during the 1990's. It will provide highly efficient
utilization of satellite capability and will permit flexible routing of switched traffic
throughout the TRI-TAC network.
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CONCLUSION

The satellite communication terminals described, have proven highly successful in the
system evaluation test programs and the limited operational deployment exercises, where
they have been utilized extensively. Deployment of the production units currently
scheduled for the early 80's and featuring a number of improvements over the existing
models, will provide the users with a long sought after communications capability.
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Development Office, US Amy Satellite Communications Agency, Fort Monmouth, NJ. In that
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FIGURE 1
DSCS II SATELLITE
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BAA V PRESENTATION
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AT THE LAST MINUTE THIS REIB WAS CANCELLED AND LATER M THAT V TO

1YEAR THE FIRST TACTICAL AUTOMATION APPRAISAL OR TM I WAS HELD . Mm llo

FT MONROE, VA AT HO TRADOC AD FOCUSED ON THESE ISSUES. - cm,,,owm m TI ,, , s

PAUSE TM iI

TM II
TM II WAAS CONDUCTED THE FOLLOWING YEAR AND FOR THE PURPOSE SHOWN ,ORmG./mmm m K M N IN

1977 IN M I 11 ITsM TAVICA OU,.

HERE. ram mum sin 12 .mv

FT HOW, TX

PAUSE
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IT WAS NOT UNTIL 1978 THAT WE BEGAN TO CALL OUR APPRAISALS MMss 8MO RM=' e

1978 BATTLEFIELD AUTOMATION APPRAISALS WHEN BA III W HOSTED BY' mm a

FT GO N. 6A FORT GORDONi, GEORGIA, FOR THE PURPOSE SHOWN HIERE.

PAUSE

BAA IV SINCE FORT GO0M ENJOYED THEIR ROLE AS MOST AND DID A A, XIM IV

1979 GREAT JoB FOR Bm III, THEY ER SELECTED TO HOST BW IV wiHI mum
HAD AS ITS PURPOSE WHAT IS SHOWN HEFE. MOM rin , 'wm - sIUA ru sTXsMMaZa

FT GRDON, 6A TO m maimm tW W FM N, m tars.
PAUSE

TO- S MRI US UP TO DATE BECA SE AS I SAID EARLIER, .A V WA

WAS HELD 2931 JULY AT FORT HUACHUCA, ARIZONA. OUR PURPOSE WAS
BAA V AS SHOWN HERE. Pon a I mimcm mn mson o ic&

am in inm is o M nummms 4 vim-
a ITes W CO. M mma mw M s. Wmuma .

ECS2  TO DO THAT, WE CHO THIS THEqE AD THESE OBJECTIVES FOR THE
MEETING. 4" it arn ms to I.'HE HUB OF BATTLEFIELD AUTOMATION ma mmm To P =oam sm".

-PEumumim au "oPAUSE 1..m imm mm m19W AND BEYOND -0131 W WMWA0

S THE ISSUES THAT WER DISCUSE ARE SHOWNI HERE. AnS P *3Mall Lm - mosmompsgm IN D I TwKm ku

mmmmmomw~~~mIsmo ram ~a ll it

*emSSY 5006.

mi 5

I U.-
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SCOPE

THIS MORNING I WOULD LIKE TO GIVE YOU THE MAIN THRUST OF WE *SC OW t (M4
11ESENTATION BY CACDA ON ISSUES 91 AND 92. * iFOIUATIM ,tUMIaInS

THE ORIGINAL PRESENTATION GIVEN AT BAA V HAD A SCENARIO BASE ECS

TO STRESS COMPARATIVE EFFICISCIES IN TIME KID COORDINATION * SCEN" (pOsr-CS

SETWEEt CURRENT MAIRIAL SYSTEMS AND THE PROPOSED AUTOATED
.. SYSTEMS. HOWEVER, 1ATHE INTEREST OF TIME, WE WILL OMIT THAT

PORTION AMD DISCUSS THE INFORIATION PEOJIRE IENTS AD PRESEffT THE
ECS2 COCEPT FOR SOLVING THOSE RIIREEITS.

IN OUR SCEIARIO, WE PORTRAYED A BRIEF A00 PARTIAL LIST OF THE EXCHANGE
INFORMATION ACTIONS WHICH MUST BE ACCOMPLISHED TO GET A MISSION UIDERWAY INFORMATION

" COLUECIED AND GIVEN THAT THE ESTIATE PROCESS IS CONTINUOUS, THERE IS * MANUAL
" VERFIED CRITICAL INFOIATION WHICH MUST BE COLLECTED, VERIFIED AND o TIME CONSUMING

PRESENTED RAPIDLY TO THE CONM.IER IN A USABLE FOUMAT 1.I ODE
FOR I1. TO ME PRUDET OPERATIONAL DECISIONS. EXAPLES OF

-= THIS INFORMATION WILL BE DISCUSSED IN A MOMENT. ALTHOUGH OST
ACTIONS ARE ACCOiMLISHED CONCURRENTLY, VITAL INPUT TO THE
COYANDER IS AFFECTED BY SIGNIFICANT TIME LAGS INCURRED BY
PHYSICAL COORDINATION REQUIREMENTS. THE E!PASIS HERE IS THAT
ATTACKI6 UITS CANOT EXPECT A FRA60 UNTIL ,4INIMAL DIVISION
STAFF INPUTS ARE COMPLEIE. W ILE W ARE BEGAINIG TO AUTOMATE
INFOMATION COLLECTION, THE AIS OF THIS I!IFORMATION AfD

E ABILITY TO DISTRIBUTE US" DJ.SCIPLINfl DATA THRJ COMND
POSTS IS BASICALLY STILL DONE MOUALLY AND0 IS TIME CONSUMING.
THIS INCLUIES PROCESSING OF INFORMATION AND ORDERS. THE
CURIRENT SYSTEM WAS DES 1ED To FIECTION IN Ati ENYIROflIENT FXR

LESS DYARMIC T4AN THAT IN CURREXT THREAT PROJECTIOMS.
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RESPONSIVENESS IS AFFECTED BY THE CHARACTERISTICS OF THE HIGHLY
MOBILE BATTLEFIELD MD GREATER DISTANCES BETWEEN FRIBIDLY
ELEEIam TS. DUE TO LENGTHY VOICE AND RECORD TRAFFIC, TRAW.SISSION

SYSTEMS READILY IDENTIFY KEY COMMND CONTROL MODES. THE
SYSTEM ALSO TO TO BECKE OVEM.OIDG. FLEXIBILITY IS
AFFECTED BECAUSE II"FOIIATION TD TO FO AND REAIN WITHIN
FUNCTIONAL AREAS AND IS NOT READILY AVAILABLE THOHU THE

- /COftID STRUCTURE. WHAT THE COMMANDER IS FACED WITH, THN, B.

IS A DECISION NO E TO WAIT FOR ADEQUATE JIIAMTION TO BE
PROVIDED AI1 DELAY HIS DEPARTURE ON TO CROSS TIHE START POINT
O TIME WITH INCOMLETE INFORMTION AND DEOD UPON EROUTE
B BRIEFING A-D PtANNING. IN THE SITUATION WE POIRTRAYED, IT WAS
OBVIOUS THAT A MAJOR PENETRATION REUIRED THAT THE EXECUTION

TIME BE MET. THEREFORE, THE DIV C-) MOVED OUT AS SOON AS IT
WAS PHYSICALLY READY WITH INCOMPLEIE INFOMATION OR P.LNNING, --- ----

N D THE SUCCESS OR FAILURE OF THE MISSION REVERE LAELY TO

"SEAT OF THE PANTS" COIWIAVD CONTROL M OR PROPERLY TITLED
WACT V IACO .A 1DNl. OUR OBJECTIVE IS M= COIMlM , WHII

HAS TO BE SUPPORTED BY AN ADEQUATE SYSTEM THAT PRIVtDES a.

INFORMATION NECESSARY TO MW(K DECISIONS WITH REASONABLE RISK.
ALL INFOIATION REQUIRED IS AVAILABLE SOMEWHERE ON THE
BATr.EFIELD. THE KEY IS TO RAPIDLY RETRIEVE CRITICAL

INIFO IATION TO ALLOW THE CO NMDER TO REACT MORE OUICIO.Y
THAN THE ENEMY IN ACTION AND OVENS.
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*MRANM SIUU WHILE THE COM BER DID I:(ITIATE PRELIMInlARY ACTIO!IS, TO

m p umano INCLUDE PLANNING GUIDANCE, IF HE EXPECTS TO ACHIEVE EFFECTIVE

COI9ID CONTROL, HE MUST DO THE THINGS SHOWN ON THIS SLIDE.
-molA, " PAUSE

mm WE ALSO KOOW THAT PREVIOUS ANALYSES INDICATE THAT BATTLEFIELD MAW

? FUNCTIONS ARE GROUPE INTO FIVE MAJOR AREAS OF MANEUVER, AIR

m DEFENSE COMIBAT SERVICE SUPPORT, INTEL/ME, AND FIRE SUPPORT

AS SHOM M1 THIS SLIDE.

INVIORMEATIONI

.m IFJOWIATIOM WHICH IS ALREADY RESIDENT WITHIM THE FUICTIONAL AREAS

OF THE BATrLEFIELD IS TIE KEY TO THE SUCCESSFUL ACCOMPLISHENIT

OF THE COMMANDER'S TASKS.

PROGM TO IDEITIFY, COLLATE, AND MAKE AVAILABLE THIS

mSa IFO.lATION HAVE BEEn YELL UNDERWAY FOR THE PAST FEW YEARS.

EFFORTS SUCH AS THE ARMY BATTLEFIELD INTERFACE CONCEPT, THE

TECHNICAL INTERFACE CONCEPT, AND THE CORPS IffFORMATION FLOW,

JUST TO NME A FEW, ARE BEGINNING TO YIELD TANGIBLE RESULTS.

IT IS APPARENT THAT IF WE HOPE TO GIVE THE COIMANDER AN I

'IT1GRATED DEPICTION OF THE BATTLEFIELD, A DISCIPLINED mom"

CAPABILITY MUST EXIST FOR EXCHANGIN6 INFORMATION. ESSENTIALLY, jgc

THE, THE THRUST OF THIS BRIEFING IS TWO-FOLD. FIRST, TO SHOW

___ 0dAT WE HAVE IDENTIFIED THE MINIMUM ESSENTIAL INFORMATION THAT

CUID)ERS .. REQUIRE FOR DECISION MAKING, AND SECOND, TO DESCRIBE

A MEANS TO EXTRACT, PROCESS, AnD DISSEMIIATE THIS CRITICAL

me INFORMATION RAPIDLY.
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AIMUi of 00111ATION
- s am uvsw Ca m

131(1KV *C1ITW gAC1SIL VOL Wa-? 1K 0 0 0
ca lemm THESE SLIDES DEPICT EXAMPLES OF THE INFORMTION ELEEKTS D ,
suAoms "mLl. ) REQUIRED BY THE COHANDER AID STAFF IN OUR SCENARIO TO *

wAsfmagumA ACCOMPLISH THEIR TASKS. LISTED ON THE LEFT ARE THE EXAIWLES ® ' ' s ' *
avuual'tWSm ue(SWerff") OF A FEW OF THE ELEMNTS OF INFORIATION. THE X'S TO THE RIGHT s

.. DENOTE THE FUNCTIONAL AREA(S) WHICH HAVE A REQUIREMENT FOR
THIS INFORMATION.

THE CIRCLED X'S IN THE MATRIX DENOTE WHICH FUNCTIONAL AREAS
GENERATE THE INFOIMATION4 THEREBY DESCRIBING THE REQUIREIIT
FOR EXOWIGE OF THE CRITICAL INFORMATION BETWEN THE FUNCTIOIAL
AREAS.

IT MUST BE .RO THAT THE LIST IS NOT STATIC, BUT IS A DYNMIC

DOCUMENT SUBJECT TO CHANGE IN DOCTRINE. REFINEIT OF THTS LIST
WILL BE ACCOMPLISHED PRIMARILY IN CONJUNCTION WITH FIELD USERS
IN AN EVOUTIONARY MAIMER. WHILE THE KEY ELEMNTS OF
INFORMATION PROVIDE THE BREAKDOIh OF INFORMATION REQUIRED, THE
TIMELINESS RIEOIRNENT UST ALSO BE ADDRESSED. THUS, IT WAS
,ECESSARY TO OUANTIFY THE ABILITY OF THE BATTLEFIELD FUNCTIONAL
AREAS TO PROCESS AND DISTRIBUTE DATA.

A SCENARIO BASED STIDY, THE ARM COMAND AMD CONTROL MASTER
PLAN, SUPPORTS THE REQUIRIEMT FOR MORE TIMELY PROCESSIN6 OF
INFORMATION. AS AN EXAMPLE, AC21P STATES THAT, IN THE WOST

uw.,m STRESSED CASE, DIVISION HAS A REQUIIIEMIT TO COMPLETE THE COR ' n -

ESTIMATE AND ISSUE A FRAGMENTARY ORDER MOVI..6 A BRI6ADE TO
COUTER A THREAT PENETRATION AS SHOWN HERE. THE STUDY ASSESS-

PCo pAm MENT OF THE PRIMARILY MANUAL BASELINE SHOWED THIS TINE TO SAW

Acrmn 10 oummm" sum

IMIMIIM Illm 8-,~lbi

]'
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ACCOMPLISH THIS PROCESS. AS MOTHER EXAMPLE, AC2MP DEMMSTRATES ,, b.m

RaW TH"IS REQUIREMENT -FOR COMPLETIN6 A 6-2 ESTIMATE. PERFORMANCE OF
ECS2  THE BASELINE IS AS INDICATED. CLEARLY, A SUBSTATIAL GAP EXISTS w mummsr UaSUme

XECirnw BETWEEN THE COLLECTION AD DISSEMINATION 0 CRITICAL, PROCESSED inm '...,,

Io oTR _ \ .NFOMATION. BASED ON THIS LACK OF RESPONSIVENESS, OR am

USORINATE IMMEIATE NIEED CENTERS AROU3D SOLIDIFYING OUR EFFORTS TO INSURE
m s -THAT THESE TIIE REQUIREMENTS ARE MET. SO, WE HAVE IDENTIFIED .,N

A CONCEPT FOR EVOLVING AN INTEGRATED ARCI[TECTURE TO SATISFY
asTHESE NEEDS IN ECS2.

THE L060 ON THIS TITLE SLIDE IS MORE THAN JUST A LOGO. IT IS
A GRAPHICAL REPRESENTATION OF THE PRODUCT ORIENTED CONCEPT THAT

IS THE BASIS OF THIS APPRAISAL.

IN RER TO PRESENT A BRIEF BACKGROUND ON ECS2, IT IS ,ECESSARY
TO HAVE A COON UNIIRSTX1DI%6 OF THE BASIC PRECEPTS JUST
DISCI . FIRST, DURING THE COUCT OF THE NEXT WAR, IT IS A ,m
FACT THAT WE WILL BE BOTH OUT-6UI.IED AND OUT-NUMBERED. THE ,.,

as IEMAMIl6 PARAMETER IS OUR ONLY SHOT AT INFLUENCIN6 THE OUTCOWE
O F THE BATTLE. WIHILE THIS QUESTION OF HOW WE OUTSMART THE MERY"

NAY APPEAR TO BE A COIPLEX PROBLEM, IT ACTUALLY BOILS DOWN TO AN WMOrAUloN

u ACCURATE, TIMELY INFORMATION ARRIVING AT THE RIGHT PLACE AND ITS .. inin

EFFECTIVE USE. INFORMATION TiE BECOMES A FORCE MLTIPLIER.

MECTV DCMMO THIS SUM PORTRAYS THE PRINCIPAL W'I.ACTERISTICS OF INFORMATION

AS IT APPLIES TO DECISION MAKING. OF THE THREE CHARACTERISTICS
SL, ONE IS CONSIDERABLY MORE IMPORTA.NT THAN TE OTHER TWO.
BASED ON SEVERAL INFORMATION CHARACTERISTIC STUDIES, PARTICULARLY'"

mown
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HERE INTERVIS WEEc IlTH FIELD WJUK,6I ib

INFORMATIMN ON TINE WAS THE NOST IIPORTAVrT FACTOR. INFOR&ATION
.NOT DELIVERED BEFORE IT PERISHES HAS NO VALUE. WE ARE NIOT
SAYING THAT ERROXOUS INFO MATION GIVEN IN A TIhELY ,WANER IS
ACCEPTABLE. QUITE THE COMTRARY, WHILE THE APPLICATION OF
AUTOMATION IS AN ANSWER TO THE TIMELINESS PROBLEM, IT ALSO HAS
THE CAPABILITY OF INCREASIN6 ACCURACY AND RESOLUTION AND ASSISTING
THE COtNWIDER IN THE EFFECTIVE USE OF THis INFORMATION BY MEIS
OF DISPLAYS AND CORRELATION CAPABILITIES.

LET'S LOOK FOR A MOMENT AT THE COMhANDER'S DECISION PROCESS. Buio
EVENTS FOR THIS MODEL ARE TRIGGERED FROM THE SOURCES SHOWN ON

THIS SLIDE.

JtE TL~l THIS. INI TURN, IS FED TO THE COPMIADER, THRUSA
STAFF ESTIMATES IN THE PLANNIlG STAGE, SO THAT HE CAN COMPARE IT WITH
THAT WICH HE CONSIDERS TO BE THE DESIRED STATE.

HE THEN MAKES HIS 3eAII

DECISION AND ISSUES HIS ORDERS WHICH START THE CYCLE OVER AGAIN.
o(0510W PS0~BUT THIS PROCESS TAKES ON ANOTHER DItENSION D'JRINIG THE ACTUAL

CONDUCT OF THE BATTLE. WHILE IT MUST BE UNDERSTOOD A.D PRACTICED
THAT ESTIMATES ARE A CONTI1UI!G PROCESS, THE COi.IDER ,UST "GET

- HIS BATTLE INFO, ATIM DIRECTLY. THE APPLICATION OF AUTOMATIOt uumc
IS NOT TO PROVIDE = IN1FORMATION TO THE COMMANDER, BUT TO

mitt PROVIDE THE a INFORMATION M AD ACCURATELY SO THAT HE
loam - CA COMPLETE HIS DECISION PROCESS MORE RAPIDLY THAN THE ENEMY

CoYIDER. IT IS THE ABILITY TO EFFECTIVELY APPLY THIS PROCESS
O,. 130(6 UU~5STHAT PEMITS MAINTAI3ING THE INITIATIVE An WINNING THE BATTLE.

rREFERRING ONCE AGAIN TO THE CLOSED LOOP SYSTEM On THIS SLIDE, m
AUTOMATED SYSTEMS HAVE BEEN OR ARE BEING DEVELOPED TO COLLECT
INFORMATION REPRESEITED 1.1 THE BOXES ON THE LEFT. SOME PROGRAMS
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ARE ALSO UNDEIWAY TO DEVELOP AUTOMATED STORING AND PROCESSING
OF THIS TECHNICAL DATA GEiERATED BY THESE COLLECTORS. HOWEVER,
iE HAVE GAPS IN SOME AREAS WHERE NO AUTOMATION PROGRAMS ARE

UNDEIMAY FOR THESE PROCESSES. WE ALSO LACK PROGRAMS FOR

DEVELOPING AUTOMATION TO PRESENT KEY DECISION-MAKI36 INFORMATION
TO THE COMMANDER AND TO PROVIDE FOR DISSEMINATION OF GUIDANCE.
THESE GAPS ,NUST BE FILLED IN ORDER TO ACHIEVE A BALANCED AND

INFORMATIONINTEGRATED COIM'WAN/CONTROL SYSTEM.

im EACH FUNCTONAL AREA IS REPRESENTED BY A COMBoINATION OF RESOURCES
THAT FORM OPERATIONAL FACILITIES IN THE JOINT MEDIA COMMONLY CALLDj
OPFACS.

IT IS WITHIN THESE OPFACS THAT INFORMATION IS PROCESSED. THE [I .
IMPORTANCE OF THIS FACT IS THAT IT PROVIDES IDENTIFIABLE NODES

ON THE BATTLEFIELD THROUGH WHICH INFORMATION MUST FLOW. I.FORMATION
SUPPORTS THE DECISION-MAKING PROCESS, BUT THE OPFACS APE THE

FACILITIES THROUGH WHICH THAT INFORMATION IS EFFECTIVELY COLLECTED,
PROCESSED, AND DISSEMINATED. THE FIVE OPFACS SHOWN ON THIS SLIDE
ALSO COINCIDE WITH THE FIVE MAJOR FUNCTIONAL AREAS OF THE TECHNICAL

INFORMATION PODUCTS 3ATTLEFIELD. INFORMATION PRODUCTS
IUWTAUMUCU0tE OF M-("44 MOCK W AT iflUMSl=

* TECHNICAL THREE DISTInT TYPES OF INFORMATION PROCESSED IN THESE OPFACS m, szwr U N O

* STAFF ARE IMPORTANT TO RECO6NI - TECHNICAL, STAFF, AND COMMAND (iat w mm -..lJ

RELATED. THE PREPONDERANCE OF AUTOMATIM EFFORTS TO DATE HAVE (S"AUPCAT VZlnWQ
# COMMAND RELATID BEEN DIRECTED AT THE MANIPULATION OF TECHNICAL DATA - EXAMPS

OF WHICH ARE SHOWN ON THE SLIDES ON THE RIGHT. TECHNICAL DATA IS

INFORMATION PRODUCTS THE VERY ESSENCE FROM WHICH DECISION MAKING INFORMATION IS DERIVED. STAFF INFORMATION
PRODUCTS

e TECHNICAL ~puev Lum'nm
a MAJO 1110 ITE

& STAFF 10MM STATUS HUSn

& COMMAND RELATED Mn-1 0
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COMMAND
RELATED

INFORMATION PRODUCTS IT IS FIRST REFINED INTO STAFF INFORMATION, EXAPPLES OF W4ICH umoAlwsmsf amum

ARE SHOWN ON THIS SLIDE, WHICH ALLOWS THE STAFF TO DEVELOP OTWM RL400M
ALTEMATIVE COURSES OF ACTIONS FOR THE CO, MDERS CONSIDERATIONST m M

STAFFfMA v C~Al AN TSTAFF TECHNI1CAL DATA CONTINUOUSLY FEEDS THE STAFF ESTIMATES. IALLY,um usumim .

* COMMAND RELATED THE CO ID RELATED PRODUCTS EVOLVE, EXAPLES AS SHOWN HERE.
THESE FINISHED PRODUCTS PROVIDE TACTICAL DIRECTION AND SUPPORT

AR " ACTIVE C= lDIG. IT IS IMPERATIVE THAT OUR MA3AGEENT OF STAFF
ASD CIAND RELATED PRODUCTS RECEIVE GREATER EMPHASIS.INTERcO4ECTV

THIS IS A REPRESENTATIVE GRAPHIC DEPICTING INTERCONNECTIVITY AS
- - 1  IT IS EMPLOYED TODAY. MOST INTERCOINECTIVITY EFFORT IN AUTOMATION

TO DATE HAS BEEN DEVOTED TO MEETIN6 TECHNICAL PROCESSING REQUIRE-
(3D MOe ITS IN A STOVE-PIPE MANNER BETWEEN LIKE FUNCTIONS SUCH AS FIRE

CE~~~L-U- SUPPORT OR ADA TO ADA.
Jan CURRETLY, THERE IS A LINK BEWEN MANEUVER ArID FIRE SUPPORT 3Y

THE VARIABLE FORMAT MESSAGE ENTRY DEVICE OF TACFIM LOCATED IN
TRE FIRE SUPPORT EBOT IN THE TOC. IT SHOULD BE POINTED OU.,.
HOWEVER, THAT NEARLY ALL THE REMAINlING INTERCOINIECTIVITY IS

r irr - STILL MANUAL, WHICH MAY SOUhlD STRANGE CONSIDERI.IG THE EFFORT
i. =141 THAT HAS BEEF PUT INTO AUTOMATION THUS FAR. OUR CONCEPTUAL

I(RK, SUCH AS THE ABIC, HAS ADDRESE THE NEED FOR INTECOGtECTIVITY
, - BUT NOWHERE HAS A UNIFORM APPROACH BEMN TAKEN1 TO ADDRESS THE INTER-

CONNECTIVITY REQUIREMENTS REPRESeITED BY THE DASHED LIKES BETWEEN
* L.11... THE FIVE MAJOR FUNCTIONAL AREAS TO FORM4 AN INTEGRATED COi l

S CONTROL CAPABILITY. THIS IN1ERCONNECTIVIrY IS ESSENTIAL TO CLOSE
THE LOOP ON THE DECISIN PROCESS.
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PROBLEM

THIS, THEI, SHOWN ON THE LEFT IS THE PROBLEM. C52
inol WN qw alml

ECS2 IS OUR APPROACH TO SOLVING THIS PROBLEM. IT PROVIDES
THE EVOLUTIONARY, COMMON-SENSE APPLICATIO!N OF AUTOMATION AND
COMMUNICATIONS TO THE BATTLEFIELD DECISION-AKING PROCESS.

THE SLIDE ON THE RIGHT PROVIDES A GRAPHIC PORTRAYAL OF THE
RIGINALLY ENVISIONED ECS2 CONCEPT. IT SHOWS REPRESENTATIVE
UBORDINATE SYSTEMS CLUSTERED AROUND PAREiT CONTROL SYSTEMS.
HE POINT TO BE MADE ON THIS SLIDE, HOWEVER, IS THAT PREVIOUS

ANALYSES OF BATTLEFIELD AUTOMATION EFFORTS CLEARLY INDICATE
THAT BASIC FUNCTIONS AND TASKS FALL INTO FIVE MAJOR AREAS AS
WE HAVE POIMTED) OUT BEFORE. IN TUIN, THERE IS A REQUIREMENT
FOR EXCHANGE OF COMMANDER AND STAFF INFORMATION AMO;3G THESE FIVE
DISTINCT SYSTEMS. IT SHOULD ALSO BE POITED OUT THAT EACH OF
THE FUNCTIONAL AREAS HAS A COMMANDER AND A COMMAND CONTROL
SYSTEM III ITS OW4 RIGHT. RECENT ANALYSIS OF THIS CONCEPT HAS
REMOVED THE EXECUIE C2 SYSTEM FROM THE CENTER, AND ESTABLISHED
A FIFTH CONTROL SYSTEM FOR MAiIEUVER AS SHOWN ON THE LEFT. THIS
REMOVES THE IMPLICATION THAT ALL INFORMATION MUST FLOW THROUGH
THE TACTICAL OPERATIONS CENTER BEFORE GETTING TO ANOTHER
FUNCTIONAL AREA. THE TERMS ADMIl/LOG, INTEL, AND FIEL' ARTILLERY
HAVE BEEN CHANGED TO CSS, INTEL(EW, ANiD FIRE SUPPORT.

UIIE lOW I'M GOING TO BUILD A GRAPHIC FOR YOU THAT FICTIONALLY
DESCRIBES THE ECS2 CONCEPT. THIS FORMAT WAS ADOPTED BECAUSE
IT SERVES AS A COMMON FRAMEWORK FOR DESCRIBING USER REQUIREEITS
FOR A HOST OF PROGRAMS AND IS READILY ADAPTABLE TO ANALYTICAL
MODELING OF THE FUNCTIONAL AREAS AND THEIR INTERRELATIONSHIPS.
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EACH BLOCK REPRESENTS A BATrLEFIELD FUNCTION BUT NOT NECESSARILY
A COMPUTER. THE FORCE CONTROL BLOCK REPRESENTS THE COMANDER,
AND THE SOLID HORIZONTAL LINE REPRESENTS MINIMUM ESSENTIAL OR

KEY INFORMATION EXCHANGE BETWE1 THE COMMANDER OF THE FORCE AND
a HIS FUNCTIONALLY ASSIGNED SUBORDINATES. THE DASHED HORIZONTAL

LINE DEPICTS THE REQUIREMENT FOR INFORMATION TO BE EXCHANGED
AMONG FUNCTIONAL AREAS.

adw IN LIKE MANNER, THIS INFORMATION EXCHANGE REQUIREMENT EXISTS . r . -r

AT BATTALION, BRIGADE, DIVISION AND THEATER. TRE DASHED •

MA RECTANGLE DEPICTS THE STOVEPIPE EFFECT WITHIN EACH FUNCTIOMAL
AREA WHERE INFORMATION FLOWS VERTICALLY. ONCE AGAIN, IT IS , .

HERE WITHIN FUNCTIONAL AREAS THAT THE PREPONDERANCE OF OUR -

AUTOMATION EFFORTS HAVE BEEN DIRECTED). AUTOMATION OF ESSEhITIA -:..

INFORMATION ON THE HORIZONTAL LINES, THAT IS, AMONG FU;ICTIONAL ,.
AREAS, HAS NOT KEPT PACE. WITH THIS FUNCTIONAL OUTLINE IN MIND,
LET'S .OW DISCUSS EACH OF THE THREE COMPONENTS OF ECS2.

SUBORDINATE SYSTEM

SAM WORKING FROM THE BOT1OM UP, WE'LL BEGIN WITH THE SUBORDINATE .'" ,m ,

SYSTEMS. THE SUBORDINATE SYSTEMS ARE AUTOMATED OR MANUAL VANft, TP94( 90111010sw
SYSTEMS DESIGNED TO DO WORK INI FUNCTIONAL AREAS. EXAMPLES OF .W.,4,,,,0I,=.
THESE ARE SHOWN ON THE SLIME. THEY DEAL LARGELY IN TECHNICAL .

DATA. THEY CONTAIN LITTLE, IF ANY, DATA THAT CAN BE FED
DIRECTLY TO THE COMANDER IN A USEFUL FORMAT. WHAT USEFUL D1ATA M""" me

THEY 00 CONTAIN IS NOT NORMALLY DIRECTLY ACCESSIBLE. THIS IS

NOT TO DOWNPLAY THE IMPORTANCE OF SUBORDINATE SYSTEMS. CONVERSFLY,
THEY ARE ACCOMPLISHING IMPORTANT JOBS ON THE BATUEIELD. WHAT

IT DOES POINT OUT, HOWEVER, IS THE DIFFERENCE BETWEEN THE
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COLLECTION AND PROCESSING OF RAW DATA AriD THE AVAILABILITY OF
USEFUL INFORMATION FOR COMMAD CONTROL PURPOSES.

SCONTROL SYSTEMS

TO FILL THAT ROLE, THE CONTROL SYSTEM PERFORMS A THREEFOLD s Pma cr Acn's on Me FUUCTSM AN

ISSION. FIRST, IT PROVIDES THE FULCTIONAL AREA COIMWIDER WITH * ,uTl Nm e.cowm mtm

E CAPABIUTY TO PROCESS AND ANALYZE SELECTED DATA FOR HIS "- S KEo u , oMMfnE oaCE

COYWID COMTROL PURPOSES. SECOND, IT IS AN ELEMENT OF THE

COMAND CONTROL NETWORK SHARING SELECTED INFORMATION WITH THE job

OTHER CONTROL SYSTEMS. THIRD, IT PRODUCES KEY INFORMATION TO l

SUPPORT THE FORCE CaIWDER'S DECISION PROCESS. PREVIOUSLY

.. IDENT IFIED CONTROL SYSTEMS SUCH AS TSO-73, AS A, EX1 P V,
DEALS WITH THE REAL-TIME AIR BATTL IN TERMS OF TARGET QUEUING
AND TARGET SERVICING. THERE IS LITTLE PROCESSED INFORMATION
CURRENTY AVAILABLE FROM THIS SYSTEM THAT WOULD AID AIR DEFEINSE
OR FORCE LEVEL COMMAND DECISION PROCESSES AS PREVIOUSLY DESCRIBED.
I1 ORDER TO RULFILL THE ECS2 DEFINITION OF A COTROL SYSTEM, IT

MUST BE CAPABLE OF HANDLING STAFF AID COMMAND RELATED I"IFOP I'TIOP'
AND BE INTERACTIVE WITH OTHER CONTROL SYSTEMS.

THUS, THE TASK OF INTEGRATING CONTROL SYSTEM INFORMATIOl

PROCESSING AT THE FUNCTIONAL qODES MUST BE EXAMINED INDIVIDUALLY
AT EACH NODE OR SYSTEM, AND POTENTIAL MODIFICATION DETERMINED
INDIVIDUALLY BASED ON THE DESIGN AD REQUIREWITS EXISTING THERE.
AN EVOLITIONARY FIELDIN6 APPROACH WOULD SUGGEST A FIRST PHASE
IMPLEMETATION WITHOUT MODIFICATION TO FXISTING CONTROL SYSTEMS.

68



AS THE SULDES INDICATE, THE EXECUTIVE OR FORCE CONTROL SYSTE.
IS THE ONE THAT TIES TOGETHER THE FIVE MAJOR FUNCTIONS OF THE

BATTLEFIELD AND ALSO PROVIDES THE COMMANER WITH CRITICAL
-u DECISION-MAKING INFORMATION. THE SOFTWARE, COMMUNICATIONS, AmD

DISTRIBUTED CAPABILITIES ARE THE KEY POINTS OF THIS COMONEIT.
THE EXECUTIVE SYSTEI IS CLOSELY ASSOCIATED WITH THE CONTROL SYSTEMS
AT EACH FUNCTIONAL AREAj HOWEVER, WIHETHER OR NOT SEPARATE HARDWARE

IS REQUIRED HAS NOT BEEN DETERMINED AT THIS POINT. IN ITS
OBJECTIVE CONFIGURATION, THIS COMPONENT WILL SATISFY THE
REQUIREWITS STATED IN THE ARMY COMMAND AND CONTROL LASTER PLAN
WHICH CALLS FOR DISTRIBUTED DATA AND DISTRIBUTED PROCESSING.

DISTI D DATA THESE SPECIFIC DEFINITIONS ARE SHOWi HERE. M j MOCESSING

clowwgumm"goO THESE IN TURN SUPPORT THE ESSENTIAL OPERATIONAL DESIGN CRITERIA ma combcmmemMAIno,
uOF CONTINUIJTY OF OPERATIONS, SURVIVABILITY, SECURITY, INTEROP, '' t"n

RELIABILITY, AVAILABILITY, MANTAINMILITY, MID STANDARDIZATION.
SURVIVABILITY IN PARTICULAR NEEDS TO ADDRESS THE INTEGRATED
BATTLEFIELD AND IT NUCLEAR EI P IMPLICATIONS.

NOW WHAT I'M GOING TO DO IS REEIIPASfZE KEY POINTS IN THE CONCEPT.
THERE IS MA3E THAN ONE COMMAND CONTROL SYSTEM 0ON T4E BATTLEFIELD.

in* ~SUBORDINATE SYSTEMS FEED INFORMATION TO THE CONTROL SYSTEM TO .aw
- SATISFY THE FUNCTIONAL AREA COMAIDER'S REQUIREMENTS. ONLY A

SMALL PORTION OF THIS INFORMATION IS RELESE TO THE INTEGRATED

=L R2 ETORIC WHICH THEN BECOM AVAILABLE TO THE FORCE CONTROL AND
- JTHER FUNCTIONAL AREAS.
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=w THE FUNCTIONAL AREA COIWIDER USES HIS CONTROL SYSTEM TO
- 2...ACCOMPLISH HIS OWN COMMAND CONTROL FUNCTIONS UNDER A DIFFERENT

SET OF INFORMATION REQUIREMENTS.

THE EXECUTIVE SYSTEM TIES TOGETHER THE NETWORK OF FIVE CONTROL .r
SYSTEMS THAT REPRESENT THE FORCE CO1WWNDER'S C2 SYSTEM. "
03LY KEY INFO ATION IS CONTAINED I. THIS I.NTEGRATED NETWOR

WHICH TIE FORCE COMANDER AND FUNCTIONAL AREA COIAINDERS MAY -
DRAW FROM. THE COIIMADER OF THE FORCE OPERATES PRIMARILY FROM
THE MANEUVER CONTROL SYSTEM AD THE EXECUTIVE SYSTEM IS HIS
PRIMARY MEANS OF RECEIVING HIS BATTLE INFORIATION.

TO PROVIDE FOR THIS IULTIPLE STORAGE AND PROCESSING CAPABILITY,
WE NEED A RESPONSIVE HIGH VOLUME, FLEXIBLE SURVIVABLE COMMUNICATIONS
SYSTEM CAPABLE OF MOVING INFORKATIO. AMG THE EXECUTIVE, CONTROL
AND SUBORDINATE SYSTEMS OF ECS2 .

ESSENTIALLY, WE HAVE TO ATTACH THE PROBLEM OF ESTABLISHING THE
EXECUTIVE AND CONTROL SYSTEMS. WE HAVE SUFFICIENTLY STUDIED
THE PROBLEM TO UNDERSTAND THAT ANY FURTHER COI'CEPTUAL WORK IS
REPLOWIN6 OLD GROUND. WE KNOW WHAT WE WANT THE CONTROL SYSTEMS
TO DO AND WE HAVE ADEQUATE DOCUMENTATION TO KNOW WHAT INFOPJRATIOl
SHOULD BE PASSED. THE NEXT STEP IS TO GET SOMETHING INTO THE
FIELD SO THAT WE CAN BUILD ON EXISTING KNOWLEDGE AND LOGICALLY
EVOLVE AN OBJECTIVE AUTOtIATION ARCHITECTURE.

RANK THIS EXAIPLE COTROL SYSTEM POINTS OUT ITS BASIC COMPOMETS. Ic I mm
THE EXECUTIVE COMPONENT PROVIDES DATA TO THE COWIADER AND THE I* iIN"
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OTHER CONTROL SYSTEMS. THE FUNCTIONAL COIMMD CONTROL PORTION
IS THE PART THAT OOES THE FUNCTIONAL AREA COMMANDER'S PROCESSING
OF HIS IlN COMAND CONTROL, INFORMATION, AND THE COMM REPRESENTS
THE DISTRIBUTED CAPABILITIES.

LET'S CONSIDER THE APPROACH FOR IMP.EIMHTIN6 THE CONTROL SYSTEM
NETWORK THAT WE JUST DTSCUSSED. TACTICAL COMPUTER SYSTEMS AND p

TERMINALS, SUBSETS OF THE FORMER TOS PROGRAM, ARE BEING PLACED
IN COMBAT 1173 IN EUROPE OVER THE JEXT YEAR. THESE SYSTEMS
WILL INITIALLY HANDLE A FEW BASIC FUNCTIONS THAT WILL GIVE THE EMRLY Y N T

'.K TROOPS SOMETHING TO WO. WITH. THIS EARLY EMPLOYMEKT WILL nmema

PROVIDE VALUABLE FEEDBACK FOR THE PROTOTYPE MANEUVER CONTROL * ov~a,,'um"

SYSTEM WHICH DESIRABLY WOULD BE FIELDED IN 1985. THE VALUE OF
O PINmION uiw .uTHIS ACTION IS IDENTIFIED WITH THE USER-INTERFACE APPLICATION,

REFINEMENT OF INFORMATION BEING PROCESSED ANW DISSEMINATED, Ki DSO
THE PRACTICAL APPROACH TO SOLVING COItIICATIONS PROBLEMS. IT
IS IN THIS SAME MANNER THAT THE OTHER FOUR CONTROL SYSTEM
SHOULD EVOLVE.

(~ ) IN ORDER TO ACRIEVE AN INTEROPERABLE NETWORK IN THE FIELD IN

UIT1S AS EARLY AS 1982. USING STANDARDIZED. SHELF ITEMS,
POSSIBLY THE SAME TCS/TCT SYSTEMS AS ARE BEING USED IN EUROPE.

THROUGH ANl EVOLUTIONARY PROCESS. PROTOTYPE SYSTEMS SHOULD BE
DEL.OPED A-1 FIELDED AROUND 1985 COMENSURATE WITH THE MANEUVER
CONTROL PROGRAM. BETWEEN 1982 AND 1985, WE WOULD EXPECT NO
AUTOMATED LINKS BETWEEN THE EXECUTIVE PROCESSING TWORK AND THE
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EXISTING CONTROL SYSTEM. IN THIS SAME TIINEFRAM E THE
REQUIREMENTS OF THE CONTROL SYSTEM FOR FIJNCTIONAL AREA COMMAND

0 CONTROL WILL BE DEVELOPED AID REFINED.

0 PROTOTYPE SYSTEM FIELDED IN 1985 SHOULD 4AVE SOME DISTRIUTED
PROCESSING CAPABILITY AND LIMITED SOFTWARE TO SERVICE THE

FUNCTIONAL AREAS.

OBJECTIVE SYSTEMS IN 1989 WILL INCORPORATE ALL OPERATIONAL DESIGN

CRITERIA TO INCLUDE STANDARD HARDWARE, L.ANGUAGE, FORMATS AND
-. PROTOCOL AND WILL BE A TOTALLY INTERACTIVE ARCHITECTURE. ,,am m

FULL AMIL

E/C/S LET ME FOCUS YOUR ATTENTION ON THIS SUDE TO THESE IMPORTANT

POINTS. IN THE LONG RUN, IT MAY BE THAT SYSTEM SUCH AS
'TACFIRE AMD TSQ-73 WILL EVOLVE INTO TOTALLY INTEROPERABLE CONTROL

SYSTEMS, AS INDICATED BY THE DASHED BOXES, BUT WE WILL .OT
1, UNDERSTAND HOW THAT IS ACCOMPLISHF3 WITHOUT Af EVOLUTIONARY

[7 FIELDING. CONTROL SYSTEMS, AS DEFINED IN THIS CONCEPT, MUST
BE DEVELOPED UNDER CONFIGURATION MAAGEMENT ON BOTH SIDES OF

,tNL f - THE DEVELOPMENT COIMUNITY. AS WE BECOME SMARTER I.4 THE PRACTICAL

APPLICATION. THE FEASIBILITY OF ALTERING EXISTING PROGRAM TO

ASSUME THE ROLE OF CONTROL SYSTEMS MAY INCREASE. IT IS
ESSENTIAL THAT WE GET SOMETHING IN THE HANDS OF THE TROOPS
,1OW IF WE EXPECT TO ARRIVE AT A COHERFT NETWORK BY 1989.
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GIVEN THAT WE ACHIEVE ECS 2, IT SHOULD HAVE A VITAL IMPACT ON

EC32 OUR COMBAT CAPABILITY. ECS 2

EUV - WITH THIS PRESENTATION, WE HAVE MO STRAT THAT WE HAVE MADE CUTM'

Comm TAN61BLE PROGRESS DESIGNED TO INTEGRATE INFORATION AND AUTOMATION 01 -A"

SUNIMNATT OK THE BATrLEIELD. WE HAVE SPANNED THE GAP OF IDETIFYIG KEY sy l [ saw
SmS INFORMATION AND WE HAVE A REALISTIC, ACHIEVABLE CONCEPT FOR

1TI1iG TO AN INTEGRATED COMAID CONTROL NETWORK.
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wma~~~~ Nsem m mlwm
toPH wam emt omm c mt

-I m m FOLLOWING THE PRESENTATION ! HAVE JUST PRESENTED. " cow
- -mm 1ISSUE 3 WAS PIESENTED BY EACH OF THE PROPONENTS FOR THE CONTROL -,,-,, --

SYS AS SHOWN HERE. 9~ am

PAUSE

TSM ADDRESSED THE REQUIREIENTS TO SUPPORT THE ECS2 CONCEPT
FOLLOWED BY THE PM PRESENTING ACTIONS .NECESSARY TO FIELD A
SYSIE/SYSTEIIS TO SUPPORT THOSE REQUIREI T.

FOLLOWING THE CONTROL SYSTEM PRESENTATIONS, TWO PRESENTATIONS ON

BAA V C ICATIONS WERE PRESENTED. THE FIRST WAS BY BG LA.G, DCDR,

CE ISSUES CERCOI, WHICl]H, I61F,1B TNE IN DUACY OF THE ARMY FUNDVIG
STRATEGY TO EFFECTEY SUPPORT CE HARDWARE MD RAISED THESE

E HARDWARE SHORTFALLS ISSUES. KAM

UNDIN6 EMPHASIS ON N0 SYSTE
61.N6 OF CE EQUIPMENT PAUSE
D OF CE REQUIREVITS

M HILSMAN, CDR, $1G CEN,, THE OUTLINED COMMJNICATIONS SUPPORT
FOR ECS2 WITH PRIMARY THRUST ON THE P.tS-JTIDS HYBRID.

THE DARCIJ ASSESSMENT OF AN APPROACH TO IPJ.E]ND T THE ECS2

AROIITECTURE WAS PRESENTED BY CORACOI, DIR,. SEI. HE PRESENTED

THREE ALTERNATIVES USING CONFIGURATIONS OF TCS AND TCT EQUIPMENT
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ALTERNATIVE 2

AtmbmU zTHAT COULD BE EMPLOYED TO PROVIDE NEAR TERM ECS2 CAPABILITY, - TCS AT EACH OPFAC

TIME PRECLUDES AT THIS TIME A DETAILED NALYSIS OF EACH OF THE - ADDITIONAL TCT AT

ALTERNATIVES, HOWEVER, ALTERNATIVE #2 SHOWN HERE WAS RECOMMENIDED. - MAIM CP
ITS CAATERISTICS ARE ALSO SHOWN. -

S - CENi OPFAC
U I PAUSE - TAC CP.

~AT THE CONCLJJSION OF THE APPRAISAL, THE COR, TRADOC, GEN STARRY,
ATD VCSA, 68 VESSEL GAVE THEIR COIENTS WHICH ARE TANT IOUNT

TO THE DECISIONS REACHED AT BAA V. A DETAILED TASKIN6 DOCUMENT
IS CURRENTLY BEIN6 STAFFED WHICH WILL SPELL OUT SPECIFIC TASKS

, REQUIRED TO ACCOMPLISH THE ACTIONS REQUIRED BY THEIR GUIDANCE.

W Eaz w w, w mm IlI RATHER GENERIC TERMS, HERE ARE THE MAJOR BULLETS WHICH SUMMARIZ E
N am :THEIR COIIENTS. - u rnmicnw

m am m omilr 0 F m m - w3l Mil #wmwlw a a M I
CMInurvamu
111l1i11m wl viaNIMM I K(NOW THIS HAS BEEN RATHER FAST BUY MY PURPOSE WAS ONLY TO GIVE - ku Ach .v a wo m

m mo sin

* (VU emff Ual am im in um YOU A QUICK OVERVIElI OF THE MOST RECENT FORUM OF OVER 50 GENERAL

OFFICERS CONVENED TO DISCUSS THE DIRECTION WE IN THE ARMY SHOULD

BE HEADING IN THE AREA OF BATTLEFIELD AUTOMATION.
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VSURVIVABILITY, MOBILITY, AND DISTRIBUTED ASSETS

H. S. Madoff

Harris Corporation
Government Communications Systems Division

ABSTRACT

New systems are emerging which greatly increase battlefield information
availability. The threats to processing and communications elements, however, are
evolving faster than present systems and architectures can respond. Mobility, as
a means for survival, introduces a new set of requirements and considerations
beyond the capabilities of many existing and planned systems. Distribution and
internetting of processing and communication assets, coupled with high mobility,
is seen as a means to counter the evolving threat. The implications of highly
mobile distributed network elements will cause C3 1 systems in the 1990s to
inhabit a network architecture wherein communications are imbedded in the overall
users mission needs. Moreover, for nodal survivability, equipment architectures
will be distributed within local areas (such as command posts) to avoid loss of an
entire node due to single element failure or destruction. The need arises to
distribute network control and data bases throughout the battlefield network to
attempt to equalize the workload (both human and machine) through the echelons,
and to minimize the complexity of any single mobile element. The C3 1 network
and equipment architectures of the 1990s must also take advantage of existing and
planned systems and equipments, while minimizing the logistics support burden and
the cutover impact.

The intent of this paper is to examine the implications of mobility on
existing systems, to postulate general tactical communications requirements for
the 1990s, to illustrate the added impact of planned systems in the mobile
environment, to discuss the implications of distributing attlefield assets in the
mobile environment, and to postulate an approach to the C I architecture of the
1990's in a manner consistent with existing assets.

Introduction

Recent technological and tactical developments have expanded the
capabilities and responsibilities of the battlefield commander. Improvements in
target detection, precise geographical location, and ordnance delivery have
increased our ability to engage large numbers of enemy targets without the
commitment of large personnel resources. Hence, Force Multiplication has evolved
as the concept of using technology as the lever in winning or containing conflicts
against numerically superior forces. Adversary tactics, however, are evolving
concurrently to nullify or offset these advantages by the use of countermeasures
which include increased mobility.

Mobility raises the importance of the concept of "intelligence time,"
which is that time required by either side in a conflict to locate, target, and
destroy an enemy concentratiop of assets. A highly mobile enemy can avoid
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destruction by being able to move within the "intelligence time" limits of our
ordnance delivery systems, and vice versa. A penalty to the concept of Force
Multiplication arises in that the complexity and quasi-static nature of our
technically superior ordnance delivery systems increases the probability of
destruction by a highly mobile adversary. The net result is that future tactical
commanders will require increased intelligence data, closer intra- and
inter-service coordination of resources, and increased mobility.

The initial INTACS Study developed a cost-effective tactical
communication system for the period 1976-1991. In the few years since INTACS,
indications are that the C3I needs of the 1990's will require systems heretofore
described in science fiction movies and writings. ELINT and SIGINT systems are
emerging which provide deep penetration past the FEBA and generate enormous
amounts of data detailing enemy concentrations and maneuvers. Highly mobile
ordnance platforms are being developed concurrently. To enable timely response to
targets, specifically with the intent to "find-before-fire" or allow QUICKFIRE
capability with TACFIRE, highly formatted targeting messages and/or graphics will
need to be transmitted quickly through the network.

Two contradicting requirements appear to dominate the Army C3I needs
for the 1990's: the need to simplify the command and control activities for a
highly mobile force network, and the need to rapidly manage and disseminate
enormous amounts of diverse and complex data.

Evolving Communications Requirements

Figure 1 illustrates a simplified summary of the INTACS objectives for
the 1980's, and the predicted objectives for the 1990's. The complexity and speed
of response envisioned indicate the need for terse, pre-formatted message data to
be delivered to and from units closer to the FEBA. Rapid situation reports
(SITREPS) and position location information will be of the greatest importance tr
the battlefield commander and can be fully automated. Orders to units closer to

FESA

1 1*- TACSAT (/C) 0,14-TACSAT (S/C) -4 SINCGARS

MSE MSE (VOICE/FAX)
SINCOARS SINCOARS

TERRESTRIAL (U/C) (VOICE/FAX/
(VOICEIFAX/ RECORD)

RECORD)

PREDICTED TACSAT (U/C11 S/C) 0-1 0 SlNCGARS -

MSE lMSE
SINCGARS (VOICE/CC/FAX/

TERRESTRIAL (U/C) GRAPHICS)
(VOICE/FAX/

RECORO/GRAPHICS/ <PACKETIZED VOICE/OATA>
BULK)

< PACKETIZED VOICE/DATA
WITH STORE.AND-FORWARD

FOR RECORD DATA > A048057AFCEA

Figure 1.
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the FEBA are also candidates for automation. Note the suggestion that Mobile
Subscriber Equipment, namely MST's, or some variation thereof, could be deployed
at BN and below for communications across BN or Company boundaries. This would
allow Companies or Battalions to "patch" through adjacent units to the next higher
echelon, providing enhanced communication survivability and command and control in
the event of disruption of service to ones specified higher echelon. Figure 2
illustrates a case wherein the uppermost Companies are cut off from BN. By being
able to "patch" through to the central BN, even if routed through an adjacent
Company, positive command and control can be maintained until the uppermost BN
capability is restored. Data base distribution and security issues arise which
will be addressed later.

FESA

SITREP

EAC6

X®

AO86AFCEA

Figure 2.

i The Consequences of Mobility

The evolving threat to our battlefield resources is be!ng responded to
bythe requirement for increased mobility. However, our present network
architecture does not appear to be able to keep pace with the high degree of
mobility envisioned for the 1990's. The consequences of mobility as a means of
survivability are best seen by example. Figure 3 illustrates a single thread
through echelons of Corps and below for Main and Alternate Command Posts (CP),
excluding artillery and support CP's. The intent therein is that as a particular
CP is operating within the communications network, Its alternate CP Is moving fromj its previous position to a new position where it (the alternate) enters the
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FEBA,xxx xx x ,,, 1

TEAR-DOWN/

UNIT OPERATE MOVE/SET-UP CASE I CASE 2

XXX 12 (HOURS) 4 (HOURS) I I

XX 6 2 3 5

X 3 1 3 3

II 1.6 0.5 3 5

I 0.75 025 3 6

MAINS 0.024 0.7N3

11.25 (HOURS) 3 COMPANIES
TUPDATE (MAX)- 0.1876 , 4 COMPANIES

LIS 5 5 COMPANIES
0.125 , COMPANIES A048&-AFCEA

Figure 3.

network and allows the other CP to move. For illustrative reasons only,
intelligence times have been assumed for Corps through Company of 16, 8, 4, 2 and
1 hour(s), respectively. Again, for illustration, the single node time-line
availability was assumed as 75 percent (i.e., 75 percent operating, 25 percent
tear-down/move/set-up). From th.is starting point, one can determine that network
changes, as a result of nodes entering and exiting the network, can occur as
rapidly as once each 7.5 minutes (for the case of six companies per battalion), as
averaged over several hours of sustained activity. Moreover, the two cases shown
in Figure 3 for unit complement indicates that the probability of all "Main" CP's
being in the active network at any one time, for the intelligence times given, are
0.024 and 0.003, respectively. For cases where routing indicators (RI) and/or
telephone numbers change between main and alternative CP's, the message or circuit
switched networks will be in a state of routing flux in excess of 90 percent C4
the time.

For the simple case of Main and Alternate CP's, the quick network exit
and entry requirelents may be manageable. However, as new systems become fielded
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the FEBA are also candidates for automation. Note the suggestion that Mobile
Subscriber Equipment, namely MST's, or some variation thereof, could be deployed
at BN and below for communications across BN or Company boundaries. This would
allow Companies or Battalions to "patch" through adjacent units to the next higher
echelon, providing enhanced communication survivability and command and control in
the event of disruption of service to ones specified higher echelon. Figure 2
illustrates a case wherein the uppermost Companies are cut off from BN. By being
able to "patch" through to the central BN, even if routed through an adjacent
Company, positive command and control can be maintained until the uppermost BN
capability is restored. Data base distribution and security issues arise which
will be addressed later.

FESA

SITRE

: Afl4K.-AFCEA

: Figure 2.

)X

:. The Consequences of Mobility
The evolving threat to our battlefield resources is being responded to

by the requirement for increased mobility. However, our .present network
architecture does not appear to be able to keep pace with the high degree of
mobility envisioned for the 1g90's. The consequences of mobility as a means of
survivability are best seen by example. Figure 3 illustrates a single thread
through echelons of Corps and below for Main and Alternate Command Posts (CP),
excluding artillery and support CP's. The intent therein is that as a particular
CP is operating within the communications network, its alternate CP is moving from
its previous position to a new position where it (the alternate) enters the
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and integrated into the communications net, the number of distributed nodes at any
particular echelon will increase drastically, and the network management
requirements will increase accordingly to coordinate hundreds of network control
updates per hour.

The Impact of New Systems

The battlefield commander's needs for increased timely intelligence
data are being addressed by the development of the All Source Analysis System
(ASAS), and the internetting of ASAS data with Tactical Operations Centers (TOC),
TACFIRE, and other systems such as the TSQ-73 FIREFINDER and the Ground Processing
Centers (GPC's) for sensor systems like PLSS, SOTAS, GUARDRAIL, etc. The
functional connectivity of these systems, at Corps and Division levels, is
illustrated in Figure 4. Overlaying the survivability/mobility network
implications and distributed C2 objectives, one sees a proliferation of
communications connectivity and an aggravation of the overall control needed to
keep the topologically changing network functioning. Thus, while systems presently
evolving for deployment in the 1980's and Iggo's time frame will provide more
situational data to the battlefield commanders, they will be adding to the present
communications throughput and control burdens. Distributed processing and control
may provide the required survivability, but may also require drastic architectural
changes in both connectivity and network control.

ADJACENT ADJACENT
DIVISION IDE FEA

xxx

EAC {SCX

xxxle X XAJCN

DAFigure 4. 3AFCEA

Moreover, as management of the distributed assets become more complex
and require faster network control response, communications personnel will not be
able to respond in a useful manner without ADP enhanced or possibly fully
automated help. The man/machine interface into the communications network will be
similar to the battlefield commanders situation displays, but concerned with node
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status, line quality and availability, addressing for messages or circuits, etc.
Normal network entry and exit will become computer controlled, with spoof-proof
challenge/response techniques developed to avoid communications compromise, and
only non-normal or emergency situations routed to the operators. Decentralization
of communications, as in packet networks, helps this somewhat in that a local
problem can be handled by a local operator with a limited purview, rather than a
centralized operator with hundreds of nodes to control. The homogeneity of a
packet approach allows for a unified operator control methodology to be imposed
such that simpler actions can alleviate network difficulties.

Distributed Assets and Decentralized Control

Decentralized processing requirements are a driving factor in the
evolution of distributed networks, such that any node within a distributed network
benefits from processing and data access resources far in excess of those resident
at the particular node. While the benefits of such a system are evident (i.e.,
less complex highly mobile nodes linked in pseudo-symbiotic relationships),
certain network aspects which have been set for the quasi-static backbone network
demand renewed interest and scrutiny. For example, if a Communications System
Control Element (CSCE) is to be located at DIVMAIN (Ref. INTACS), if message data
(conventional or otherwise) is projected out toward company level, and if mobility
leads to network routing changes on the order of every minute or less, it is not
clear that the currently envisioned CSCE could meet the requirements of a
distributed, changing network topology of this nature. Distributing CSCE functions
In a series of nested subnetworks could alleviate the load on any one control
segment (e.g., keep the product of lines serviced and response time constant
through the echelons). By distributing network control, one could also more
easily accommodate the tighter security and authentication requirements needed to
keep the network from being penetrated by hostile "listeners" or "spoofers."
Moreover, a series of subtle yet effective measures beyond COMSEC may have to be
incorporated to avoid "spoofers" from disrupting network operation. For instance,
a captured communications node could be able to continue communication and have
the safe means to notify the net or subnet supervisor of compromise. Thus,
knowledge of infiltration can be made available, real data transmission can be
circumvented, and counter intelligence techniques can be applied.

For distributed C3I networks in the 1990's, communications will no
longer be distinct with clearcut boundaries, because data base interactions will
be both ,mission specific and network-specific. Authentication and error control
will take on increased importance to avoid compromise of position or tactical
data, and to avoid accidentally or overtly erroneous data and/or network control
to influence the network. Address (RI and telephone number) assignment strategies
will evolve fo keep pace with the overall mobility and network entry/exit
requirements. The delimiting of type and grade of service at echelon boundaries
will take on added importance as tactical communications become increasingly
embedded in the overall C-3I architecture.

The decentralization of the command and control will include networks
within an echelon as well as local area networks within a CP. The ostensible
objective of distributed command and control assets in a CP is to preclude loss of
the CP capability in the event of a single element failure. A secondary objective
is potentially easing the logistics burden by utilizing common and/or modular
hardware and a unified software language. The Army Command and Control Master
Plan (AC2MP) describes a sample distributed C2 Executive system with
functional redundancy for survivability. In the battlefield context, the sample
distribution utilizes 10 interconnects and provides 100 percent functional
performance for the loss of up to two nodes, as shown in Figure 5(A). Because of
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mobility requirements, the number of interconnects can adversely affect set up
time, tear down time, and logistics support. An alternative, shown in Figure S(B),
is useful for comparison. By choice of an appropriate processing system
architecture for the distributed nodes, 100 percent functional performance can be
achieved for the loss of up to four nodes by software reconfiguration of the
surviving nodes to absorb some or all missing functions. The throughput
performance degradation of the alternative is faster than the original
configuration, but the number of interconnects is less by half. Also, the
alternative nodes are logistically identical including software complement, with
the distinct functional identities set at set-up time.

(A) (l

INT IF) lT IP

PLANS (B)

PIE (U)

ES NOET. (8)

MOD()PLANS I) F M IA 
I))

PLAN (2 1S 1.6)3 .. .4I~

-Is HIT 1.U 5

AXNDT. U) OCSS (O) DUE A PSSin
FSE () - NT ()

C ( 11 ) A / S M T . ( 8 )

aItE O E S FU liCT. COM M ."LI ES" NO . O ES FU IICT, COM Rt "LI ES"

MIIE WT L S PERF. RE W'D INTE P LOST PE RF. RE W'O

Addein theT PoCO NECTS

1 . 2 1 1.A 2

Is 1 . 3 6 I.1A 3

$ 1. 41 4 3 1I 4

4 is s 4 rfn A

*NlOTE: SOFTWARE RECONFIGURAILE
WITH APPROPRIATE "TASK"
AND "INNlO" MOULES AO485-AFCEA

Fitgure 5.

Addressing the Problems of Distributed Assets

1TACS s conceived as an on-go ng effort to refine A my 
co mun catons

requirements as tactics and technologies evolve. The challenges of the postulated
1990's battlefield environment and distributed assets may be well served by a
parallel effort examining communications from a purely top-down, structured
approach as alluded to in Figure 6. To incorporate the intelligence fusion
concepts and reflect the mission responsiveness of future Army communications
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Figure 6.

networks, a heuristic approach based on the overall "products" of C31 might be
the most useful. These "products" are both offensive and defensive in nature,
namely:

Offensive

- Accurate and timely delivery of ordnance
- Positive control and coordination of position
- Accurate and timely intelligence and assessment receipt and

dissemination
- Adequate and timely force and logistics support

e Defensive

- Survivability by mobility and denial of positions and strength
information

- Positive control and coordination of position
- Accurate and timely intelligence and assessment receipt and

dissemination
- Adequate and timely force and logistics support

The commonality exhibited should be exploited throughout any evolving architecture
for the 1990's, and is summarized in a top-level manner in Figure 7.
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Because of the diversity of tactical missions and limited defense
spending, a shift to general processing and communication systems will be seen,
with software "Task Modules" and "Mission Modules" tailored for specific
applications. This generalized system architecture can evolve, after suitable
analysts across mission boundaries, to maximize the use of the Military Computer
Family (MCF) and Ada as a means to ease the logistics burdens of hardware sparing
and repairing, and post-deployment software maintenance. Accompanying this will be
increased automation of logistics and status functions to ease the real-time
operator burden. -

A general architecture can be envisioned for future TOC's, ASAC's, and
other nodal elements requiring both comunications and specialized processing,
which is responsive to distributed networks, tolerant of technology insertion and
highly modular. Figure 8 functionally describes such an architecture which allows 0
for both RED and BLACK external interfaces (both for communications and processing)
within the appropriate security constraints, as well as three levels of internal
interfaces. The Local 1/O ports are useful for operator interfaces off-line
storage devices, and other process-external devices and functions. For stacking
(i.e., paralleling) processing assets for more external interface capabilities,
e.g., more communications lines, more operator interf aces, etc.) wherein greater
processing power is required, the "BUS A" extenders are designated; for stacking
processing assets for greater data base and data manipulation capabilities, the
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Figure 8.
"Bus B" extenders are designated. Specification and maintenance of internal

interfaces can allow for technology insertion at all levels (i.e., I/0, "CPU", and
"DATA BASE") within size, weight and power constraints. This is not inconsistent
with technology trends since processing power and memory densities have
continually increased within fixed physical and power boundaries.

Conclusions

Increased data requirements, faster and broader communications, and
increased mobility lead to increased processing capabilities, diversified and
flexible connectivity, and a general decentralization of the command and control
structure. While seemingly a conflicting set of needs, operational and
architectural upgrades could respond to these needs, and be expanded upon to
evolve into future system, hardware and software developments. A growable
architecture, 'as was depicted in Figure 8, can be responsive to the data density
distribution in future Army C31 networks as well as the need to segregate,
periodically update, and (as requiredl expand, contract and even interchange data
bases. This is consistent with the CJI commanders perspectives through the
echelons, as depicted in Figure 9.

If a distributed architecture is envisioned to include networks as well
as nodal elements, and sufficient care exercised in the top-down functional
partitioning, technology insertion can be achieved wherein Increased processing
capabilities can be realizedwithout extensive system redesign. The net benefits
accrued from microscopic upgrades of small subsystem elements which are manageable
and well defined (in the functional, performance, and interface sense) are lower
acquisition costs and reduced time to deployment. This is graphically illustrated
in Figure 10.
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Several important aspects of distributed assets exist which will
require special attention in the coming years. Interoperability has always been a
difficult objective within US services as well as NATO. Perhaps distributed
processing and control will allow for sirpler, more easily controlled interface
and interoperability at a variety of echelons, allowing quicker joint reactions to
front-line activities.

Existing communications systems and architectures have been a long time
in the making, and the potential impact of decentralized control could have a
serious negative impact on communications unless preparation and training begins
early. A positive factor is the homogeneity of distributed assets and
decentralized control, a characteristic which will tend to equalize the workload
throughout the echelons in terms of activity and operator skills.

Finally, the avoidance of traumatic impact to in-place systems is of
the upmost importance. The threat of a mobile adversary appears to dictate
beginning any upgrade near the FEBA, proceeding upward toward Corps. However, the
larger purview requiring enchanced processing and decision-making capabilities
resides in the upper echelons. Regardless of where in the command hierarchy the
future C31 architecture begins its integration, the care with which applicable
existing systems and equipments are utilized will aid in reducing the cut-over
impact and in effecting rapid acceptance and full exploitation.
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ADA AS A DESIGN TOOL FOR FUTURE C3 SYSTEMS

Dr. S. Amoroso

US ARMY COMMUNICATIONS RESEARCH
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ABSTRACT

The design of the Ada programming language which has been under
development by the Department of Defense for the past several years
has just been completed. Implementations are in progress and the
years ahead will show if the promised expectations are realized. In
this paper we review these expectations and discuss the two most
innovative facilities in Ada and how they should impact future C

3

systems.

Studies conducted for the Department of Defense in 1973 and 1974
concerning the costs of software being procured by the DoD (costs that
were very high and increasing at an alarming rate) showed that the most
serious software problems were associated with what are referred to as
"embedded computer systems." Command, contrcl, and communication
systems form the prime examples of such systems.

These concerns, which also included concerns about the quality
of the software being procured (which was another equally serious
problem), resulted in some major initiatives by the DoD, one of
these resulting in the Ada Language. Since it was determined that
the greatest potential benefits could be obtained by concentrating
on the problems with embedded computer software, and since it was
further determined that a serious problem existed in programming
language usage in this application area, a DoD-directed tri-service
working group was established. The mission of this group, which is

called the High Order Language Working Group (HOLWG), was basically
meant to be one of standardization, but it also included making available

tthe most appropriate languages and supporting tools for use in developing

embedded computer system software for the DoD. During the most important
years of its existence the HOLWG was chaired by LTC William Whitaker
representing the DoD. Also during this critical period, Dr. David A.
Fisher, then with the Institute for Defense Analysis, was the group's
chief technical advisor, and the main architect of the requirements
document that resulted in the Ada Language.

Although, even at that time the use of high-level languages for
embedded computer software was widespread, much (and perhaps most)

such software was still developed (and hence maintained) in machine-
level languages. Besides the readability of such code being very
poor, making modifications to machine-level code is as frustrating and
error-prone as any imaginable endeavor. Obviously, the unnecessary
use of machine-level languages for embedded computer software was a
factor contributing to the DoD's software problems.
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Even when such software is programmed in higher-level languages,
serious problems still existed. At the time the HOLWG was formed
(Jan 1975) there was no control on the usage of languages for these
applications. It was not rare for a major project to begin by designing
its own high-level language, or at least modifying an existing language
to an extent that in effect a new langvage was created. These would be
no small undertakings. Programing support capabilities would also be
needed including translators, development tools, testing aids, as well
as host operating systems and special purpose executives. Such costly
duplication obviously diverted from the effort of developing the applica-
tion system itself. The cost of developing such language systems almost
always meant that only the most primitive programming aids could be
afforded. Finally, having systems tied to such special purpose language
systems would mean unnecassary further ties of maintenance to the
original developer. The large number of duplications of these essentially
similar language systems (across the services and even inside any one
service) obviously was another contributing factor to these high software
costs.

Additional problems caused by using d4ff-rent languages for essentially
similar tasks are:

-the research problems associated with embedded computer software are
scattered and diluted due to a resulting lack of focus,

-the lack of communication and technology transfer among software
practitioners working with different language systems.

One of the first early definite steps taken was to place some
controls on the free use of programming languages in the DoD was the
issuance of DoD Directive 5000.31. This is a small list of "approved"
high level languages that can be used to develop new embedded computer
application programs supported by DoD funds without getting approval.
The use of any other language not on this list must be justified, and
such justification would have to show benefits over the life-cycle of
the project and not just development savings.

Embedded computer software is often very large, long lived, and
subject to a great deal of modifications and improvements during its
lifetime. It is not unusual for revisions to be of the same order of
magnitude as the original development.

The reliability of-such software is usually critical, it being
essential that such systems continue' to operate in the presence of
faults in the 4nput information, in operator procedures, as well as
in the software itself. Such software must interface to a great
diversity of input-output devices including control signals, analogue
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devices, and sensor monitorings. Such software must support the handling
of physical and logical concurrent system activity. It must also be
capable of responding to critical timing problems, i.e., service interrupts
often have to be handled within critical time periods to avoid disasterous
consequences.

All of this, and more, resulted in the requirements specification
that guided the design of Ada.

A summary of the major requirements is:

-A capability'of aiding the process of producing reliable, robust software,
i.e., software that is correct and capable of operating in the face of

Avarious kinds of adverse conditions.

-A capability of aiding in the development of modifiable software, i.e.,
software capable of being extended, changed, and improved in a controlled
rational manner.

-A capability of handling logically concurrent processes'that are implemented

either on a uniprocessor or multicomputer system.

-A capability of interfacing with a wide variety of low-level I/0 devices.

-A capability of interacting with real-time clocks to.control devices in
response to time constraints.

The following remarks might help place the Ada project in some
perspective:

-the entire history of high-level languages (if we start from original
FORTRAN in 1957) spans only twenty-three years,

-just about all the programming languages used for DoD embedded computer
software is based on the technology of at least twelve years ago.

-the field of research on programming language design is very active and
many important new advances have been made over the past twelve years.

The Ada language project represents a major attempt at technology
transfer. The language contains many exciting facilities that will be
new to most of the user community. But each facility comes from the

research community well-tested and well-understood.
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Although such facilities as the exception-handling mechanism, the

library facility, low-level I/O, generics, and even numerics all represent

very important advances, it is the area of program structuring or

modularization and the facilities for dealing with program concurrency

that represent the most important and interesting new facilities incorporated

into Ada.

Structuring the design of an embedded computer system so as to aid
in the maintenance process can give enormous benefits in decreasing both
costs and frustration levels. Just about every system will require modifi-
cations, corrections, and improvements (this is what maintenance means),
especially after the initial design, and there are important contributions
that a programming language can make to facilitate this. The most important
modularization facility in the Ada Language is packaging. By means of which
a system can be structured into interacting units in such a way that each
unit is divided into two parts: a specification (or visible) part, and a
body (or hidden) part. The specification parts contain the data types,
variables, constants, operations, and procedures needed by system units in
interacting with other system units. All implementation information that
is not needed by other units is placed in unit bodies and is inaccessible
anywhere in the system outside the body itself. This inaccessibility is
enfo-ced by the semantics of the Ada Language, i.e., by the compilation
process. Provided the specification of a unit does not change, a body
can be redesigned and reimplemented without causing effects on system behavior,
except for possible performance changes. Even if system modifications require
more substantial changes than to bodies along, the packaging feature can
give the system a structurdi clarity that can help facilitate such system
redesign.

The modularity facilities offered by the Ada Language go far beyond
packaging. Each unit can, for example, be separately compiled, and the
languages checking facilities go across separately compiled boundaries
exactly like they go across all unit boundaries in the language. The
tasking facilities are almost as useful and as important as packaging for
system modularity. In preliminary Ada, the term module was used for
either a package or a task, and although the terminology has changed, the
fact remains that the task is an important modularization facility.

Ada tasking is with little doubt the most interesting facility in the
Ada language. It offers the system programmer a facility for dealing with
logical and physical system concurrency in the language. System concurrency
io an essential fact in embedded computer systems and most of the current
military languages require that the system designers in effect must either
build all the mechanisms required in each application, or use pre-existing
operating system mechanisms that may not fit the current application too
well. Not only are these facilities available in the language itself
:as opposed to being in back-up systems to the language), but they exist at

a level that matches the user-oriented spirit of the rest of the language.
The programming of intercommunicating concurrent tasks is usually the most
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difficult kind of programming (i.e., the most complex and error-prone
of all kinds of programming).

Current research indicates that distributed systems (multicomputer
systems for example) offer much hope for great improvements in system
efficiency, expandabillty, and especially system robustness. By this
latter term we mean systems that can continue to operate in the presence of
adverse external conditions or faulty conditions internal to the system.
For example, systems that can continue to operate when parts are disabled.
Ada's tasking can be implemented both on uniprocessors (just about all of
the early implementations will be for uniprocessors) or non-uniprocessors.
This possibility makes Ada of great interest to the research community
working multicomputer system development.
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HARDWARE/SOFTWARE ISSUES AND IMPACT

OF HOL IN FIELDING VLSI

B. H. Whalen
TRW DSSG

ABSTRACT

Programmable hardware will be pervasive in Army systems of the 1990's. Three
types of programmable hardware are discussed here: mask programmable, micro
programmable and software programmable. Parallel signal processing puts new
requirements on higher order languages and their associated compilers.
Suitability of the new DoD language ADA to programing VLSI signdi processing
hardware is discussed.

97



HARDWARE/SOFTWARE ISSUES AND IMPACT

OF HOL IN FIELDING VLSI

B. H. Whalen

TRW DSSG
INTRODUCTION

Programmable Hardware will be pervasive in Army Systems of the 1990's. This
hardware includes computers, signal processors, and special functions. The
increase in programmability is due both to needs and to technology. Program-
mable system elements provide greater flexibility and accuracy. The widespread
introduction of digital Very Large Scale Integrated (VLSI) circuits enables digital
systems to be smaller, cheaper and more reliable than their analog counterparts.
However, the enconomics of VLSI dictate that digital systems be programmable so
that a minimum set of circuits can be used in a maximum set of applications.
This result is evident already in the civilian sector. Microprocessors now
dominate industrial electronics.

Programmability is both a blessing and a curse. It provides the flexibility to
respond to new tactics and weapons with systems which have a long operational
life. Since long operational life is the rule for Army systems, flexibility is
essential. The curse of programmability is that it tends to increase the need
for highly skilled manpower and can also increase support and configuration
management costs. These negative impacts are magnified by the increased turn-
over rate of military personnel.

This paper deals with the issue of programmable systems, and ways to minimize
their negative impact. The issue is a complex one because programmability can
take many forms. It can be embedded so deeply in system hardware that its
existence may not be realized. However its potential negative impact still
exists.

I shall discuss the various forms of programmability and their implication. Next
I shall. discuss the role of higher order languages (HOL) and compilers in solving
the support problem. Lastly, I will discuss features of the new DoD standard
language, ADA, which may facilitate programs which are highly structured and
maintainable as well as efficiently implemented in VLSI hardware

IMPLEMENTATIONS OF PROGRAMMABILITY

MASK PROGRAMMABILITY.
Any system with a set of selectable switch settings or options is programmable.
The selection can be accomplished by setting bits in a read only memory (ROM)
or by making connections through a contact mask for an integrated circuit (mask
programing). Some ROMs themselves are mask programmed. In addition to ROMs
there are two main classes of mask programmable integrated circuits.

The first type is custom programmable circuits. These are circuits which
accomplish a limited family of functions which are selected by the contact mask.
For example a number of communications functions can be realized by finite state
machines.' These machines are easily implemented by shift registers with programmed
feedback taps. Programming consists of selecting the taps and the operations to
be performed in the feedback paths.
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Pseudoradom (PN) sequence generators, key generators, and code synchronizers are
examples of functions which are programmable in this way.

The second type of mask programming uses regular arrays of Boolean logic gates.
By appropriate connections of the array any loqic function can be realized as a
suiii of products or product of sums. The desired Boolean expression is first
reduced to the fundamental form, called a prime implicant. An assembler can then
generate the required contacts in the mask pattern.

These two techniques can be combined by adding a latched output register and
feeding it back through another "or" matrix to an input decoder. The input
decoder provides the input to the "and" matrix as a Boolean function of the
feedback state and the inputs.

The resulting flexibility is sufficient to realize the logic of any general purpose
computer and a several computers have been constructed using this technique.
However, the programming and testing require very sophisticated support tools.

The size and arr, igement of this type of chip, as well as the structure of the
input decoder vary from manufacturer to manufacturer. Therefore each variation
must have a different set of support tools.

MICROPROGRAMMABILITY
The feedback progranable logic array can realize a very large number of finite
state machines, depending on the feedback taps and the decoder logic. If these
taps and logic are controlled by a control word, and that word is stored in read
only memory, the chip is "microprogrammable". The program is a sequence of ROM
addresses each of which results in a specific finite state machinp. Fch Jesired
behavior option is stored as a word in the ROM. That option is executed by insert-
ing the address of its control word into the ROM (microstore) decoder.

Nonially, a number of parallel functional units are implemented in this way to
build a computer or system. Each functional unit has its own control ROM. The
microprogram for the system must address in parallel all of the ROMS. The addresses,
when juxtaposed into a single long word, are called a horizontal microinstruction.
This word may be as short as a few bits or as long as 300 bits, depending upon the
machine.

The chance for error in programming at this level is quite high and obviously,
support tools are essential. One solution is to encode the horizontal words into
shorter words for all the bit patterns which realize useful functions. These shorter
words are given mnemonics and an assembler is then constructed.

There is a practical obstacle to this in that almost all useful higher level
instructions take several microcycles for each functional unit and the functional
units may have to operate in a staggered pattern. Thus a vertical instruction may
actually consist of pieces of several horizontal microinstructions.

One way around this obstacle is to insert delay registers in the various hardware
units which precede the decoder ROMS. This permits a horizontal control word to
be executed in the appropriate staggered pattern. A horizontal instruction can
then be interpreted #s all of the hardware operations required for a single piece
of data. This technique is called data stationary microprogramming and simplifies
the conversion from horizontal to vertical micorprogramming.
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SOFTWARE PROGRAMMABILITY
Having worked on signal processing systems for sonar, electronic warfare, I
have observed some common attributes of the software for these systems. Unfail-
ingly, it is complex, interactive, asynchronous, data dependent, taxes to the
utmost the machine resources, and subject to change.
These attributes present a formidable challenge to the software developer.
Typical programming languages are assembly language, JOVIAL and FORTRAN. JOVIAL
and FORTRAN speed up the programing process but don't improve the reliability
very much. As a result, integration and testing are tedious at best. This
condition is somewhat improved by the imposition of ad hoc coding standards and
structured constructs.
PASCAL is a simple, highly structured language which both speeds up programing
and improves reliability. If ad hoc coding standards are imposed, the reliability
increases further. My experience has been that PASCAL systems are definitely
easier to integrate.

DoD's ADA language is a descendant of PASCAL. It preserves the structure of
PASCAL and adds a number of features which facilitate concurrent programming,
or multitasking.
ADA provides the capability to program in functions. Functions cannot modify
external variables but can only receive data and return values. This avoids
the problem of illegal or unobserved modifications to common data, thereby
removing the most dangerous source of program interaction and error.

ADA also provides for definition of generic program units. These ,iits
(packages, functions, and tasks) can have implementations which depend on
the input and output data type. The compiler can determine the context from
the data types and instantiate or invoke the appropriate code at compile time.
ADA is a strongly typed language and the type and object declarations are
separated from the procedural or functional body. Further, ADA permits the
definition of collections of resources (data structures and/or functions),
called.packages. The package specification (logical interface) can be separated
from the package body. The package body can be hidden from users. Because of
this users cannot make assumptions about package internals. Therefore replace-
ment packages can be substituted without affecting other modules. These packages
could be special VLSI hardware, as long as the logical interfaces are preserved
and the compiler knows how to make the physical interfaces.
ADA's concepts of typing, type checking, and overloaded operators suggest the
possibility of a type conversion compiler.
This compiler would be able to recognize that a type conversion (e.g., transpose
of a matrix) is required to input data to a special operation. Rather than
ignore the operator because of the illegal type, the compiler would invoke
a type conversion function (matrix transpose) and reformat the data for the
operator. With this capability, the compiler could use hardware operators as
macros for functions that it recognizes in the code selection phase.
This concept leads to the related concept of hierarchical compilation. A VLSI
ADA compiler should be able to recognize from the parse tree those macro functionswhich are executable in hardware. The compiler can link the data to the hard-
ware. Other compiler phases such as code genetation, data flow analysis and
resource allocation should also be performed at this higher, macro level. Only
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when the macro level compilation is complete should the normal compiler level
be executed on the residual portions of the parse tree.

This higher level compiler must have a sophisticated type analysis and con-
version facility or it will not be able to find and link the macro operators.

ADA's task synchronization and concurrency features are quite sophisticated and
support table driven real time concurrent systems. The entry, accept and select
commands facilitate the construction of device and input output queues for a
sophisticated scheduling system. In addition, other task synchronization
constraints can be imposed by the use of the block construct. All tasks which
are to be concluded prior to an event can be initiated in a declaration block.
The compiler will assure that the tasks terminate before the block is exited.

The select command facilitates the construction of conditional task servicing
logic. It is similar to the case statement in that a set of conditional cases
is specified. However, select statement causes a different task communication
to take place for each condition.
Array structures are another ADA feature useful for signal processing. Many
VLSI systems will be parallel array processors because that is one of the
simplest ways to capitalize on the low hardware cost. Array operations will
be performed in parallel and it is important to describe the input and output
data efficiently. ADA provides this capability as well as the capability to
perform functions on slices (contiguous segments) as well as rows and columns
of arrays. This simplifies the programming of matrix algorithms, FFT algorithms,
and sort algorithms. These three function types dominate many signal procers-
ing applications.

In order to utilize this ADA feature, the compiler must be able to use address
generation macros efficiently. This is another area of compiler design. Most
of the code generated by compilers is related to address generation. This
function will be performed in hardware in VLSI processor. The compiler's code
selector must select the appropriate hardware, macros when it processes array
statements.

Changes in the hardware environment will require changes to the compiler. If
these changes can be implemented via parameter tables, the compiler can be
easily retargeted. To that end, the compiler should be highly modular so that
the semantic analysis, the code selection and the data analysis can be easily
modified.

In addition, the heuristics for code optimization should be readily alterable.

It is likely that one of the fruitful areas for improved resource allocation is
the development of new, specialized allocation heuristics. For complex systems,
it would be far easier to experiment with allocation heuristics than to optimize
by hand.

In summary, the ADA language appears to be particularly well suited for VLSI
signal processors. This is not surprising, because the language evolved from
a very sound base Qf theory and practice. Computer Science has developed into
a true science in the last ten years. Language theory is practical and well
developed. The advantages of applicative progranming (functional programming)
have been rigorously demonstrated. Finite state machine theory has been
applied to the computer construction of error free parsers (syntax analyzers).
Graph theory techniques have heen applied to data flow analysis.

101



As a result of these developments, a powerful language such as ADA can be
specified and a compiler can be written with a modest effort. The principal
areas where compiler desiqn is still an art are in code qeneration and resource
allocation. In addition, improvements in semantic analysis and data flow analysis
are needed. If these efforts are successful, the result will be a new level
of programmability and reliability for signal processing systems.
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A
The PLRS/JTIDS Hybrid: Near Term Support of C3 on the Battlefield

R. A. Singer
Hughes Aircraft Company
Ground Systems Group

THE NEED

Significant challenges exist in Army command, control, and communications
for the later 1980's and into the 1990's. The large number of emerging battle-
field systems as included in the Army's Battlefield Automation Management
Plan, provide a high degree of automation in support of the commanders in the
various mission areas of fire support, air defense, maneuver, intelligence,
and combat service support. This automation places increased emphasis on
transfer of digital data and requires data timeliness on the order of a very few
seconds rather than many seconds or minutes. The wide dispersion of sensors,
command and control centers, and weapon systems place increased requirements
on the ability of communications to support data transfer among units spread
across the battlefield and to provide continuous performance against a hostile
threat in mobile operations and in a variety of terrain conditions. Command
and control architectures such as the Executive Control and Subordinate System
allow more distributed battlefield C2 and require significant communications
across the various Army mission areas of each echelon of command, and de-
mand that a cohesive means be provided to allow exchanges of information among
battlefield elements whose equipments, formats, and communications devices
do not currently fully support this type of operation.

In addition to needing more capable data distribution, command and control
in the 1990's requires that the commander and his staff, as well as many of the
C2 computer data bases, have current and accurate knowledge of location of his
forces and of other friendly forces both for force control as well as computer-
aided weapons engagement functions. And it is desirable that the process of
locating friendly forces be unobtrusive and undemanding of the time and re-
sources of the units involved. For management of airspace and the ground
regions, and for protection of friendly forces, it is important the mobile forces
be able to be guided across the battlefield in accordance with updated constraints
determined by the command and his staff.

Effective command and control in the late 1980's and in the 1990's demands
that unit identification be provided reliably and accurately in near real time.
In air defense, for example, it is critical that a fire unit immediately know
whether an aircraft in its surveillance volume is hostile or friendly. A means
for rapid and reliable identification of a friendly aircraft can significantly reduce
current time consuming identification procedures, reduce probability of fratri-
cide, and perhaps allow weapons free operations more often, resulting in in-
creased air defense effectiveness. A friendly attack helicopter on a search and
destroy mission can be made more effective by being provided near real time
position and identification on friendly units in a complex battlefield.
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In summary, to be effective, Army command and control into the 1990's
requires capable battlefield support in the areas of data distribution, position
location and navigation, and identification. And because the battlefield systems
which must be supported are entering inventory in a few years, the Army has
a pressing need, in the near term, for such a capability. And because of
affordability, training, and battlefield proliferation considerations, it is desir-
able, if not necessary, that these three C2 support functions be provided ade-
quately by a single battlefield system.

The hostile threat to command and control is growing also. The expected
use of active electronic counter measures including pop-up and stand-off jam-
mers, self-screening jammers, and ground based jammers by potential
sophisticated adversaries requires that the selected approach to meet the
Army's C2 support requirements be suitably jam resistant. Hostile employment
of passive detection andprocessing techniques to attempt to detect, identify,
locate, and target our Cz elements also results in a requirement that the
selected approach minimize probability of exploitation and provide capability
to deceive hostile elements and avoid unique correlatable signature patterns.

From a performance point of view, the data distribution system selected
to meet all three needs must be able to meet peakload data communications
requirements while satisfying specified response time (end-to-end message
communications delay) in the presence of the jamming threat and while conduct-
ing mobile operations in difficult terrain. All messages must be suitably
cryptographically protected, and during peak loads, mutual interference must
be sufficiently small to allow all performance requirements to be satisfied.
Finally, and very significantly, the system must have sufficient reconfiguration
capability so that continuity of operations can be provided in the event of outages
to key elements in the battlefield.

The required system must be available in the near term, nominally the
mid-1980's, with low risk. The weights and volumes of the equipments must
be small enough to be supportable and to allow the host units and individual
soldiers to perform their other functions without significant penalty. The costs
of the elements must be low enough to make the system affordable when allo-
cated to the selected users. Finally, since the system will be deployed subse-
quent to many of the supported battlefield systems, it must be able to be inte-
grated with only negligible program impact on those supported systems.

DESCRIPTION OF THE PJH SYSTEM

The PLRS/JTIDS Hybrid (PJH) system was selected by the Army to meet
its near term needs for support of CJ in the battlefield. The Army has deter-
mined that the system will meet the Army's identified requirements for data
distribution, position location/navigation, and identification and is the only
alternative with equipments and software far enough along in development to be
able to achieve an initial operational battlefield capability in the mid 19801s.

The PJH system integrates, with small hardware modifications and ex-
panded data processing, the equipments and capabilities of two systems
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completing development - the Army/Marine Corps Position Location Reporting
System (PLRS) and the Joint Tactical Information Distribution System (JTIDS).

The PLRS system, which is completing engineering development and enter-
ing field testing later this year, provides the commander and the users with auto-
matic and accurate position location, navigation, and reporting of this informa-
tion to various battlefield elements. It also provides a capability for limited data
communications. The PLRS system consists of two types of equipments - the
User Unit and the Master Unit. In an Army Division, PLRS supports over three
hundred users with small, lightweight, User Unit terminals designed for use in
manpack and surface or airborne vehicles. The User Unit connects to a hand-
held or vehicle mounted user readout device with an alphanumeric keyboard and
display panel for message display and entry. A PLRS Master Unit, consisting
of three computers, a PLRS RF terminal, a Display and Control Station, and
other peripherals, configured in an S-280 shelter, performs centralized net-
work management, user identification, distribution of free text messages, and
the computation and display of all user unit locations in real time to an accuracy
of fifteen meters. This position information can be made available to external
command and control centers.

In operation, each PLRS User Unit periodically makes time-of-arrival
measurements on other selected terminals and the Master Unit computes all
position locations. The PLIRS system entered full scale development in late
1976. Two Master Units and sixty-four User Units were built during this
phase. PLRS will achieve an IOC in the 1983-1984 timeframe.

The other part of the hybrid system, JTIDS, is a tri-service, digital,
communications system currently under development which provides automatic
distribution of a high volume of data throughout a network. The JTIDS system
also provides position location and identification of all users. When JTIDS
terminals receive a message they use the time of arrival and included position
information to calculate and update their own position estimates. The Class I
JTIDS terminals, designed for use in large command and control centers,
began development in 1974 and were successfully flight tested in the AWACS
aircraft in early 1977. Subsequently, the size of the Class-One terminal was
reduced by more than fifty percent, and the result was the Hughes Improved
Terminal or HIT. HIT has now entered Low Rate Initial Production (LRIP).
The Class 2 JTIDS terminal will provide a further reduction in size, a lower
cost, and greater capability. This program will enter full scale development
early next year and achieve an IOC in the mid 1980's.

Both PLRS and JTIDS utilize advanced technology including time division
multiple access techniques, spread spectrum, frequency hopping, error detec-
tion and correction, and sophisticated signal processing to provide jam resis-
tance and minimum mutual interference. Both are fully militarized systems
containing integral cryptographic security. Both make extensive use of large
scale integrated (LSI) circuits to minimize size and power consumption.
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The PJH system builds on PLRS and JTIDS elements to support Army
requirements in the Division area. Increasing interest exists in expanding
its application to support elements in the Corps area as well. The PJH con-
tains three primary equipment elements, shown in Figure 1: enhanced PLRS
user units (EPUU), JTIDS terminals, and net control units (NCU). The low-
cost manpack EPUUs are assigned to almost all Division units that participate
in data communications, identification, and position location/navigation.
Between 750 and 1000 EPUUs are assigned in the Division. The JTIDS
terminals are assigned to those Division users whose data throughput require-
ments cannot be satisfied by the EPUU and/or who participate heavily in inter-
service communications, such as air defense users who pass track data and
who exchange friendly identification information with the Air Force. About
55-70 JTIDS terminal users exist in the Division. Finally, five NCUs are
used in the Division, four being active and one being spare. One NCU is
located with each Brigade and one in the Division rear area. A simplified
illustration of PJH elements in the battlefield is shown in figure 2.

The EPUU is a modified PLRS user unit which performs user-to-user
communications, measures and reports time-of-arrival information for position
location/navigation, and serves as an automatic relay of opportunity, without
interfering with its other functions, to extend communications range and keep
communications paths operable even in the face of jamming and with changes in
jammer dynamics and location. The modifications made to the PLRS user unit
are: (1) firmware changes which enable direct user-to-user communications so
that communications does not flow through a critical node in the battlefield,
and (2) replacement of the PLRS user readout (URO) with an interface unit that
connects to and accepts information from the various Army host system input/
output devices, such as the Digital Message Device (DMD), that the Army has
specified in its tables of organization and equipments (TOE). This allows the
required spectrum of Army messages to be supported.

Two JTIDS terminals types are used for PJH: For initial development
applications, versions of the Class I JTIDS terminal have the earliest avail-
ability. The fielded production PJH JTIDS terminal will be a suitably packaged
version of the JTIDS Class 2 terminal.

The net control unit is a PLRS master unit modified to include an additional
AN/UYK-20 type processor and a JTIDS terminal. It contains three AN/UYK-20
type computers and one AN/UYK-7. The display is a 19 inch CRT with a com-
puter generated map background. It Is housed on an S-280 shelter for transport
on a 2-1/2 ton truck. It performs dynamic network management of all the radios
(PLRS and JTIDS terminals) under its control and is the primary opemtor inter-
face with the system.

BATTLEFIELD OPERATIONS

PJH system operations in the battlefield are characterized by automated
network control in response to communications requirements entered and modi-
fied under control of the NCU operator and by robust continuity of operations
capability.
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The NCU operator is primarily a communications technical controller. He
enters, via magnetic tape or the operator console, needline requirements which
indicate communications paths to be provided (e. g., field artillery forward
observer to the Direct Support Battalion Fire Direction Center with information
copy to the Battery and Fire Support Officer) and desired message throughput
rate and end-to-end message delivery times (response times) for each link.
Needline data may also be entered remotely from the Signal Battalion S-3 Sys-
tem Controller (SYSCON), or, when authorized, by battlefield users. Needline
requirements may be modified at any time. The display provides communica-
tions status monitoring information to the operator, indicating needlines which
are satisfied or unsatisfied, connectivity problems (if any), capacity utilization,
and hardware, software, and system alerts. The operator also can perform
all PLRS command and control functions, such as entering corridors for vehicle

guidance and specifying zones and boundaries for tactical control measures, etc.
as a backup capability to the maneuver C2 system.

The NCU computers perform the dynamic, real-time, automatic communi-
cations routing and timeslot assignments (for message transmission, relay,
and reception) to the terminals to take maximum advantage of the multiple chan-
nel time division multiple access (TDMA) capability of PLRS and JTIDS. This
crucial net management function is designed to continuously satisfy the commu-
nications requirements residing in the computer. For each specified needline,
a pathfinding algorithm selects two independent paths from source to destination
via relays of opportunity where necessary. The algorithm can utilize terminals
as potential relays of opportunity and is able to locate a path even if only a
single candidate exists in dense jamming. No dedicated or presited relays are
required in normal operation. Dual paths are assigned to maintain maximum
communications capability in a hostile and dynamic environment. The source,
using packet-by-packet acknowledgement techniques, is able in real time to
select the operable path when one path is broken to retain full service until
the NCU replaces the broken path with another one. The PLRS and JTIDS
terminals provide the NCU with updated data on the terminals they can hear
from for use in path selection and in path monitoring. Timeslot assignments
to each source, relay, and destination terminal are made by the resource
allocation algorithm uses multiple frequency hopping channels for its community
of terminals to increase available data communications capacity manyfold com-
pared to basic PLRS. While initially the major area of technical risk, ongoing
location and communications assignments. Contention operations are fully
avoided, and adequate capacity exists for future growth. The NCU's resource
allocationalgorithm uses multiple frequency hopping channels for its community1of terminals to Increase available data communications capacity manyfold com-
pared to basic PLRS. While intially the major area of technical risk, ongoing
net management definition and evaluation efforts have resulted in a design which
is both implementable and capable.

The PJH system provides significant continuity of operations (CONOPS)
performance. When a link breaks for any reason, the alternate path is utilized
and the NCU rapidly and automatically replaces the broken link with another.
When an NCU becomes inoperable, communications needlines remain satisfied
initially since all terminal timeslot assignments are retained and no communi-
cations messages were allowed to be routed through the NCU. The terminals in
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the community without an operable NCU rapidly and automatically join the
adjacent NCU communities and are transferred to the NCUwhich has been
assigned secondary responsibility for those terminals. At this point, full
dynamic communications control of these terminals is reestablished. Upon
restoral of the original NCU or replacement by the spare NCU, the reassigned
terminals can be transferred back. This capability supports either unplanned
sudden loss of an NCU or planned displacements.

INTEGRATION INTO THE BATTLEFIELD

The PJH will be supporting battlefield systems, some of which precede it
into the battlefield. To minimize changes to those systems while allowing them
to gain the enhanced support that PJH can provide, two architectural design
decisions have been made. First, to support the full set of message types
required by each system, the PJH terminal will be connected to and utilize the
input/output devices, or computers, already part of the host system. The PLRS
URO is discarded for these applications. Second, separate interface units are
utilized by PJH to make the PJH terminals appear to the supported host systems
as if it were connected to their current radio - such as the VRC-46 VHF FM
radio or a multichannel set. Thus the PJH interface unit accepts signals from
the host system in their current form (e.g., analog FSK for TACFIRE), and
converts it into efficient bit oriented digital forms for transmission over PLRS
or JTIDS. At the other end, the PJH interface unit converts the digital messages
back into the form that the host system accepts. The functions performed by
the interface unit during message transmission include signal conversion, de-
interleaving and decoding (since error detection and correction, and crypto-
graphic protection are provided integrally), data compaction and PLRS or JTIDS
formatting under control of message type, and message partitioning into
packets for each timeslot. For reception the inverse functions are performed
including message concatenation or reconstruction, data restoration and refor-
matting, encoding and interleaving, and signal reconversion. In Figure 1, an
interface unit for TACFIRE conversion is shown attached to the enhanced user
unit.

The PJH system provides integral cryptographic security. Both PLRS and
JTIDS have'proven cryptographic capability and the PJH approach builds directly
on those elements.

Initial terminal allocations to the Division users have been identified. The
Army currently is revising this allocation through preparation of its Basis of
Issue Plan (BOIP) which is being based on the current Organizational and Oper-
ational (O&O) Concept. Initially about 750 EPUUs are planned for the Division,
including 306 for fire support, 148 for air defense, and 378 for maneuver, intel-
ligence, and logistics. About 55 JTIDS terminals will be utilized, primarily
at the command and control centrals and with heavy application to the high
throughput air defense users.

ILLUSTRATIVE EXAMPLE

The utilization of PJH in the battlefield can be illustrated by simple examples
for a field artillery and an air defense application. In Figure 3, the forward
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observer (or FIST chief), composes a fire request message on his DMD which
is automatically sent over his EPUU to the Fire Detection Center, as well as
to the BCS and FSO for information purposes. The me ssages are transmitted
directly or via relay if non-line-of-sight conditions exist, but the message never
goes to or through the NCU. Previously, the NCU had made timeslot assign-
ments to assure that these message needlines could be supported whenever in
the future a message was going to be sent. The FDC computer receives mes-
sages from its EPUU originating from sources such as the TPQ-36, FSO, BCS,
and FO and processes them in the usual TACFIRE manner. In response to the
fire request discussed above, the FDC sends via its EPUU, tactical fire data
to the BCS, which processes it and provides via its EPUU technical fire data
to its guns and subsequently exchanges adjustment of fire information with the
FIST. Direct communications via the EPUU between the FIST and BCS allow
continuance of the engagement until an end-of-mission message from the FIST
completes the process. The JTIDS terminals at the Direct Support FDC and
the DIVARTY FDC support large computer data base transfers of fire support
data that occur between these elements as well as transferring other shorter
mission related messages. The Field Artillery School has shown that PJH
can support its current doctrine as well as allowing alternative doctrines to
be implemented at any time, a capability desired as the 1990's C3 concepts
evolve. The high performance, rapid, speed-of-service capability of PJH
support shoot-and-scoot operation, cannon launched guided projectiles (C LGP)
operations, and greater mission effectiveness in a hostile electromagnetic
environment.

The benefits of PJH to air defense C3 are partially illustrated in Figure 4.
PJH supports the requirements for C3 netting of the sensors, weapons, and
command posts in the Division forward and rear areas through its data distri-
bution capability, its ability to provide accurate and timely cooperative ID data
on friendly Air Force and Army aircraft to the gunners and command posts,
and its ability to accurately locate participating units in three limensions.
Air defense units from the platoon and above, including the Forward Area
Alerting Radars (FAARs), participate in the JTIDS network, sending high
volume track, identification, and command information from the rear (Hawk,
Patriot, Air Force via the Group Operations Center (TSQ-73)) to the forward
elements. In the figure the JTIDS net passes Hawk and FAAR tracks, and
friendly aircraft locations, to other JTIDS equipped air defense units. At the
SHORAD platoon command posts, in accordance with the commanders C3

criteria, some processed subset of this information is passed to the platoon's
fire units via enhanced PLRS. Conversely surveillance data from the fire
units are sent via the EPUU to the platoon CP's where it is processed, filtered
and, according to C3 procedures and criteria in effect at that time, passed
rearward over JTIDS. In air defense, then, the PJH enhances the ability of
C3 to increase the effectiveness of the SHORAD units such as Stinger, Improved
Chaparral or ROLAND, and DIVAD Gun. A SHORAD unit can use the EPUU
connected to a Digital Communications Terminal (DCT) to quickly identify all
friendly and enemy aircraft entering its sector and to provide surveillance
coverage eventhough the fire unit's own surveillance sensor may be jammed
or in emission control. The coordination between air defense elements and
supported ground forces is also improved.
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PERFORMANCE ASSESSMENT

To evaluate the ability of PJH to meet the Army's projected needs, an
initial list of systems and intersystem interfaces to be supported were identified
by the Army. This list included systems in each of the mission areas mentioned
previously. The Army identified, after extensive review, all needlines to be
supported for each system, including peak hour message rate, data content,
and speed of service requirements.

Two primary performance measures best indicated in the battlefield con-
text the ability of the PJH to meet its military objectives - percent of needlines
satisfied and system capacity allocated and utilized. "Percent of needlines
satisfied" indicates relatively how many of the desired communications paths can
be supported in that sufficient battlefield connectivity exists to route messages
between the source and destination(s) of that needline. "Capacity allocated"
refers to how many timeslots must be assigned in the network, whether or not
actually utilized for transmission of a message, to meet worst case data through-
put and response time requirements. This must then be compared against
existing system capacity to determine the degree to which the system has the
resource to satisfy projected loads during peak hour periods. "Capacity utilized"
refers to how many timeslots in which there are message transmissions. In
many instances, such as in field artillery where many needlines are response
time limited, time-slots are overassigned to provide the desired speed of ser-
vice. The resulting lower utilization indicates less radiation density than is
expected from "capacity allocated" and is important in assessing mutual
interference.

A unique comprehensive simulation, validated by independent organizations,
was utilized to assess these measures of PJH performance against projected
jamming threats and in the European theater. Figure 5 illustrates the structure
of the simulation, which includes locations of friendly and hostile equipments,
parameters of the threats and PJH elements, details of the PJH net management
and terminal operations, and propagation characteristics. Connectivity was
determined to use as the basis for "% of needlines satisfied" as well as for
determining numbers of relays needed for each needline so that capacity could
be calculated.

Against the baseline jamming threat, well over 90% of the desired needlines
could be satisfied without deployment of dedicated relays. In terms of PJH
capacity, both the PLRS and JTIDS portions of the system were able to support
all stated requirements with substantial reserve for future growth. Figure 6
shows "capacity allocated" for the baseline jamming level by mission area and
for the total network.

DEVELOPMENT PLAN

After intensively evaluating the PJII system, the Army and the Office of the
Secretary of Defense selected it for accelerated development. This allows an
IOC to be achieved in the middle 1980's.
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The selected accelerated development plan consists of a five phase develop-
ment and test program (see Figure 7), utilizing a PJH testbed. Phase 1, system
definition and concept evaluation, has been completed. Phase 2, currently
underway, verifies the interoperability of PLRS and JTIDS by exchangng data
between the two systems. Phase 3 establishes an interface capability with
selected battlefield systems, completes the development of the EPUU, and
provides aninitial net management software capability for the NCU. Phase 4
provides a complete prototype system to be tested in-plant and sent to Fort
Bliss, Texas for use with the SHORAD Command and Control testbed. Phase 5
completes the development of a division level system for operational testing at
Ford Hood, Texas. The development/testing of the PLRS/JTIDS Hybrid will be
completed in 1985, with a planned IOC of 1986.

CONCLUSIONS

The PJH system uniquely offers the ability to enhance C3 capability in the
near term and into the 1990's. It supports Army requirements for battlefield
data distribution, position location, navigation, and reporting, and friendly
identification. It can operate effectively in a hostile electromagnetic environ-
ment, in rough terrain, at peak loads with minimum levels of mutual interfer-
ence, and with cryptographic protection. Its operations are consistent with
tactical requirements and it can be integrated easily into the Army battlefield.
As a result, the increased effectiveness inherent in the emerging battlefield
C3 , sensor, and weapons systems will be realized.
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Figure 1.. PJH Equipment Elements

132



kp

BATTERVE

*.**~~ % 0u S, 4TOU

AUNATCRuAsi ~ r . P i 1 i u a r v ~ f

a HA33
*~~ 

F O R W A 

**



TACTICAL RE'', ~ s1%.

vs REQUES
1

ENEMY MORTAR DETECTED""

11.40
Figre3. uportofFed Atley

AN/TP(136 C134



CHAPAA zE 4wN

).00 PL- LEIF3 -3I

Figure 4. Support of Air Defense 3

135

*, JTDSP11



01

THREAT

PROPAGATION MONTE CARLO '

DEPLOYMENTS CONNECTIVITYSIMULATION

EQUIP PARAMS MATRIX

(DEDICATED RLY
DEPLOYMENT) CNECTIVITY

DATA

FROM/TO

PK TRAFFIC11 DYAI
MSG LENGTH PERFORMANCEMSGLEGT SMUATONSUMMARY I
RESP TIME AND CAPACITY CAPABILITY

NET ASSIGN PROGRAM

NET
MANAGEMENT
ALGORITHMS

Figure 5. Simulation Structure

136
; : " ... ... ... ....... , .,, r- -' .- , ... ...- r. ) ' I



0!

FA

ADA

CAS LEGEND

EALLOCATED CAPACITY

4
w UTILIZED CAPACITY
4 C 

2

2
0

LOG

INTEL

TOTAL

I I I
0.5 1.0 1.5 2.0

PLRS CAPACITY ALLOCATED FOR COMMUNICATIONS
(NUMBER OF FREOUENCY-HOPPING CHANNELS)

Figure 6. PJH Capacity Utilizimoi

137

- - -... r~.. . - tat



J.ra

A .4A

Figure 7. Pjl Five Phiasc Evolitimi

138

..... . .... Il



ROBERT A. SINGER

Dr. Singer is Chief Scientist and Manager, Army Systems, Systems Division
of Hughes Aircraft Company, Ground Systems Groups, with over 16 years experience
in research, development, analysis, and management of command, control, communi-
cations, and multisensor surveillance systems. Responsible for managing and
technically directing new developments in Army Command, Control, and Communications
systems. Currently, Program Manager of the Army's PLRS/JTIDS Hybrid System and
Hughes' internal IR&D and Mission Analysis Programs concerned with Army C3 .

Previously responsible for systems engineering on the Navy's Improved Point Defense
Target Acquisition System (IPD/TAS), a multi-sensor automatic detection and track-
ing system which has now entered production, technical director of the Navy's Ad-
vanced Sensor Integration Study for developing and evaluating techniques for inte-
grating multiple ownship sensors, and project leader for many years of Hughes'
Automatic Detection and Tracking IR&D efforts. Author of over 15 papers, includ-
ing publications in IEEE Trans. on Automatic Control, IEEE Trans. on Aerospace
Systems, IEEE Trans. on Info. Theory, Automatica, and presenter of several papers
at national and international symposia including IFAC, and Tri-Service Radar
Symposium. Also Assistant Technical Program Chairman for WINCON 80. PhD, Elec-
trical Engrg. 1968, MSEE, 1965, Stanford University; BS, Engr. Sci, 1964, 'Rensselaer
Polytechnic Institute. Graduate of the Program Management Course of the Defense

Systems Management College, 1977.

139



"Fire Support Control at the Fighting Leve"

Barry L. Reichard

US Army Ballistic Research Laboratory

August 1980

A strong National Defense capability depends upon the ability of our US Army to

respond to any type threat in any theater in the world. One of the most demanding missions

is fighting against a mechanized threat where greatly increased mobility and lethality com-

bined with the possibility of fighting outnumbered will result in an intensity of battle never

experienced on previous battlefields. The Yom Kippur War was a sample of the kind of In-

tensity of battle that can occur on the modern mechanized battlefield.

The objective of the US Army, however, remains unchanged - to win the land battle.

Doing this on the modern battlefield, especially when outnumbered, will require the skillful

orchestration of combined arms teams to concentrate combat power where and when it is

needed most. On this dynamic battlefield, where command communication lines may be cut

off intermittently, the battle must be fought and combat power must be applied by Captains

and their companies, batteries, and troops under the general direction and control of brigade

and battalion commanders (while higher levels of command should focus on concentrating

the forces at the right time and place). Since a principal component of combat power is the

firepower provided by the fire support system (Figure 1), the ability to plan, coordinate, and

execute fire support at the fighting level must be a critical area of concern for US Army

Research, Development, and Acquisition. I

As evidenced by Figure 1, the fire support system is quite complex in that It includes

many parts with a wide. variety of capabilities and operations, is widely distributed geographi-

cally over the battlefield, and has elements at all command levels and some from other ser-

vices. Surprisingly, a little known fact (to nonartillerymen) is that the field artillery is respon-

sible for integrating all fire support into combined arms operations as well as providing one

form of fire support. In fact, it is because of the current field artillery organization and com-

mand structure that the lowest level at which integrated fire support for the fighting elements

can be examined is the maneuver brigade. 2
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Normally an artillery battalion (bn) assigned the tactical mission of direct support (DS)

Is used to provide fire support coordination assets and artillery firepower to a maneuver bri-

gade (bde). (Depending on assets available and the tactical situation another artillery bat-

talion may be assigned the tactical mission of reinforcing to augment the fires of the DS bn.)

A DS bn is still under the command of the next higher artillery force headquarters (HQ),

division artillery (DIVARTY), but answers calls for fire In priority from the supported unit,

DS bn forward observers (FOs) and target acquisition means (e.g., air observers), and last

from higher force artillery HQ, i.e., a DS unit is the on-call artillery firepower for the support-

ed maneuver brigade. If the brigade needs more fire support than that already available or-

ganically or through artillery fire support facilities, additional fire can be requested from DI-

VARTY, which for a mechanized infantry or armor division, includes two additional DS bns

(for other maneuver bdes In the division), one general support (GS) bn, and a number

(perhaps three) of battalions attached from corps In the form of an artillery brigade. The

counterfire mission (attack of enemy indirect fire systems) is largely accomplished by DI-

VARTY and the attached artillery bde, whereas dose (fire) support (attack of "close" enemy

troops, weapons, or positions that threaten the force) is usually provided or arranged by DS

artillery or organic mortars In support of maneuver brigades, the fighting elements?

The fire support control facilities in a type mechanized infantry brigade are depicted in

Figure 2. Fire support control Is defined here to mean all operations necessary to cause the

right fire support effect to reach the right destination at the right time, which therefore in-

cludes what is now called fire support planning and coordination and fire direction as well as

control of devices to guide munitions to the target, e.g., laser designators. Fire support plan-

ning is the continuous process of analyzing, allocating, and scheduling fire supporL Fire sup-

port coordination Is the process of implementing that plan and managing fire support assets.

Fire direction (FD) Is the employment or execution of fire support firepower and can be ei-

ther tactical or technical. Tactical fire direction is the selection of targets to be attacked,

choice o fire support units to fire, selection of the best ammunition, and (with TACF[RE)

consideration of fire support coordination measures. Technical fire direction is the conversion

of calls for fire support (target location and type) Into fire commands (aming data) or as

some think of It - solving the gunnery problem.3

In the brigade ares (Flgur 2), artille, fire direction: Is performed at the DS bn fire

direction center (FDC) and at each of the battalion's battery FDCa, A, B. and C. Hoh

81mm and 107mm (4.2 Inch) mortars are orsan to maneuver units - an 81mm uection of

three weapons to each rifle company and a 107mm platoon of four weapons to both mechan-
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Ized infantry and tank battalions. Mortar FDCs are commanded by the maneuver unit com-

mander, but the artillery fire suppurt coordinators (FSCOORD) are responsible for integrating

mortars Into the fire support plan ind for advising the maneuver commander on their use.

As with artillery FDCs, the establishment and operation of fire support planning and coordi-

nation facilities are the responsibility of and the majority of personnel and equipment are pro-

vided by the field artillery. At each echelon from corps to company, a FSCOORD is responsi-

ble to the supported force commander for Integrating all fire support means into the fire sup-

port plan and for advising the force commander on how to implement fire support. The

FSCOORD is either the commander of the supporting artillery unit or a representative
thereof.

In the illustrated brigade area, the bde FSCOORD is the DS artillery bn commander,

usuty a LTC. The bde fire support element (SE) is operated by the bde fire support officer

(1O, a MAJ), the FSCOORD's ful-time representative, and three enlisted men. It works in

condkmn with the bn FSEa (whose PSOs are supervised by the bde FSO), with the DS bn
lMC, and wish the main and tactical FSEs at the division cnmmand post (CP). At brigade

oi eve, heI from bastflon to corps, representatives of other fire support means are made

ie to t FCOORD as down In Figure 3. The bn FSO (a CPT) is the FSCOORD at

dh r w , bIflkon leWvl, and like the bde ISO, he is the principal advisor to the force

4O"WW•d , "mn'ww bamlkbn commander In this case) on all fire support matters, recom-

inde inmn of ie sppor prepae fire plans, performs target analysis functions, and

mma temwm 1br On support. The bn PSE must coordinate its work with the fire sup-

prt tems (IRSTs), which are supervisd by the bn FSO, other bn FSEs, the bde FSE, and

on !5 Ib IRC.
2

At the company (co) level, the FIST is the fire support organization. The FIST con-

cpt wn recommended by the Close Support Study Group in 1975 to optimize observed fire

support and subsequent to Department of Army approval in 1977, has been phased into the

force structure4 Simply stated, the FIST concept combined the mortar and artillery FO or-

ganiations, called for new equipment like tracked armored personnel carriers (for FISTs

working with mechanized units) and additional radios, and provided for training under a com-

mon military operational specialty (MOS). A "type" mechanized rifle company FIST includes

three 2-man platoon FOs as well as a HQ manned by the FIST chief (a LT) and two enlisted

men. Tank company FISTs do not have these platoon FOs or 81mm mortar sections. (If one

of the maneuver bns in the mechanized infantry bde is a tank bn or if there is a mix of mech

rifle and tank companies, the platoon FOs and 81mm mortar FDCs would be deleted in Fig-
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ure 2.).

With the FIST concept, the additional role of fire support planning and coordination

has been added to the traditional FO role - target acquisition and adjust-fire "sensor.! The

FIST Chief (CH) is the company commander's FSCOORD as well as the primary FO for the

company. The FIST, under the supervision of the CH, is responsible for:. locating targets

and requesting and adjusting fire on them, planning and coordinating fire support, reporting

battlefield intelligence, and at times, locally controlling other fire support measures such as
2close air support.

FIRE SUPPORT CONTROL TEST BEDS

HELBAT-8 & ACE

Recent battle simulation analyses and field experiences have shown that fire support

control (or as it is usually referenced, artillery command, control, and communications, C3 )

Is the key to improved fire support effectiveness and survivability. New fire support control

doctrine and evolving user requirements are indicating the need for both fully centralized and

fully decentralized control of fire support and all levels In between, so that control can be

quickly tailored to tactical needs. With the automatic data processing (ADP) technology and

concepts "dish" overflowing, the fire support control development problem can be compared

to "boarding a speeding (technology) train' (in the context of a lethargic 8 to 10 year materiel

development and acquisition cycle).

Test beds like the periodic HELBAT (Human Engineering Laboratory Battalion Artil-

lery Test) fiell exercise can help in this problem area by providing a "vehicle" for the develop-

ment and evaluation of alternative total oerating system concepts and procedures. In light of

the above introduction, it Is no surprise that the main thrust of HELBAT 8 will be C3 as indi-

cated by the priority list (Figure 4), which was generated by the Field Artillery School at Ft.
Sill. Further, with new doctrinal concepts like spread-battery emplacement, split 8-gun bat-

tery, and gun-and-run, there is a need to evaluate new tactical fire direction concepts at the

battery level and automated position, pointing, and technical fire direction control on board

the weapon. With the rapidly increasing need and difficulty of distributing data on the
battlefield, as evidenced In HELBAT 7, there Is a need to ealuate data distribution concepts

and ways to reduce the data load such as the target Integration center (TIC), which will con-

vert the great magnitude of Intelligence data to a smaller volume of confirmed target data.
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With reference to line-of-sight (LOS) limitations experienced with forward observer (FO)

vehicles in past HELBATs, concepts for increasing the observation capability from the fire

support team (FIST) vehicle as well as air observer capabilities are to be evaluated. Since nu-

clear, biological, and chemical (NBC) protection is also a priority item, particular attention will

be given to this area including if possible, the Incorporation of NBC protection on some of

the hardware concepts fabricated or modified for HELBAT 8.

New technology concepts to be evaluated in a fire support control system context

should be compared to the new Tactical Fire Direction (TACFIRE) system as a baseline. The

exercise should therefore be at a minimum in the context of a maneuver brigade area since

this is currently the lowest level of TACFIRE tactical fire direction and the smallest integral

fire support control area (See Figure 2). This will require a number of the following type

"players! in the exercise: FOs, FIST HQS, battalion (bn) and brigade (bde) fire support ele-

ments (FSEs), battery (btry) and bn fire direction centers (FDCs), weapons, and perhaps

company (co) and bn mortar FDCs. Considering this and the high-technology experimental

equipment involved, HELBAT 8 will be quite an ambitious undertaking for a one-time 6-

week exercise. To insure maximum usefulness and lasting sgnificance, the exercise must be

planned in as much detail as possible and be approached and followed with a set of integrated

efforts as shown in Figure 5.

One of the first efforts will be the development of a fire support control simulator (a

computer-based laboratory test bed), called the Artillery Control Experiment (ACE), to aid in

the planning of HELBAT 8 and subsequently to serve as a continually available tool for the

development and evaluation of fire support control technology, materiel, organizations, and

operations. With ACE, fire support control problems can be analyzed, identified, and defined

in a series of alternative system and scenario contexts which will be quite helpful in generat-

ing and evaluating experiment designs for HELBAT 8. Further, hardware, software, and
"skinware" (human interface) technology and system concept opportunities can be explored

without building complete dedicated hardware. Perhaps most importantly, ACE can be used

to investigate the application of key research areas (such as artificial intelligence, gaming

theory, and distributed decision processes) to the tough problem of fire support control auto-

mation. As well as providing a much needed tool for user development and evaluation of al-

ternative organization and operation concepts, ACE may also be used as an automated

command-post-exercise (CPX) trainer. General examples of possible ACE investigation areas

Include: computer assists at decision nodes, improvement of man-machine interfaces (e.g.,

natural and query languages), "intelligent" filtering of information presented to fire support ,
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officers SOs), and short-hand graphics for responsive, simp!ified operations.

More specifically as described in Figure 6, ACE is an interactive, real-time, multi-

player fire support control simulator. Initially it will be developed on an In-house computer

system (a PDP 11/70 with UNIX operating software at the Ballistic Research Laboratory), but

wherever possible, a common programming language (such as FORTRAN) will be used to fa-

ciitate the ease of exporting ACE or parts thereof to other organizations. ACE will be able to

both accommodate and simulate tactical fire support control materiel, e.g., the TACHRE Di-

gital Message Device (DMD). Through simulation, tactical equipment availability problems

can be avoided; "what ifr changes can easily be incorporated rnd evaluated; and training spin-

offs are possible. Through the accommodation of actual equipment, the time-consuming

development of simulator programs can be avoided; hybrid mixes of (actual and simulated

conceptual) equipment are possible; and automatic scenario-loaded testing could be per-

formed. To tie all the system components (actual and simuLhted) together, i.e., to model the
network and to characterize realistic communications queues and delays and simulate full-

force scenario loads, a supervisory ACE program Is being developed.

ACE has been established as a major effort and to effect integration, ACE personnel

are actively involved in major HELBAT-8 planning meetings. A DMD has been acquired and

a DMD simulator is nearly completed. The FIST DMD and the ACE supervisory programs

are currently being written. Battery Computer System (BCS) software and hardware docu-
mentation has been acquired and the method of characterizirg the BCS in ACE is now being

considered. An example of the output of the DMD simulator is shown in Figure 7. Once the

DMD program is called up, the commercial terminal CRT (cathode ray tube) display provides

a response identical to that of an actual DMD. The figure shows the DMD status display as it

has been juit filled out interactively by the operator and shows the movable cursor at the key-

board bell volume position.

In the near future, ACE personnel will interface an actual DMD to the computer sys-

tern and will meet with Field Artillery School personnel to decide on initial scenario and ex-
perimental design, with Army Communications Research & Development Command person-

nel to develop simplified communications characterization algorithms, and under the auspices

of The Technical Cooperation Program Subgroup W Action Group 6 (TrCP-WAG-6), with

United Kingdom researchers who have developed the Computer Aided Staff Trainer (CAST),

a voice communications command-post simulator;, Further ahead, a fire support control sym-
posium may be co-sponsored with the Army Research Office to bring the best thinking of the
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other services, industry, and universities to bear on fire support control problems.

In general, the planned order of ACE work will begin, as described above, with the

most basic fire support control elements and continue with the building of higher-level

brigade-area elements. The first system exercise will include the following elements: FO

DMD, FIST DMD, Battery Computer System (BCS), and weapon. The bn FSE will be added

as soon as this lower-level system is operating and some of the following issues are addressed:

FIST concept (centralized vs decentralized; automatic decision making), use of graphics by

the btry fire direction officer (FDO), and operations with on-board gunnery computers.

Concurrent with the running of ACE system exercises during the spring of '81, anoth-

er pre-HELBAT-8 effort, the subset evaluations, will begin (at the Human Engineering La-

boratory). In this effort candidate subsystems and interfaces will be evaluated and further

developed for integration into HELBAT 8, which. is now scheduled for the fall of '81. As of

this writing the candidate systems described below are being considered and in many cases are

already being tailored for inclusion in the HELBAT-8 exercise. These systems can be

grouped into three basic functional areas: target acquisition, fire support control in the bri-

gade area, and firing battery operations.

The HELBAT-8 target acquisition candidates are depicted in Figure 8. As In previous

HELBATs, dismounted platoon FOs will operate from terrain vantage points with various

laser range-finder (LRF) devices. These will probably include the tripod mounted Ground

Laser Locator Designator (GLLD) and the Marine variant of the GLLD, the Modular

Universal Laser Equipment (MULE), both with automatic data links to the DMD and with

developmental or experimental north-finder modules for azimuth reference. Other prototype

tripod mounted LRFs and the soon-to-be-fielded handheld LRF may also be included in the

exercise fpr comparison. The developmental FIST vehicle with its vehicular mounted GLLD

will also be included as an acquisition device with a key issue being line-of-sight (LOS) obser-

vation capability from positions accessible by the vehicle. To further address this issue, an

experimental telescoping tower-mounted target acquisition/designating system (TADS) is be-

ing considered for inclusion. As requested in the HELBAT-8 priorities (Figure 4), airborne

observers will also be included; some of these at least, will be equipped with stabilized TADS.

Under the auspices of TTCP WAG-6, the participation of a tethered observation platform is

being negotiated with a Canadian industry.

An experimental computer-based radar netting system will be demonstrated at Ft. Sill
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later this fall. This system will be capable of automatically analyzing and Integrating target In-

telligence data, from Firefinder (counterfire) radars and ground-based and airborne moving

target indicators (MIT) radars, to form confirmed: target data lists. Although this system does

not (at this time at least) integrate all the brigade-area target acquisition systems, it is an ex-

isting hardware concept that could be used to investigate the full brigade-area target integra-

tion center (TIC) concept in HELBAT 8 and is therefore being pursued as a candidate for the

exercise. Instead of employing active radar systems, the TIC may be "loaded" in the HEL-

BAT exercise by magnetic tapes of time-ordered intelligence data recorded at the Ft. Sill

demonstration this fall.

As shown in Figure 9, the netted radar TIC would be set up to actively input target

data to the bde FSE and the bn FDC. The TIC will be interfaced to these elements through
"super" DMDs that will be especially modified for HELLBAT 8 to permit alternative ope-ration

on wire line, standard push-to-talk radios, or automatic data distribution system (ADDS) ra-

dios. These super DMDs will also incorporate the HELLBAT-7 modifications, automatic

polar-to-grid conversion and time-tag capability, and will be used by the other target acquisi-

tion candidates for data communications with one or more (multiple addressees) of the deci-

sion nodes in the brigade-area fire support control system (FIST HQ, bn FSE, bde FSE, btry

or bn FDC), depending on the type mission that is being conducted at the time. Experimen-

tal commercial-hardware Packet (ADDS) radios, which will be mounted in environmentally

controlled cases for ruggedization in the HELBAT field exercise, will be the primary com-

munications means in the brigade-area system depicted in Figure 9. Although the Packet ra-
dios are not yet militarized and may not be the first ADDS radios to be fielded, in the

HELBAT-8 time frame they are the only ADDS radios available to demonstrate dedicated

high-technology data communication - the crucial key to reliable and responsive data-world

fire support cbntrol and more specifically here, to, the successful operation of the new-concept

HELBAT-8 brigade-area system.

For the first lime In any HEJBAT exercise, the full fire support control spectrum will

be played: fire support planning, fire support coordination, and tactical and technical fire

direction. As shown in Figure 9, the players Include both a bn and bde PSE, a btry and bn

FDC, and technical fire direction on the guns. In the HLBAT exercise, both the bn and bde

FSE. will be equipped with (industry-conceived) experimental smart, (flat-panel display)

graphics terminals (called tactical graphics terminal, TGT) that will be programmed to ai-
lomatically perform some fire support planning and coordination functions and will automati-
cally monitor and display (with military symbols) standard TACF[RE messages. A standard
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TACFIRE battalion computer center will be Included as the bn FDC and It, like the other

players, will be able to alternatively operate on the ADDS radios as well as on standard push-

to-talk radios. At the btry FDC, graphics peripherals In the form of a printer and a plotter t

will be added to the BCS, and new software will be developed and used to permit the investi-

gation of tactical fire direction at the battery level. An existing experimental digitized terrain

analysis system may also be interfaced to the BCS. The btry FDC will be set-up and operate

in a tracked vehicle with active NBC protection. This vehicle may be one of the prototype ar-

mored ammunition resupply vehicles (ARV) that was fabricated on a M109 howitzer chassis

for HELBAT-7; the use of an ARV vehicle will afford the FDC a nonunique signature in the

battery area.

The weapon systems, which will be Included in the new concept brigade-area firing

battery, are described in detail In Figure 10. Building on lessons learned with Howitzer Test

Beds (HTBs) I and 2 in HELBAT 7, HTBs 3 and 4 are currently being designed and fabricated

as follow-on efforts. Both new howitzers will Incorporate ADDS radio automatic data links,

on-board technical fire direction computers, gyro systems for local self-survey and pointing

reference, and gunner display units (GDUs) and chief-of-section display units (CSUs). HTB

3 will be a fully integrated system using servos to permit even automatic laying (aimin) of

the gun tube, while HTB 4 will Incorporate hardware that has been developed for other appli-

cations. HTB 4 will utilize the gyro hardware that was developed for the Advanced Attack

Helicopter and the FIST DMD hardware reprogrammed to perform modified point-mass gun-

nery as well as the standard TACF[RE data message terminal fuanction. Both HTBs 3 and 4

will use automatic feedback from ballistics and fire control error sensors to Investigate

methods of improving predicted fire, and both will also be interfaced to the new prototype ar-

nbred ARV. A Wito-lieftiati iltk bbtwe6h the howitzO and the ARV Is used for communi-

cations, and the ARV auxiliary power unit (APU) can supply electrical power to the howitzer

as a redundancy option. Standard howitzers and ARVs will also be Included In the new con-

cept brigade-area for the collection of baseline comparison data.

A summary of the ACE-I Aid the HELRAT-8 plans Is depleted In Figure 11. Note

that-a complete standard TACIRE brigade-area system (including the Variable Format Mes-

sage Entry Device (VFMED) for the bn and bde FSEs) will be operated In -ELBAT 8 to col-

lect common baseline data against which the performance of the new concept brigade-area can

be compared. Both the bde FSE and bn FDC will alternatively serve as standard and new-

concept elements. Although the FIST dhief and bn FSO may be separated from his respective

HQ or element, this communications complication will not be played. Although not discussed
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above, the following equipment, if available, will also be included in HELRAT 8: Marine

Corps Digital Communication Terminals (DCTs, a digital data terminal with graphics), Mortar

Fire Control Calculators (MFCC, a data-communications mortar gunnery computer), and the

Field Artillery Meteorological Acquisition System (FAMAS, a system that ran automatically

update the met in TACFTRE). Also if time and resources permit, a sce iario load will be

developed to simulate a full brigade-area load on the btry and bn FDCs and ba and bde FSEs.

As a final note, the following international equipment may be included in the exercise under

the auspices of TrCP WAG-6: Australian mortar fire control calculators; Canadian Military

Portable Artillery Computer (Mili PAC), for a battery FDC computer, and the companion

Gun Alignment and Control System, an off-carriage automatic gun laying system; and a FH-

70 towed howitzer through the United Kingdom.

Reerenmes

1. Operations, Dept of ArmyField Manual (FM) 100-5, 1 July 1976.

2. Fire Support in Combined Arms Operations, DA FM 6-20, 30 Sept 1977.

3. Field Artillery Cannon Gunnery, DA FM 6-40, - Nov 1978.

4. Close Support Study Group TI (CSSG 1) Final Report, US Army Field Artillery School,
ACN 57393, 1 Feb 1980.
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COMBAT POWER = FIREPOWER + MANEUVER

FIRE SUPPORT SYSTEM

PLANNING,
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Intelligence Cannon Fire Support Team Hdqs.
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Radars Close Air Support Fire Direction Centers

Naval Gun Fire Fire Support Coordinators
Other Means Staff Officers

Forward Air Controlimers
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Figure I
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C3 IN FUTURE TACTICAL SWITCHED NETWORKS

J. MULLINS AND S. HOMA
TRI-TAC OFFICE

INTRODUCTION

The Concept of Command, Control and Communications in
tactical applications will become increasingly more important
to battlefield commanders as future weapon systems become more
complex and sophisticated. The demands put on the responsiveness
and versatility of these systems will be translated into increased
performance for tactical C3 systems capable of operating at
various echelons within the command structure which possess
different information requirements with different methods of
transmitting the information and using equipment operable over a
wide range of environmental extremes. To achieve this objective
the next generition of tactical switched communications equipment
must include C systems features such as responsiveness, surviv-
ability, security, flexibility and interoperability. The TRI-TAC
system which will come to fruition during the 1980's will provide
this capability.

TRI-TAC ARCHITECTURE FOR C
3

The TRI-TAC System Architecture is embodied in a series
of annexes which coincide with eight functional subsystems: Nodal
Switching, Static Subscriber Access, Mobile Subscriber Access,
Communications Control Facilities, Trunk Transmission (Space),
Trunk Transmission (Terrestrial), Ancillary and External Interface.
In addition, numerous aspect papers are included for areas requiring
special technical investigation and analysis. To describe the
entire TRI-TAC Architecture is beyond the scope of this paper
and therefore an attempt will be made to only develop those
architectural considerations which pertain to C3 operation in the
tactical battlefield of the future, namely responsiveness,
survivability, flexibility, security and interoperability.

Responsiveness. In order for a communications system to be
responsive to C requirements it must provide for information to
be received by the appropriate qcision maker in a timely manner,
i.e., prompt and useful. In developing the TRI-TAC architecture
the factors which strongly influenced responsiveness are speed-of-
service, quality-of-service, and grade-of-service. These
characteristics are subsequently a function of call routing
procedures, processing speeds, availability and maintainability of
equipment, and overall system capacity.
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The speed-of-service is accomplished by employing call
routing procedures that are automated and software intensive
to reduce the end-to-end call connect time as well as reduce
operating personnel and increase system reliability. For
message switch operation, features such as automatically relaying
message traffic using header information, prompting during message
composition and use of optical character readers will speed up
message preparation for entry into the switch system. Near real-
time data traffic is accommodated by the Unit Level Message
Switches (AN/GYC-7 and AN/TYC-11) which can provide a speed-of-
service of less than 1/2 second. Other features which enhance
speed-of-service performance are direct access service, electronic
switching technology and a system-wide channel transmission rate
of 16/32 kb/s for voice, data and digital signaling.

Quality-of-service for voice traffic is generally reflected
in the intelligibility of conversation which a battlefield commander
may encounter. The measurement of this performance is accomplished
using a Diagnostic Rhyme Test (DRT). To attain the necessary level
of performance the analog-to-digital speech processing techniques
selected for wide-band and narrow-band voice circuits are
Continuously Variable Slope Delta (CVSD) and LPC-10 respectively.

Grade-of-Service is further improved by employing automatic
alternate routing techniques in conjunction with a preemption
capability. The larger circuit switches have the capability to
select up to 5 alternate routes for each primary and to then
preempt lower precedence circuits if necessary.

Survivability. The architectural considerations of survivability
are composed of system survivability and equipment survivability.
System survivability is provided by the application of distributed
management and control elements which will assure overall network
survivability despite loss of nodes and equipment. The alternate
routing feature previously described will also aid in supporting
survivability. Equipment survivability is a function of how
well an item can operate in an ECM environment. The architecture
addressed this area and postulated an initial ECCM strategy for
early deployments with anticipation that future transmission
equipment will employ increased techniques to combat enemy
jamming.

Flexibility. The TRI-TAC architecture provides for the flexibility
necessary to deploy varied communication resources in differing
configurations. The required flexibility is provided by employing
a four-level, hierarchical control system which includes a
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Communication Systems Planning Element (CSPE), a Communications
System Control Element (CSCE), a Communications Nodal Control
Element (CNCE), and a Communications Equipment Support Element
(CESE). The CSPE is management-oriented and will be capable of
assisting in the preparation of initial deployments or
reconfiguration of the overall network in response to known or
anticipated future communications requirements. The CSCE provides
the data processing capability needed to maintain a high
performance of network operation, as well as adapt to changes in
traffic demands, network configurations and equipment failures.
The CNCE is the technical control facilities located within a
nodal area to provide patching, monitoring, combining and the inter-
connection necessary for the distributed switching and transmission
facilities. The CESE includes the built-in test equipment
necessary to monitor equipment performance and the telemetry
facilities for sending this information to the CNCE.

To provide flexibility of equipment access the channel rate
selected for the TRI-TAC Architecture is wideband, either 16 or
32 kbps, which will permit access by a wide variation of users.
Any special conversion of input data to the wideband rate will be
accomplished at the subscriber location, e.g., a data adapter,
which will permit access by inventory data terminals. The analog
to digital conversion process contained in the large circuit
switches will allow inventory analog voice calls to be established
between other analog subscribers or digital subscribers. This will
enhance the transitioning from the current analog voice capability
to the future all digital implementation.

Security. In the early stages of developing the TRI-TAC
Architecture the security aspects were viewed as one of the key
factors in the success of satisfying future demands for C3 . In
order to satisfy these security requirements it became apparent
the security capabilities would have to become totally integrated
within the TRI-TAC system. The National Security Agency has been
involved since the very beginning and has been a partner in the
formulation of architectural development, specification preparation,
and equipment development. This has resulted in a system being
end-to-end secure with minimal effort while providing an overall
reduction in equipment size, weight and power.

Interoperability. The interoperability aspect of the TRI-TAC
architecture is addressed as part of the external interface as
provided by various TRI-TAC subsystems. These capabilities will
provide for interoperability with other US tactical systems,
Defense Communications Systems (DCS), Allied tactical communications
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systems, NATO Integrated Communication System (NICS) and
commercial systems. There has been a continued on-going effort
in many of these areas to insure that proper interoperation with
different elements will be accomplished not only with current
analog facilities, but with future digital equipments.

Interoperability can almost be categorized into each subsystem F
element, such as transmissions, switching (circuit and message),
control, communications security, and data terminal equipment.
For each category the interoperability requirements will actually
include more than one external system. For example, the modular
transmission hierarchy can accommodate the current inventory
equipment group transmission rate, as well as the modularity of
group rates necessary to interoperate with NATO, DCA, and commercial
facilities. Other examples include compatible modes of data
terminal equipments, digital voice processing techniques, analog
and digital signaling, communications security, and orderwire.

The degree of interoperability provided by the TRI-TAC System
will afford tactical units with an unsurpassed C3 capability to
operate in a joint tactical operation, unencumbered by limitations
normally associated with these type of deployments.

TRI-TAC EQUIPMENT

In order to explain C3 in the TRI-TAC system of the 90's,
a brief description of the TRI-TAC equipment will be presented
first.

The tactical automatic message switches are grouped in three
general sizes. All process C2 information in a digital secure mode.
The largest is the AN/TYC-39 Automatic Message Switching Central
providing 50 line or trunk terminations in any combination. It
is housed in two S-280 shelters. The medium size message switch
is the AN/TYC-11 Automatic Message Switch Central providing 12
lines for interfacing with other AN/TYC-lls, other message switches,
circuit switches and data terminals. It is a rack-mountable
configuration for inclusion in TRI-TAC's Modular Tactical Communication
Center (MTCC). The small size data message switch is the AN/GYC-7
Automatic Message Switching Set providing 12 lines for interfacing
with other AN/GYC-7s, the AN/TYC-11, and data terminals. It is
configured as three "throw-on-the-ground" modules which are team-
transportable.

The tactical automatic circiut switches, as indicated for the
message switches, are grouped in three general sizes with each one
capable of processing C2 information in a digital secure mode. The
largest is the AN/TTC-39 Automatic Telephone Central providing 600
lines in a dual-shelter configuration and 300 lines in a single
shelter configuration. The medium size circuit switch is the
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AN/TTC-42 Automatic Telephone Central providing 150 lines and
can be depopulated to 75 lines. It is housed in an S-280
shelter. The small size circuit switch is the SB-3865 Automatic
Telephone Switchboard providing 30 lines in two "throw-on-the-
ground" modules. Two or three SB-3865s may be interconnected to
provide an increased switching capability to 60 or 90 lines

respectively.

The TRI-TAC family of digital terminals include secure voice,
narrowband voice, facsimile, and single subscriber terminals.
They are briefly described below:

The Digital Subscriber Voice Terminal (DSVT), KY-68, contains
functions necessary to send and receive secure voice or data calls
over a wide variety of switched digital networks. The DSVT
data port accommodates the Tactical Digital Facsimile (TDF) and
digital terminal equipment like the AN/UGC-74 single subscriber
terminal. The Advanced Narrowband Digital Voice Terminal (ANDVT)
is a ship, airborne, shelter or vehicle mounted subscriber terminal
that provides for transmission of secure digital voice or data
traffic over narrowband circuits. The Tactical Digital Facsimile
(TDF) AN/UXC-4 provides rapid, high quality transmission and
reception of typed or hand-written documents, maps, overlaps,
sketches, charts, fingerprint records, and photographs. The
Single Subscriber Terminals (SST) are configurable with 4 different
modules: keyboard, printer, display, and auxiliary storage. The
basic configuration is the Keyboard Printer (KP) AN/UGC-74. The
other 2 modules can be connected to the KP when desired and the
printer can be removed when the display is utilized.

The Modular Tactical Communications Center (MTCC) is the
mobile tactical communications facility housed in an S-280 shelter.
It provides means for message preparation, transmission and
reception, storing, journaling, switching and plain language address
to routing indicator conversion. The MTCC can be configured with
SSTs, an optical character reader, high speed line printers,
magnetic tape transports, TDFs, an AN/TYC-11 and a document copier.

To enhance interoperability on the battlefield the Secure
Digital Net Radio Interface Unit (SDNRIU) KY-90 and the Mobile
Subscriber Equipment (MSE) are being developed. The KY-90 is man-
transportable, interconnects with any of the TRI-TAC circuit
switches, and sends and receives C2 traffic via single channel HF,
VHF, UHF radios connected to a voice or data subscriber. It
requires manual control for call set-up functions but performs
automatic control for channel monitoring and receiver/transmitter
switching functions after call establishment. The Mobile Subscriber
Equipment (MSE) is a highly mobile tactical radio telephone
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communications system. The MSE provides voice, teletypewriter,
facsimile and data communications for and among mobile subscriber
terminal users, switch system subscribers, information processing
facilities and combat net radio users via the net radio interface.
The MSE is comprised of the Mobile Subscriber Terminal (MST), the
Mobile Subscriber Central (MSC) and the Access Unit (AU). The
MST is a vehicular or airborne digital radio telephone set with
integral COMSEC and performs automatic call processing. The MSC
provides automatic integration of the MSE radio system into the
static switched system, range extension for MST-to-MST communications
and overall systems control and management. The AU is collocated
with unit level switches to provide interconnection between telephone
subscribers and users of MSE.

C3 IN THE TRI-TAC SYSTEM OF THE 90'S

In the 90's the TRI-TAC Deployed Equipment will be approaching
90% digital. The network will support voice, facsimile, record,
and data C3 . It will simultaneously handle intelligence information
and support automatic weapon systems in the battlefield. C2 traffic
will be sent and received automatically across the interfaces to
the DCS voice and message networks as well as to the NATO/Allies
strategic and tactical systems. Automatic altrouting and automatic
restoration will be employed. Two scenarios will be presented:
one dedicated and one circuit switched C3 .

Dedicated C3 .

Figure 1 shows a scenario with battlefield-mission subscribers,
record traffic subscribers, an AUTODIN interface, NATO interfaces,
and an allied interface. Each subscriber will be given the
capability to process and receive messages at the precedence levels
appropriate to his needs. In addition to the traditional precedence
levels %i.e., CRITIC, ECP, FLASH, IMMEDIATE, PRIORITY and ROUTINE),
TRI-TAC has identified three additional precedences which are used
for C3 . They are Network Control, Data I, and Data II. The
Network Control precedence is the highest precedence enabling
the network to be quickly reconfigured in the dynamic battlefield
situation. Data I and Data II are the next two levels of
precedences utilized by the battlefield mission systems. Real-time
or near real-time mission-dependent data (Data I and II) will be
processed by the Marine Integrated Fire and Air Support System
(MIFASS), the Tactical Combat Operations System (TCO), the Position
Location and Reporting System (PLRS), the AN/GYC-7, the AN/TYC-11
and the National Tactical Force, i.e., any NATO country deploying
a tactical unit adjacent to the US.
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In order not to lose the near real-time status of Data II
messages, age categories for Data I and Data II messages in
queue was developed such that a Data II message can be delivered
before a Data I message if the Data II message has been in queue
a significantly longer time, e.g., 3 times longer.

Together, the MIFASS, TCO, and PLRS will send 327 messages
to the AN/GYC-7 in one minute. In order not to cause a traffic
overload in the GYC-7, each message must be processed in
approximately one tenth of a second. The contractor for the
GYC-7, has proposed a message process time of 0.064 seconds for
both Data I and Data II messages. This time is achievable with a
distributed microprocessor architecture, direct memory access,
no reference or journal storage, an abbreviated message format,
and a 16 kbps input/output rate. The AN/GYC-7 and the AN/TYC-lI
utilize TRI-TAC's Mode VII link protocol which is based on
FED-STD-1003 and approved by JINTACCS. Mode VII is very similar
to the X.25 draft standard being proposed in the international
arenas and it is planned that, in the 90's, the National Tactical
Forces, NICS/TARE, and other allies will be employing a link
protocol compatible with Mode VII. The abbreviated message
format utilized is called the Tactical Message Format (TMF) and it
is a condensed version of JANAP 128. (See Table I). The Routing
Indicators in the TMF are also condensed - 2 to 5 characters
instead of 4 to 7 characters. The first character is always an
"M" to differentiate it from the R, Y, or U community RIs. The
"M community" is converted to R community or U community RIs by
the TYC-11 when these messages are destined for the AN/TYC-39,
MTCC subscribers or National Tactical Force subscribers.

The MTCC/TYC-lI handles the origination and termination of
Y community intelligence traffic in addition to the M, R, and
U community traffic. The CRITIC precedence of the Y community
is directly below the Network Control precedence level which is
the highest level and is above the Data I and Data II precedences.
CRITIC traffic as well as other C3 , traffic (R and U communities)
is processed by the TYC-11 in a mean time of 3 seconds and by the
TYC-39 in a mean time of 2 seconds. One automatic altroute is
provide& in the TYC-I and two automatic altroutes is provided
in the TYC-39 for CRITIC traffic.

R, Y, U and NATO/Allies traffic can all be processed on the
same line where those interfaces exist as shown in Figure 1. Each

6% message, however, will contain only one community traffic and
stringent protections will be built in to insure the traffic is
not mixed. The R community in the TYC-11 and TYC-39 handles
Emergency Control Procedure (ECP) precedence traffic at the
same precedence level as CRITIC. ECP traffic is sent from the

169

ia -



highest command level and requires immediate action.

Circuit Switched C
3

Figure 2 shows a scenario with battlefield-mission voice,
facsimile and data subscribers. Some of these subscribers are
connected remotely via radio to circuit switches, some are shown
directly connected to circuit switches, and some are shown
directly connected to message switches. Interfaces to the DCS
and to NATO strategic and tactical systems are shown. Each 2
subscriber will be given the capability to process and receive C
traffic at the precedence levels appropriate to his needs.
Precedence levels available in the circuit switches are Flash
Override (FO), Flash (F), Immediate (I), Priority (P), and Routine
(R). All high precedence (FO, F and I) calls are non-blocking
through any of the TRI-TAC circuit switches. Call processing
times through these switches is less than 1 second for the
AN/TTC-39 and less than one-half second for the AN/TTC-42 and
SB-3865. The time to process calls between switches depends on
many factors such as trunk signaling time, transfer of crypto
keying variables, propagation delay time (especially for satellite
links), noisy lines, possible crypto resync, and use of automatic
alternate routes. In order to achieve this flexible system that
is secure and survivable, many seconds may elapse before the call
is transferred between switches.

Communicating with subscribers through half-duplex narrowband
voice channels is seen as essential to the battlefield mission.
The ANDVT with the KY-90 achieves this communications link to the
circuit switches and thus to any point in the network. The ANDVT
is kept small and rugged, yet it is secure. It essentially has
a hot-line to the KY-90 which has an operator to key in calls to
any DSVT for voice or data calls.

The MSE radio telephone system will have the capability for
voice,'data, or facsimile calls to be keyed directly from the MST
thus eliminating the need for operator intervention and will provide
for calls directly between MSTs.

SST subscribers off of the circuit switches will have the
capability of sending digital data calls through the circuit switches
to SST subscribers off of the AN/TYC-11 or AN/TYC-39 message
switches. Likewise, the capability for sending C2 data messages
in the opposite direction is provided. The interface between the
TYC-39 and the TTC-39 utilizes out-of-band trunk signaling messages
that controls which interswitch trunk is to be used. The interface
between the TYC-11 and the TTC-39, TTC-42, or SB-3865 utilizes
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a simplified approach employing modified, data-only DSVTs,
KYB-78s, with loop signaling. The KYB-78s are controlled
automatically by the TYC-II.

The interface bewteen the TTC-39 and the National Tactical
Force or the NATO Integrated Communication System's (NICS)
Improved Voice Secure Network (IVSN) will be the multichannel
digital gateway link which is now being formulated in the inter-
national arenas. It will be of the sole user type switched
hot-line with automatic restoration. Using the hot-line (direct
access service), subscribers will have the capability to directly
signal other subscribers by going "off-hook". The connection
is automatic and assigned the highest precedence. It is pointed
out that hot-lines are also available in the TRI-TAC network
of circuit switches.

The gateway to the DCS circuit switching network may be
via the Secure Voice Improvement Program (SVIP) equipment. It
provides for an improved and expanded secure voice service through
the AUTOVON network. To the extent possible, specialized
equipment and control functions peculiar to secure voice service,
such as unique modems and cryptographic equipment, are planned
to be positioned at DCS facilities to avoid burdening tactical
units with additional equipment required to interface the DCS.

CONCLUSION

The TRI-TAC equipment that has been described is intended
for use in Future C3 applications and is the result of initial
TRI-TAC architectural efforts. The TRI-TAC architecture should
not be viewed as a final version of system/equipment implemen-
tation, but rather as a dynamic document, evolutionary in nature,
which will accommodate future C3 requirements as they are
conceived and definitized. Further refinement of the TRI-TAC
architecture will be undertaken in the future to take advantage
of technological advances and new innovations.
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Table I. Character Sets and Definitions for Tactical Message Format

INFORMATION ELEMENT BIT REPRESENTATION CHARACTER REPRESENTATION

Start of Message 24 bits 3 alpha characters
ASCII (8 bits/char) VVV

Precedence 4 bits I alpha character

Network Control 0001 C
DATA I 0010 A
DATA II 0011 B
ECP 0100 Y
FLASH 0101 Z
IMMEDIATE 0110 0
PRIORITY 0111 P
ROUTINE 1000 R

Classification 4 bits 1 alpha character

TOP SECRET 1000 T
SECRET 0100 S
CONFIDENTIAL 0010 C
UNCLASSIFIED 0001 U

Originator RI 16 to 40 bits 2 to 5 alpha characters

ASCII

Message Type/ 4 bits 1 alpha character
Characteristics

SYSCON message lll S
Perishable message 0000 through 0111 P
Nonperishable message 1000 through 1110 N

Station Serial Number 12 bits 3 numeric characters
(nonperishable message
only)

000 to 999 BCD (4 bits/digital) 000 to 999

Addressee RIs 16 to 40 bits/RI 2 to 5 alpha
(maximum 16) characters/RI

ASCII

End-of-Routing Signal 8 bits 1 character

ASCII Period (.)

Message Text

End of Message 24 bits 3 alpha characters
ASCII QQQ
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