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RESEARCH IN DISTRIBUTED UNDERWATER
ACOUSTIC ARRAYS

FINAL REPORT

uring the interval March 1977 through February 1980, members of the
Valley Forge Research Center tecﬁnical staff have been investigating coherent
operation of large underwater acoustic arrays, taking account of the disper-
sive effects of the medium. Array organizations of two kinds were investi-~
gated. The first of these is a very large array comprised of conventional
subarrays, the total extend being in the order of hundreds of miles. Most
of this work was carried out duyring the first two years of the project and
resulted in a doctoral dissertation. The second system studied is an array
of submerged senscrs, suspendéd from freely floating buoys and randomly
dispersed over an area of the order of 500-1500 meters in diameter:; in this
case, therefore, clement positions are continually changing. Work on the
latter array system was distributed over the entire duration of the project.

The results of the study were published in quarterly progress reports
of the Valley Forge Research Center and in other publications. We present
below a summary of our activities and resvlts along with applicable excerpts
from our reports and coples of a published paper and a dissertation. Addi-
tional papers for publication, drawn from the material presented here, are in

preparation.
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SUMMARY OF WORK ON A LARGE UNDERWATER APERTURE OF COHERENTLY COMBINED
SUBARRAYS

The purpose of this phase of the work was to investigate the possibility

S R A e |

of coherently combining a number of widely spaced arrays into a superarray
or "very large array" (VLA), If such a VLA could be designed, the potential

resolution would be on the order of wavelengths due to the large aperture.

S o

This research effort has been successfully completed, and is reported in
full in the 2h.D. dissertation [1] attached as Appendix 1. 1In this work, a
new solution is presented for the coherence between underwater acoustic sig-
nals in multipath channels which have uncorrelated random fluctuations. This

multipath coherence function (MCF) is specifically apnlied to the design of

dsiiac .ol cbitid i ianind

a VLA composed of widely spaced conventional subarrays. The solution

is developed in terms of ensemble averages of the random channel transfer
functions. The oceanographic fluctuations considered in the MCF are intermal.
waves, internal tides, spatial phase variations due to multipath interference,
and frequency selective multipath interference, and the relative effects of
these fluctuations are compared. The theory predicts VLA signal-to-noise gain,

resolution ability and scanning ability for specified system configuration,

multipath characteristics, and parameters of environmental fluctuations. Con-
cise and complete parametric results are presented which allow simple numerical
computation of the MCF,.

A VLA system design approach is proposed and considerations in system

implementation are analyzed. A design example demonstrates the possibility of




significant coherence over large ocean areas indicating that a VLA design
may be feasible.

An entire chapter is devoted to recommendations for further study,
giving specific suggestions for a continuation of this work. A further
study of applications of the theory has been completed under another con-
tract [2]. The theory of the MCF is in preparation for the acoustics

literature.

SUMMARY OF FLOATING ARRAY STUDY

The array structure initially assumed was one developed by the Navy
Ocean Systems Center, San Diego, California. It is comprised of 31 hydro-
phones suspended from freely floating buoys, the hydrophones being about
300 meters below the surface of the ocean. The array, as originally con-
ceived, was a two-dimensional one. Array element location is carried out via a
subsystem using sound launchers suspended under 4 of the 31 hydrophones,
each transmitting a distinct signal derived from random noise. The entire
system was tied together via radio links from the buoys to an aircraft
overhead.

At one stage of our work consideration was given to array element lo-
cagion without use of active sound launchers within the array. However,
this problem was deferred and our assumption throughout most of the work
reported here was that element positions are accurately known. The
principle problem considered is the following. Because of sound speed
variation with depth acoustic rays will be dispersed in the vertical plane in

travelling between source and receiver. The receiver will see multipath
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arrivals, which for sources about 50 miles or more from the receiver, will

be spread over a range of vertical angles of about +10° with respect to the
A

horizontal. The phases of the separate ray arrivals at a single frequency
can be expected to be substantially independent statistically and slowly

time varying. The result is that amplitude and phase of the resultant sig-
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nal within the array will fluctuate in the typical manner of fading signals.
Furthermore, the phase of the signal across the array will, at any fixed

moment, be a sample function of a random process, unlike the phase of a

plane wave for which it would be linear with distance. Since the array will
be focused for a plane wave (a single ray) the phase perturbations can be
expected to have an adverse effect. Our work has been concerned with deter-
mining this effect and with an investigation of means for overcoming it.

The first problem investigated dealt with the effect of an assumed phase
random process across the array on the scanning ability of the array. One of
the ways in which arrays éan be used is to expos2 the system to a beacon, to
conjugate the phases of the signals received from the beacon, and to sum all
outputs. This focuses a beam toward the beacon. With a knowledge of (approx-
imate) array element location one can scan the beam off the beacon to nearby
sources by injecting new phase shifts into array element outputs. The injec-
ted phases are based on a plane wave being seen by the array; phases not consis-
tent with a plane wave will cause gain loss in the scanned beam. The scanning
range for specified acceptable loss was the subject of the study. The analysis
was published in {3]; a copy of the paper is here attached as Appendix II.

Because this work was based on an arbitrary choice of the phase stochastic

process an investigation was made of the nature of the phase process when it

18 caused by a number of plane waves converging at different vertical arrival




angles. A typical sample function of phase vs. position was simulated and
the array pattern of a planar random array in such a field (with amplitude
assumed constant at all array elements) was determined. This work appeared
in [4] and a copy is here attached as Appendix III.

As a next step a more direct and more accurate approach was used to deter-
mine the mean array pattern and the variance of the main beam gain for the two-
dimensional random array. Multipath arrivals of independent phase and amplitude
and random element positions distributed according to independent normal random
variables were assumed. Here the array was also focused for a plane wave so
that the results obtained reflect the effect of phase and amplitude variation
across the array not accounted for by the phases introduced in the array elements
for focusing. The following observations are in order. When the array is small,
say 10 wavelengths or less, it sees a small part of the resultant phase front
which effectively appears as a plane wave to the array. However, the resultant
field magnitude is a random variable depending on the arrival phases and ampl:i-
tudes. When the array is large it sees a distorted phase front and the earlier
remarks about phasc and amplitude variation across the array apply here and the
mean gain falls. Alternatively, one can take the view that the large array has a
smaller vertical beamwidth so that it rejects some of the multipath arrivals and,
on this account the mean gain falls. The results indicate that the half power
point occurs when the element location standard deviation is about 35 wavelengths
for multipath in a range of *10° to the horizontal. The analysis here summarized
has been organized for publication and is attached as Appendix IV under the title

"Statistical Properties of a Random Array of Acoustic Sensors in a Multipath

Environment.' Additional detail will be found in [5,6,7].
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The next step in the study was to extend the previous analysis to the
case of an array in three dimensions. The elements were now assumed sus-
pended at various depths following normal and uniform vertical distributions.
With a large depth range the vertical beamwidth will be small
suggesting the possibility of forming simultaneous contiguous beams in the
vertical. These can be expected to resolve the multipath, each beam absorb-
ing a small part of the vertically dispersed rays. Beam outputs can then be
combined using schemes commonly used in communication diversity systems
Because the same elements are used to form multiple beams there is reason
to suspect that element random noise passing to the beam outputs will
be correlated. It was found possible, however, to specify beam spacing such
that this is not the case and such that adequate coverage of the vertical
range is obtained. The operation of such an array was simulated
for various diversity combining scheme making comparisons among combin-
ing schemes and also to the two-dimensional array which was similarly simu-
lated. A substantial improvement in main beam mean signal-to-noise ratio was
obtained in using the best of these schemes, the maximal ratio combiner.
Furthermore, the relative variance of the output was much reduced over the
two-dimensional case, a result which was expected. Also touched upon in
the simulation was the effect of varying the frequency of the source when
focused for a given frequency. Because focusing was done by phasing, the
array bandwidth is narrow--in the order of 1% of the center frequency. Higher
bandwidths can be achieved by using delay focusing rather than phase focusing.

At the very last the response to an off mainbeam source was simulated indi-
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cating that the sidelobe properties (i.e., the response when the azimuth of
focus and the source azimuth are different) are impaired by this mode of

operation. This part of the study deserves further work.

The analyses summarized in the previous paragraph appear in part in [8]
and [9]: a final component will be reported in the next issue of the Valley
Forge Research Center's progress reports. Copies of the pertinent work are

here attached as Appendices IVa, b, c.

CONCLUSIONS AND RECOMMENDATIONS ON THE FLOATING ARRAY

The study carried out indicates that the array outputs can be processed
so as to effectively separate multipath arrivals. Optimally combining them
will give a substantial improvement in signal-to-noise ratio. Initial results
on attendant sidelobe level indicate that a price is paid in this regard; this
requires further investigation. Also, the effect of an unwanted signal simul-
taneously present when focusing on a wanted source requires attention. It is

possible that large off target signals entering on the sidelobes of the indi-~

vidual diversity branches will capture the adaptive combiner. These last prob
lems indicate a need for good sidelobe reduction properties on the individual
diversity branches. Nulling and spatial filtering techniques should be exam-
ined for their application here. We believe it particularly pertinent to look
into the modern spatial filtering methods known as the maximum likelihood and
the maximum entropy method (see e.g., the compendium of papers in [10]). These
methods have in a number of cazes been shown to be a considerable improvement
over straightforward beamforming in respect to resolution of nearby targets and

in sidelobe suppression.
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CHAPTER 1
INTRODUCTION

A problem of great interest and importance in underwater acoustic
signal detection 1is the coherent combination of the outputs of widely
spaced reccivers to form a very large arrcy. The description "widely
spaced” means that the receivers are separated by distances much larger
than both the acoustic wavelength of interest, and the correlation dis-
tance of the random fluctuations in the medium. The implication is that
the signals recéived by the individual sensors are stochastically
independent, so that totally naw methodé of array processing are re-
quired.

There are two aspects of this problem, which involve entirely
scparate mat
ent combination, by whiéh the receivers use a priori information about
the state of the medium to search coheren:ly for a signal source; the
objective is to improve signal detectability, and performance is quanti-
tatively measured by the array gain. The second aspect is post-
detection coherent combination, in which the receivers independently de-
tect a signal source, measure the signal phase in real time, and then
form a coherently focused array by correctly phase shifting the signals.
This is essentially a problem in signal processing. The former aspect,
hoﬁever, is primarily a problem in underwater acoustic wave propagation
in a random medium, and requires a complete analysis of the space and

time varying characteristics of the ocean enviroament. This is the

problem to which this rescarch has been devoted, and which is the
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subject of this dissertation.

1.1 THE PROBLEM OF COHERING WIDELY SPACED RECEIVERS
As an acoustic propagation medium, the ocean presents many diffi-
cult problems to signal reception. The speed of sound underwater varies
in space and time, and these fluctuations are both random and determin-
istic, Déterministie spatial variations include a gradual change in o
the sound speed with depth, causing refraction of acoustic rays and a
multipath signal at the receiver. In addition, there are oceanographic
phenomena which are space/time random processes, resulting in unpredict-
able variations in the sound speed. Some of these fluctuations are
internal waves, tidal phenomena, currents, eddies, and surface waves.
The combined effect of these sound speed cihianges is a received signal
with random amplitude and phase varying spatially and temporally.
Another important cause of spatial phase variations is the effect of
ray paths which change with range and the resulting spatial change of
multipath interference. Additive noise further degrades signal recep-
tion; the primary sources are ambient noise, which is random and
spatially continuous, and discrete noise sources such as shipping
traffic whose characteristics may often resemble signals of interest.
To overcome some of these obstacles, acoustic sensors are combined
into an array. An amplification and a phase shift are abplied to the
received output of each sensor and the results are summed. If each
phase shift is proportional to the time of arrival of the signal at

that sensor, then the array is phased for that particular signal source

direction. For other directions, the reception will be partially
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incoherent, which helps in rejection of noise. In a conventional
array, the spacing between sensors is on the order of a wavelength.
Since the correlation distance of most random phase and amplitudeA
fluctuations is much greater than this, each sensor sees nearly
identical fluctuations and the signal outputs of the sensors can
still be summed coherently. Therefore the primary cause of degrada-
tion of signal reception for a conventional array is the interfer-
ing noise., Many techniques have been developed for noise rejection
and can be foundlin the literature,

Another important function of an array is localization of a signal
source, A measure of localization ability is the beamwidth, which is
inversely proportional to the size of the array in wavelengths. The
disadvantage »f a conventional array is that since most signal sources
are in the fer field, the array can only scan in angle; range inform:-
tion must be estimated from the intensity of the received signal.
The localization 3is then limited by the array beamwidth. However, if
the receivers are separated by large distances, i.e., distances very
much greater than a wavelength, and on the same order of magnitude as
the range of interest for signal detecticon, then, in principle some of
these limitations may be overcome. The array could then scan in both
range and anglie, since signal sources would be in the near field of
the huge aperture, Also, since the effective beam of the array is
then a very small two dimensional focal spot, recolution ability
would be greatly enhanced.

But the use of a very Iarge array aleo jatroduces many additional

problens.  The greatest ohstacle Is that of localization ambipuity,
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If the number of component sensors is small and they have omni-
directional reception, then there are numerous locations at which a
signal source may be coherent at the array, and localization would
be impossible. For this reason, the topic considered here ;ill be
limited to the case in which each receiver itself is an array
(henceforth, reference to a sensor will imply a subarray receiver).

This limits the ambiguity problem to the arca of overlap of the ) L

beams of the subarrays, before coherent combination. Another problem
is the fact that, since the sensors are now spaced at distances much
greater than the correlation lengths of random ocganographic fluctua-
tions, the randomness_in tﬁe signal is independent among tﬁe receivers,
The correct phasc shift to apply to each receiver to search coherently
for a signal scurce is now a completely urknown quantity. What, if
anything, can be done to coherently combire these receivers to form a
superarray aperture, and thereby improve signal detection capability?
This is the question which will be addressed and answered in the
dissertation.

The basic approach to the problem is as follows. A beacoa signal
source is placed in the ocean, and radiates a known wavcform to each
sensor. Each sensor measures the travel time of the signal in propaga-
ting through the random ocean channel. This information yields the
correct phasc shifts for the superarray to focus on the beacon. The
objective is to scan the superariay faocal spot away from the beacon in
search of a signal. But since the ocesn f§s fiuctuating both spatially

and tewmporally, the distance and time for which this cau be done is

1inited due te loss of coherence, More beacons will be required so
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that the superarray may scan from beacon to beacon to maintain an
acceptable level of coherence; the sensors must also refocus on the
same beacon as often as is determined by the stability time of the
fluctuations. The results to be presented in this dissertation will
be utilized to determine these required beacon spacings and refocus~

ing times, for specified system performance parameters.

1.2 THE éOHERENCE FUNCTION APPROACH TO THE SOLUTION

The underwater propagation path between the source and each
sensor is modeled as a random channel whose stochastic parameters
depend upon the oceanographic fluctuations. Since the random variations
in the received signal are uncorrelated szmong all sensors, the ability
to coherently combine the distorted signals depends upon the degree of
similarity cf their waveforms. In the frequency domain, this is
viewed as a measure of how well each spectral component of the signal
pairs can be combined in phase, despite the randomness.

A quantitative measure of this pairvise cohecrence is given by the
spectral coherence function. 1Its magnitude, varying between zero and
unity, is the gain in received siénal power achieved by combining a
pair of random Signals with partial coherence; a value of unity indi-
cates 100% gain in signal power. The argument of the coherence function
is the average phase difference between the éignals necessary to
coherently combine them. By coansidering all possible bairs of sensors
in an array, the coherence function defines an important array perform-~
ance parameler, the array gain, The coherence function is therefore

the key to the relationchip of array performance to oaceanographie

T~ OY S s S as g
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fluctuations. The bulk of this research has been devoted to develop~-
ing a parametric form for the coherence function, which can be used
to predict array system performance, The general theory of the
coherence function is presented in Section 2.4, and its solution for
the random multipath ccean channel, called the multipath coherence

function, is developed in Chapters 4 and 5.

1.3 SUMHARY OF RESULTS

By means of the model of uncorrelated random propagation channels,
an expression for the coherence function has been derived in terms of
the parameters of real oceanographic fluctuations. The model is
generalized to include scanning distances and times. Although the
results include the most recent information available on ocean pheno-
mena such as internal waves and tides, the structure of the model itseif
is independent of these data and can easily a¢commodate future changes
or new theoretical developments in oceanographic fluctuations.

The results of the analysis demonstrate a simplification that
allows numericzl results to be computed with no more than a hand calcula-
tor. The derived cxpression for the multipath coherence function is a
composite of three factors which affect signal coherence: determinis-—
tic multipath intefference, random fluctuations which are iuncoherent
among the rays of a multipath set, and fluctuations which are completely
coherent among rays. The actual multipath configuratién can be ob-
tained from a ray tracing computer program or from experimental
measuremcents of an ocean chaneel's impulse response, The second fac-

tor is doeninated by fnternal waves and the spatial variations due to
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ray paths which change with range. The last factor is a fluctua-

tion due to internal tides. The value of this mathematical factori-
zation is that it permits each source of coherence degradation to be
analyzed separately and the relative effects of each to be compared.

In the cohercence function, system design parameters such as scan
distance and scan time have been related to the parameters of the
ocean fluctuations, This enables a determination of required beacon
spacings and beacon refocusing times for the design of a superarray
systed. These results are then applied to a superarray system design
to demonstrate practicality.

Numeriéal results of the analysis show that widely spaced receiv-
ers can be combined with partial coherence to cover large ocean areas,
and with significant realizable array gain., In additioun, it is showm
that such a s;stem design is practical with respect to required density
of beacons and refocusing times. Methods of implementation of such a
system are proposed, which require only system components and proce-
dures well within the limits of current capabilities, both technically

and economically.

1.4 SUMMARY OF PREVIOUS WORK

The primary application of this work is to an adaptive array tech-
nique known as self-cohering. When the array element locations are not
known accurately, or when the medium has a randomly varying index of
refraction, then array beamforming and scanning must be performed not

by a priori phasing based only on array geometry but also by measurement

of signal phase from a direction near the desired source location.




Self-cohering techniques applied to retrodirective antenna arrays
were first discussed in [l]. A survey of current and previous work
in self-cohering techniques, and an analysis of beamforming and scan~
ning of self-cohering microwave arrays, is given by Steinberg [2].
Most of the current research in self-cohering techniques for very
large HF and microwave arrays is being done at the Valley Forge Re-
search Center [3].

Self-cohering techniques for arrays were first introduced into
the field of optics in the early 1970's. A description of some of
this work can be found in [4). 1In principle, the techniques a?e identi-
cal to those used for antenna arrays.

Although adaptive techniques have been used in underwater acoustic
array processing for some years [5]), a common assumption has been per-
fect signal coherence across the array aperture. A discussion of
signal processing for very large arrays can be found in [6]; however,
the unlikely assumption of perfect signal coherence is also made in
that report.

The most important aspect of this work is the analysis of signal
coherence in random ocean channels. There are two different definitions
of coherence in common use. In the field of electromagnetic wave
propagation, particularly in optics, the measure of coherence most
commonly used is simply the normalized time-domain cross-correlation
function. A thorough theoretical analysis of the significancc and
application of this coherence function is given by Beran and Parrent

{7}, and they also give a survey of previous rescavches. It is surpris-

ing, however, that all of thoue rescarchers were unavare of the other

a4
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definition of coherence until its rediscovery by Mandel and Wolf [8]
'in 1976. First introduced in time series analysis by Wiener [9] in
1930, it is defined as the cross-power spectral density of two time
functions, normalized by their auto-power spectral densities. Probably
the best description and explanation of the physical significance of
this spectral coherence function is given by Kocpmans [10], who also
presents a ccuplete history of its development, Other analyses of
this coherence function and its use can be found in Bendat and Piersol
[11], and Jenkins and Watts [12].

The spectral coherence functjon is the measure which is used in
this work. Its advantage is that it gives an unambiguous quantitative
measure of the ability, at each frequency, to cohecrently combine ran-~
domly distorted signals, A good discussion of the difference between
the two meastres of coherence, and the advantages of the spectral co-
herence function, is given by Roth [13]. In the field of underwater
acoustic array processing, both definitions of coherence have been
used. Use of the cross—correlation coefficient in the definition of
array gain was demonstrated in [l4]. Some applicatioans of the spectral
coherence function to underwater acoustic processing are given in [15].

There has becn a number of studies, both experimental and theoreti~
cal; of coherence of acoustic signals in a random ocean environment
and its effect on array performance. Smith t16] has presented an
analysis of spatial coherence in random multipath changels due to the
effects of variations of'mulprath interference with range. However
his results are Jimited to separations for which the received signal .

is a plane wave, and the raondem varlations are completely correlated.,
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Jobst and Zabalgogeazcoa [17, 18] h&ve analyzed the effects of a
moving source on signal coherence in a multipath channel. Here again
the signal is assumed to be a plane wave across the array and the phase
fluctuations are also assumed to be completely correlated among sensors.
Munk et 31 [19] have determined 1imits.on coherent processing due to
phase fluctuations caused by internal waves. Their analysis is also
limited to small sensor separations and large phase fluctuations.

The major difference between all previous work and the work to be
performed here is that the former has been limited to sensor separations

that are within the correlation distance of the random fluctuations.

Degradation of coherence, then, essentially becomes just a matter of
lack cf correlation between the randomness ia signals, But this gives
no insight into the ability to combine sinnals with partial coherence
when the receivers are far beyond this correlation distance. If the
random fluctuations in signals received by widely separated sensors are
small enough, then the possibility exists for achieving some gain by
properly phase-shifting one signal with respect to the other. Another
difference from previous work is that plane wave phase shifts are gener-
ally used for conventional beamforming and scanning. However, these do
not take into account the phase bias due to multipath and oceanographic
fluctuations. By using the true average phase difference between sig-
nals as predicted by the coherence function in terms of oceanographic
fluctuations a further increasec in gain may be renliécd. The spectral

coherence function is a suitable measure of this potential, and it is

toward this end that most of this rescarch haz been directed.
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1.5 ORGANIZATION AND CONTENTS

The chapters of this dissertation are organized into five inter-
related levels of material as indicated in Fig. 1l.1. "The first level
consists of this introductory chapter which lays the groundwork for the
dissertation by stating the problem, the approach to the solution, and
giving a éummary of results and previous work. The second level is com-
posed of Chapters 2 and 3 Qnd presents essential background information.
Chapter 2, "Underwater Acoustic Propagation and Array Processing', dis-
cusses the wvave equation and ray solution,_and variations in the sound
speed as causes of phase and amplitude fluctuations. Some characteris-
tics of underwater acoustic signals and noise are presented and the
general theory of the coherence function js developed. Basic érray pro-
cessing theory in the space and time domains is discussed including the
general effect of the randomness of the medium. Array gain and its
relationship to the coherence function is presented and methods of beewm-
forming are discussed. Conventicnal arrays are considered with respect
to their characteristics of size, directivity, résolution, and correla-
tion of random fluctuations. The characteristics of very large arrays
are presented, including near field focusing and scanning, resolution,
uncorrelated channels and uncorrelated noise, and the array pattern.
A comparison is then made between conventional arrays and very large ar-
rays (VLA). ‘Finally, the topic of a VLA composed of conventional sub-
arrays is discussed.

Chapter 3, "Occanographic Fluctuations and Their Effects on Propaga-
tion", presents the eharactoristics of oceanographic fluctuations deter-

mined from experimental observations, and classifies them according to

o
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2 LEVELS OF ORGANIZATION

CHAPTER 1
h
CHAPTER 2 7 CHAPTER 3
| ! '
—<—{ CHAPTER 4 >
Y Y
CHAPTER 6 Y CHAPTER 5
>— CHAPTER 7 <

Fig. 1.1 Organization of dissertation.

INTRODUCTION

BACKGRGUND

THEORY

APPLICATIONS

SUMMARY
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their effect on array processing. Types of fluctuations are then dis-
cussed and the theory of those fluctuations which are relevant to the
design of a VLA 1is developed. The chapter ccncludes with a summary of
the relative impcrtance of these fluctuations according to the latest
experimental and theoretical results.

The third level of organization consists of the central theory of
the dissertation, presented in Chapter 4, "The Multipath Coherence Func-
tion for Uncorrelated Underwater Channels". This level makes the tran-
sition from background material to the subject of the thesis and, with
few exceptions, follows directly from the first chapter for one thor-
ocoughly familiar with the background presented in Chapters .2 and 3.

The MCF is presented as a new measure of array performance, eand its
physical significance is explained. The MCF is derived using the
stochastic time~varying channel represenuation of multipath propaga-
tion for general oceanographic fluctuations. The theory is then extend-
ed to include the effects of VLA scanning in space and time. The re-
sults of the analysis are discussed in detail, and the summary presents
a prelude to the development of the MCF in terms of real oceanographic
fluctuations in Chapter 5.

The fourth level of organization, couposed ¢f Chapters 5 and 6, is
an application of the central theory of Chapter 4 to the background
material presented in Chapters 3 and 2, rcspoctivély. Chapter 5,

"The Cohcrence Function in Terms of the Ocecauographic Fluctuations",
incorporates the parameters of the predeminant fluctuations into the
MCF and analyzes the cffects of cach on eoherence. In particular, new

theordes are developed for the effects of spatially varying multipach




14
interference and internal tides. Complete numerical results are given
which show the effects of source range, frequency, multipath character-
istics, aund scanning on coﬁerence, due to each individual source of
fluctuation. Physical interpretations of the results are also given.

Chapter 6, "Application to a Superarray System Design', is con-
cerned with a practical application of the previods developments to the
design of a large underwater aperture of coherently combined subarrays.
An approach to a complete VLA system design is outlined, including such
considerations as beacon placement, beacon waveforms, and required bea-
con spacings. A system design procedure is then given which proposes
a methodology for implementation of systeﬁ specifications. Finally,
other important counsiderations are mentioned, such a2s localization
and source tracking.

The las: level of organization is comprised of Chapter 7, "Summary
and Recommendations for Further Study'. This chapter concludes the
work with an interpretation of results and a statement of all limita-
tions. Recommendations are then made for future studies of relevant
topics not considered here,

As illustrated in Fig. l.l; the essence of this dissertation can
be obtained from Chapters 1, 4, and 7 which contain a statement of the
problem, the method of solution, and results, respectively. Chapters 2
and 3 provide a basis for the development of Chaﬁtcrs 5 and 6, which 4

latter are necessary for a full understanding of how the conclusions of

Chapter 7 follow from the theory developed in Chapter 4.
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CHAPTER 2

UNDERWATER ACQUSTIC PRCPAGATION AND ARRAY PROCESSING

2.1 THE WAVE EQUATION AND RAY SOLUTION

The propagation of an underwater acoustic wave obeys the wave

equation for the pressure
1
V'p = >
c

in which p = p(x,y,2z,t) and ¢ = c(2).

. jwt . .
Agssuming 2 rime dependence e’ , the wave equation becomes

By making a substitution of the form

p= Ae” 30

the Eikonal equation for the phasce is obtained:

[vo1? = w2 |

2
c

The speced of sound, c(2), has a variation with ocean depth determined

17

(2.1)

(2.2)

(2.3)

(2.4)

e
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primarily by variations in temperaturc and pressure. The sound ;peed
increases as temperature and pressure increase, resulting in a sound
speed profile as shown in Fig. 2.1. The sound speed usually has its
maximum at the surface where the temperature is the highest. The

sound spced decreases as depth increases due to the decreasing tempera-
ture until the effect of increasing pressure causes it to again increase.
The depth of the minimum sound speed is known as the sound channel

axis. Maximum variations of c(z) are from about 1480 m/sec to

1550 m/sec and depend on climate, season and time of day.

The Eikonal equation is valid if

Abdg <<l (2.5)
C

i.,e., if the fractional change in the sound spead gradient, g = dc/dz,
over the distaice »f a wavelength is very small compared to f = ¢/A.
The surfaces ¢(x,y,z) = constant define the wavefronts and the ray

paths perpendicular to these wavefronts can be found once c(z) has been
specified. An exaﬁple of ray t;acing for a specific sound speed profile
is given in Fig. 2.2, Trom the Eikonal equation comes the underwater

acoustic cquivalent of Snell's law, written as
clz) = c(zv)COSO (2.6)

in terms of the sound specds at a depth z and ac the vertex depth L
and the angle ¥ which a ray wakes with the horizontal at a depth z.
When the gradieut g is positive, a ray is concave unward, and when g is

negative, it is concave downward, For a ray which leaves a source at

o e : B i
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finderwater sound speed profile.

Fig. 2.2 Ray paths and sound channcl,
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depth z; at an initial angle Go, the sound speced at the vertex can be
found from (2.6). The ray is within a sound channel when it has both
an upper and a lower vertex and all rays which leave the source at
angles smaller than 00 will stay within this sound channel. Certain
rays which leave the source will reach a receiver at a depth zp. The
underwater sound channel is therefore characterized by multipath propa-
gation between source and receiver,

The total phase of a ray in propagating from source to receiver

is ¢ = wWT, and total travel time is found directly from (2.4) as

= |.8S_
T= \<oy - 2.7)

ray path

The travel times, pressure amplitudes, and arrival angles of all rays
which reach a receiver are usually obtained from a ray tracing
computer prograa. For a specified sound speed profile, source fange,
fréquency, source depth and receiver depth, the program will compute
the above quantities for all possible ray paths betwecen source and re-
ceiver,

An example of the characteristics of multipath propagation is
shown in Fig. 2.3. The source and rcceciver are separated by a range
R = 500 km. The figure shows the travel timecs and relative amplitudes
of the rays reaching the receiver, all of which are bottom reflected.
The nominal or average travel time for the channel is seen to be on

the order of To = R/c = 500/1.5 = 333 sec and is called the bulk time

declay. The rays arrive in pairs with approximately the same amplitude,

Py
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one ray arriving at an upward angle and the other at the same'angle
in a downward direction., The initial angles of these rays at the
source are also equal about the horizontal. Rays which leave the
source at small angles have larger amplitudes due to shorter path
lengths and fewer bottom reflections. As the initial angle of each
ray pair increases, its path length and number of bottom reflections
increase? and the relative amplitude decreases. Due to the attenua-
tion of high angle rays over long ranges, ray arrivals with signifi-
cant amplitudes are usually limited to small arrival angles. The time
between the first ray arrival and the last ray arrival is called the
time spread of the channel, TS. The time spread usually increases
with increasing range and, for the figure showm, TS = 7 sec.

The received pressure field for a multipath channel is the

superposition of K individual ray arrivals given by

K . K -jwT :
H(w) = § p, = et e K (2.8)
kg-:l k kZlAk

This field exhibits interference among the component rays resulting in
frequency selective fading. Depending upon the arrival tiaes and
amplitudes of the rays, the received field will demonstrate construc-
tive or destructive interference at different acoustic frequencies as
depicted in Fig. 2.4. The rececived field will be at a maximum at
frequencies for which the rays are all in phasc, while for other fre-
quencies it may fade due to total destructive interference. Frequency

selective fading demonstrates the importance of a frequency domain

analysis of multipath channels,
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2.2 EFFECT OF RANDOM FLUCTUATIONS

Besides the deterministic variation of sound speed with depth,
there are oceanographic fluctuations which are random processes in
space and time and cause fluctuations in the ocean temperature, result-
ing in random fluctuations in the sound speed. Among_these fluctuations
are internal waves, which are predominant, internal tides, currents,

and eddies. The sound speed is now given by
e' = c(z) + 8c(x,y,z,t) (2.9)

where &8c/c is typically on the order of 10—4. In the presence of
this random sound speed fluctuation, the rays will be slightly per-
turbed from thelr

~ oliny
OO SaCV

3
th

3
o

The effect of the fluctuations must be found by solving the wave
equation usin: the sound speed given by (2.9). The method of solution
depends upon the acoustic wavelength, range from source to receiver,
and the correiation lengths and times of the random fluctuations. 1In
this work, the solution for the pressure in the presence of ray pertur-
bations will be restricted to the geometrical optics region where
diffraction cffects are negligible so that amplitude fluctuations are
much smaller chan the phase fluctuations. The conditions which nust be
satisfied for this solution to be valid are:

1. The wavelength is imuch smaller than the smallest correla-

tion length of the fluctuaticens,

(2.10)
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The travel time is much smaller than the smallest correla-

tion time of the fluctuations,

T << Tye (2.11)

Diffraction effects (and therefore ray amplitude fluctua-
tions) are negligible, which requires that the size of a
Fresnel zone be smaller than the smallest correlation

length of the fluctuations,

2
Rp
A=—<1,

%o

(2.12)

For homogeneous, isotrepic fluctuations, the condition

is

1>

A= - < 1. (2.13)

0

©

For inhomogeneous, anisotropic fluctuations such as internal

waves, the diffraction parameter A is obtained by an average

2
A = 5%> . (2.14)
20 ray path

For internal waves [1)

over a ray path,

A = (50 Hz/£) (R/300 knm). (2.15)

The total mean square phase fluctuation for an individual

-

ray, ¢2, satisfies

e a ol

e b




e a e e el

26

AdP” <1, - (2.16)
- For internal waves [1]

o2 = (£/50 Hz)2(R/300 km). (2.17)

The region A 2 1, ; < 1 corresponds to the Rytov solution
of the wave equation_(thenmch?d of smooth perturbations) in which
amplitude variations are no longer negligible. The combination of
this region and the geometrical optics regime comprises the un;aturated
region, in which a propagating wave can still be represented by an
amplitude and a phase. This is no longer true, however, in the
saturated regions in vhich there are very strong perturbations in the
ray paths. A diagram of these regions for internal wave fluctuations
is given in Fig. 2.6.

With the restriction to the geometriczl optics region, the total

phase of the hth ray is

cw f——dS - 88w [Secds _
¢k @ JC(Z)+5C(X,}’,Z,C) - wJ,C - C0 \(C a w(Tk_tk)'

ktn ray path _ (2.18)

The recceived random multipath field now becomes

-ijk jwtk
e

| K
H() = eIt § e
k=1

(2.19)

where ty is the travel time variation caused by perturbations in the

ray path. The mean squove phase fluctuation is
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0l - 2 &> ()U ) : (2.20)

Another important paramecter in determining the effects of phase
fluctuations is the phase structure function [2], defined as the mean
square difference in the phase fluctuations between two rays. In
terms of the fractional sound speced fluctuation along rays 1 and 2,

y, = (Gc/c) and u2 (Gc/c)

it is given by

-~ 2
- ‘ 2 _ w_ _w
Dy, = <(wt1-wt2) > = < < J\ulds % uzdS >

ray 1 ray 2

)}
1 182P12 7 % (2.21)

where the totil phase correlation between the two rays is

P12 = m* ( >y5< 1“2>ds 3, -

The phase structure function thus depends upon the total mean square

phase fluctuation for each ray, and on the correlation between the

sound speed fluctuations at all points along the ray paths, given by

<”1“2> ’
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2.3 SIGNAL AND NOISE CHARACTERISTICS

The definition of signals and noise is somewhat subjective in
that it Aepends upon what type of acoustic reception is of primary
interest, and which others cause interference in the attempt to detect
it. \ signal may be a partially coherent narrow band acoustic wave
such as a discrete frequency line from a surface ship, while the noise
may be incoherent and broadband, such as ambicent noise arising from a
superposition of numerous long range scurces. On the other hand, a sig-
nal might be a broadband random source, while interfering noise could
be narrow band and highly coherent such as from surface ships. In this
study, a signal is defined as any acoustic wave, either random or deter-
ministic, narrow band or broadband, which originates at a single point
source, and therefore is partially coherent at separated sensors. Also
the noise will te limited to random broadband ambient noise ;hich is

incoherent at separated receivers.

2.4 THE COHERENCE FUNCTION

Consider an acoustic point source radiating a waveform s(t) which
has a spectrum S(w)*. Assume that the wave propagates without attenua-
tion along single paths to two separated receivers. In each channel,
the signal incurs a time delay equal to its travel time, a random
travel time fluctuation, and an additive noise.. The travel time
fluctuation is slowly varying compared to duration time of the signal.
The received outputs are then spectrum analyied and summed as depicted

in Fig. 2.7.

*In this discussion waveforms are truncated ot some finite time.
Fouricr transforuas ave taken over this finite time interval.
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Fig. 2.6 A-0 diagram for internal waves.
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sl(m) = s(w)e e sz(w) = S(w)e e

Sl(w)+N1(w) X zsz(m)+nz(w)

Nl(w) + + X Nz(w)

Fig. 2.7 Signal processing for randem channels.
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The ensemble average power output of this resulting two element

array is proportional to
Py = <|sl(w)+Nl(w)+Sz(w)+N2(w)|2>
= <|sl(@)|2>*<sz(w) [2>+2Rc <51“°)Sz* (m):>
+ <|N1(w)|2>+<|.\:2(m) {§ +2Re<Nl(us)Nz*(u)> .

Assuming equal noise power

2
Ny (@) = <1N1<w)l>
and equal signal power,

5o = <isl(w) >

(I i2)

- 2\
CRIDE
then

PT = ZSo(m)+280(w)Rch(w)+ZNo(w)+2N0(w)ReYN(w) .

(2.23)

(2.24)

(2.25)

(2.26)

The quantities Ys(w) and YN(w) are the signal and noise coherence

functions, respectively, defined as

- <:Sl(m)sz*(w£> ) )
0glygw) |51

CRIH RO

Yg (w)

and

<N1 () Nz* DY

» <]y () <1

(w) = : , e
s <|Nl(u)|2> '5<|:12" (w) |"'>f

(2.27)

(2.28)

ik
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The significance of these functicns is more apparent in their
relatioaship to array gain. The array gain is defined as the sig-
nal to noise power ratio of the array divided by the signal to noise

power ratio of the individual receiver,

g=-A 4 (2.29)

or,.equivalently, as the signal power gain of the array divided by

the noise power gain of the array

s, /s
¢ =22 (2.30)
A"TD
Since for th:.: two receiver array,
SA = 280+ZSOReYS (2.31)
and
NA = 2N0+2N0R0YN , (2.32)
then
1+R0YS
G = -2, (2.33)

It can be scen frem (2.33)  that Yg(“) is 2 quantitative measure of

the gain in average signal power achieved by combining a pair of scn=-

sors with partial coherence; a value of uni‘y Judicates 1007 gain in
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signal power.
In order to make the significance of the coherence function more . i
clear, it will be assumed that the random travel time fluctuaticns,
tl and tz, are temporally stationary Gaussian random processes which ?
have zero mean, variance 02, and spatial correlation coefficient p :

with largest correlation distance L,, so that for receivers with

0*
separations greater than LO’ p =0, From (2.27), the cohevence
function is
) - <e-—jw(tl-t2)>e-jw(Tl—TZ) _ e_wzcz(l_p)e-ju('rl—'rz).
S (2.34)
It can now be clearly seen that the coherence depends upon both the
ecorrelation of the fluctuatinne and the{f size. The most important
conclusion to be made is that if p = 0, the ccherence Ys(m) is not ;
necessarily z2ro, and in fact can attain values very close to unity if
02 is small enough. The major premise of this dissertation is thaﬁ the
random fluctuations are stochastically independent due to the large ;

receiver separations, so that the major effort is directed toward

determining the size of the random fluctuations. The above expression 1

also hints at the fact that the argument of the ccherence function is
the average phase difference between the signals necessary to coher- ~ 4
ently combine them,

For arbitrary signals, the coherence function is formally defined

as [3, 4, 5]




ys(w) = (2.35)

where Glz(w) is the cross power spectral density of the received sig-
nals, and Gl(w), Gz(w) are the auto powér spectral densities., Its two
most important properties are

1 - its magnitude, varying between zero and unity, is a qQuantita-
tive measure of the ability to combine random signals by giving the
gain in average signzl power.

2 ~ its argument is the average phase difference between the
signals necessary to coherently combine them [4].
It should be noted that the coherence function is not simply the fre-
quency donzir analog of the normalized tirnie2 cross-correlation function.
The correlation function is normalized only to the mean of the total
power in each channel, but the coherence tunction is normalized at
cach frequency separately [6]. Another major difference is that the
correlation iunction includes the entire spectrum of frequencies pre-~
sent in the signal wavelorm; there may be a high degree of coherence
2t certain discrete frequsncies, but this information will be lost if
coherence is low over the major portion of the signal spectrum. This

again demonstrates the importance of frequency domain analysis.

2.5 ARRAY PROCESSING

It was stated in the previous scctioun that the argunent of the

signal coherence functicn is the avevage phace difference between
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the two received signals. In practice, then, each sensor pair

would phase shift the received signal by this amount before adding

T )

the receiver outputs. The degradation of coherence would then be
determined by the magnitude of the coherence function which is a j
measure of the random phase fluctuation about the average. 4
The generalization of array gain to an arfay of N sensors with
amplifications and phase shifts applied to their received signals

before combination is [7]

=}
N2 1 12
p—a

(]
f
g ‘3
[R 2 A NN ar )
- =
Pt

Y
m n Nrn (2.36)

o

in which the v, are the complex weights for the amplifications and
phase shifts, and the signal coherence between receivers m and n is

%
Ysmn(w), with stm(w) = YSmn(m) and (smm(w) = 1, and likewise for

W

Y {(w). Conventional beamforming is the choice of the w_ to co-
Nmn ¢ 0}
phase for the avevage signal phase difference given by qun(w).

This does not consider the effects of the neise on array gain.

; Adaptive beamforming [8}) however, consists of choosing the weight .

matrix W to optimfze the quantity (2,36), which doues take the noise

c¢oherence natrix, FV’ into account. For the case of incoherent
)

becomes the unit mrtrix, and the tyo wethods are then equiva-

noise, T

N
lent.,
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Assume that the signal coherence has the same magnitude be-
tween all pairs of sensors so that !YSmnl =Yg for m # n, and that
the weights have unit magnitudes, with their phases chosen to co-
phase perfectly for the average phase difference between each pair
of signals given by the argument of YSmn' If the pairwise noise co-~

herences are also equal so = YN for m # ﬁ, and 1f the noise

h‘Nmnl

has zero mean, then

1+(N-1)Ys

G = v
l+(h-l)YN

(2.37)
This expression will be valuable .in corparing conventional arrays
with very large arrays.

Another important performance parezmeter in array processing
is the directional power response of the array, called the array
pattern. When an array is cophased for a particular source direction,
a signal arriving from a different direction will cause a different
array response due to the different relative path lengths among sen-
sors to the ncw source direction, The direction for which the array
is cophiased is the primary waximum of the pattern and is called the
main beam, For some other directions the relative path lengths will
cause a partially dastructive interference resulting in a region of
lower power response called the sidelobe region. Besides the direction
of the main beam, constructive intervicrence will occur in other
dircctions cousing additiona) prinary maxima in the pattern. Since
an array cannot distinguinh which primary maximum is veceiving a

signal source, this results in source Jocation ambiguitics sometimes




36

called grating lobes. The quantities of relevance in this study
are tﬁe main bean width and the distance between primary maxima,
The’order of magnitude of these quantities can be estimated
independent of noise and random fluctuations.

Consider a single path channel with constant, non-random sound
speed, and a source at a range Rﬁ. The signal received at the nth
sensor.i; proportional to.s(t-Tn) which has a spectrum Sn(w) =
S(w)e-Jm n, where Tn = Rn/c. The response of an array of N sensors

to this signal is

N N % *
PA = Z Z wmwnSm(w)Sn(w)
m=1 n=1
‘ : (2.38)
-jw(T _-T )
== lS(w)IZZZwmw:e oon .

To cophase for a signal at a different range, RnO’
JWT

. ) = n0 -

weights are chosen so that LA Iwnle , with TnO Rnolc.

the complex

Eq. (2.38) then gives the response to a source at an arbitrary

range Rn; when Rn = R the array response is at its maximum,

no’
2.5.1. CONVENTICNAL ARRAY

Consider a linear array of length L, whose N recaivers are located
at distances dn from the origin, which receives a signal from a source
at range RO’ as depicted in Fig. 2.8. A conventional array is
characterized by

1 -~ receiver separatieons which are on the order of wavelengths,

T TN AT e w P e
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and therefore much smaller than the smallest correlation distance

of the fluctuations, i.e.

dn ~ A << EO. , (2.39)

2 — Fraunhofer diffraction, so that the source is in the far

field, and the array receives a plane wave, i.e.

L. '
0 ' (2.40)

and from (2.38) the array pattern is

N N % jk(dm-d )Ysin® i
P,= )] Jwwe n (2.42)
A omn .
m=1 n=1

If the weights are chosen to form a beam in the direction 80, then

~jkd Sin?o
v = lw |e " (2.43)
n n
so the pattern is o
a -
N N % Jk(d -d Ju
Py= L Ddw llw e T (2.44)

m~] n=1
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in which the pattern variable in sine space has been introduced,

u = sine—sineo . (2.45)

The width of the main beam of the conventional array is approximately

Au_ ~ (2.46)

B~
L
and the spacing between primary maxima when the receivers are nearly

equally spaced is on the order of

buy ~ N . (2.47)
L

Since (2,45) shows that the maximum range of v jis 2, there will he

no ambiguities if

L < N\ (2.48)

2
Eq. (2.39) implies that p = 1 between all receiver pairs, so

that the coherence from (2.34) becomes

~3k(d_~d_)sin®d

Yomn = © (2.49)

which shows that the average phase dif{ference between the received

signals is

¢ b, = -k(d -d Jsind | (2.50)

After cophasing, the galn of (2.37) Tor unit weighes is

A SR e L e an MR ade I B s Ak ik e mie D aa <GS can Rl L

T

TR
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N

G = m,—_—f)—Y—N (2.51)

in which the noise may be partially coherent due to the close sensor

spacings. For YN*O, G»N, which is the maximum attainable value.

i

For YN*l, G»1, and forxr large N, the gain can be no greater than

1/YN, and does not depend on N, This implies that for very small

values of YN’ it is worthwhile increasing N to increase G, but for
medium values of YN’ say YN=.S, the gain can be no more than G = 2,

i.e., 3 dB, no matter how large N is.

2.5.2 VERY LARGE ARRAY (VLA)

Consider now the configuration of a VLA depicted in Fig. 2.9.
In contrast td> the conventional array, it has the following character-
istics:

1 - receiver separations which are grecater than the largest
correlation distance cf the fluctuations, and therefore much greater

than a waveleagth,

dn>>L0>>R . (2.52)

2 - Fresnel diffraction, which implics that the source is in the

near field, and the signal is not a plane wave, i.e.

KR SEIRTIS, . VA WL @1 R O R\ AT X T e A 3+
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Fig. 2,8 Configuration of conventional array.
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Fig. 2.9 Configuration of VLA,
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For a single path, non-~random medium, 'l‘n = Rh/c, and the array
pattern from (2.38) is

jk(R -R )
P, = ZZwmwze ™on

(2.54)
in which the weights should be chosen to cophase for the desired
source location. Unlike the conventional array, a VLA can discrimin-
ate in range. It is therefore convenient to give the pattern
characteristics in units of length in both range and azimuth? The
radial width of the main beam, called the depth of field, is on the

order of

2
Ap. ~ A (Ru\) (2.55)
B —i:— !

and the corresponding width of the main beam in azimuth or cross-
range is
R .
As. ~ A [0) . (2.56)
B —
L
The spacing between primary maxima when the receivers are nearly

equally spaced is

bpy ~ N (_o_) | (2.57)

in range and

*These results were obtained from computations using a linear VLA
of equally spaccd recoivers,
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R
bsy ~ NA({% (2.58)

in cross range.
It is apparent that, since L is large for the VLA (on the order

of Ro), there are numerous ambiguities in both range and azimuth,

with spacings on the order of wavelengths. For the same reason, the
VLA beamwidth is much smaller than that of a conventional array.

The characteristic of large spacings from (2.52) implies that
the random fluctuations are uncorrelated bectween receivers, so that
p = 0. From the simple example of (2.34) the coherence is then

g2 ~39(T T )

YSmn = e e . (2.59)

The coherence now depends only on the size of the fluctuations
determined by 0. The average phase difference is
- = T"T 3 2.60
¢~ = ~w(T_-T ) (2.60)
In general, this phase difference cannot be predetermined due to
the random fluctuations, so that some method of nicasurement must be
used.
Due to the large receiver spacings, the ambicnt noise wili be
incoherent, so that Yy = 0. The idealized gain from (2.37) then be-

comes

G = l+(N—l)YS . (2.61)




ARPPOTIIS50 1 5, Nk £ ameren e et oo

43 o :

For YS*O, G»1, and for Ys*l, G»N, its maximum. However, in con~

trast with the conventional array, there is now no limit to the

attainable gain as N increases. For intermediate values of Ygs and
for large values of N, G+NYS. A comparison of the idealized gain
as a function of the number of receivers, N, is given in Fig. 2.10

for the VLA and the counventional array.

2.5.2.1 VLA OF SUBARRAYS

Consider a situaticn in which there are N individual omni-

directional receivers with which to design an array. If N is small
then it is not practical to design a VLA Qith these receivers by
separating them all by large distances. There is no increase in
localization due to directional ambiguities, and gain is lost due

to decrease of signal coherence because of the large receiver

spacings. However it is practical to subdivide the N available
receivers into coherently combined conventional subarrays. There
will be an increase in localization ability over that of a single
conventional array of N receivers since each subarray has a beam
which can intersect those of the other subarrays, and the ambigui-
ties of the VLA are limited to this region of intersection.
Consider a system of NV subarrays, each containing NS receiv-

ers. The subarray gain is

G = ST N (2062)
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Fig. 2.10 Comparison of coaventional array gain with VLA gain.
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and the gain of a VLA of omnidirectional sensors is
Gv = l+(Nv--1)YS (2.63)

so that the gzin of a VLA of subarrays is

6 = GG
Ns (2.64)
= W (N-Dvg TN g-1)Y,
For YN = 0,
G = Ng[1+(N~1)vg]- (2.65)

It can be secn from this expression that even small values of VLA
gain, G,, car be very significant. For example, with g =20, N, = 2,
and YS = ,5, from (2.65), G = 30. By combining only 2 subarrays with
a coherence of only 50% the effective number of elements in each sub-
array when thay are used incoherently has been increased from 20 to
30. The expense of an individual subarray system including its
deployment, operations personnecl, signal processing, etc., may be
huge. The coherent combination of such subarrays requires only some
additional signal processing procedures and algorithms., Therefore;
from a cost effectivencss vievpoint, a VLA gain of only 1.5 will in-
crease the value of such a large system by this same factor, with
mininal additional cipense.

The subarrays may still be used incoherently to increase

T v ey = Ve AT
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localization ability due to the intersection of their beams. When
they are combined coherently, the localization is no better than the
incoherent system, but the value of the increase in gain achieved may
se outstanding.

Due to the VLA ambiguity problem, application of the theory
presented here will be limited to a VLA of subarrays. Further

analysis of this subject will be presented in Chapter 6.
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CHAPTER 3

OCEANOGRAPHIC FLUCTUATIONS AND THEIR EFFECTS ON PROPAGATION

3.1 CHARACTERISTICS OF OCEANOGRAPHIC FLUCTUATIONS

Oceanographic fluctuations cause variations in the amplitude
and phase of a multipath acoustic signal. Some of these fluctuations
are environmental, in that they are due to variations in the ocean
nedium itself, such as internal wave fluctuations, independent of
the presence of an acoustic signal.

The other fluctuations are classifiea as acoustic, since they de-
pend upon the presence of an acoustic signal and its propagation
characteristics. Examples of this type are spatial nultipath varia-
tions due to changing source or receiver location, and frequency
selective fading caused by multipath arrivals with different travel
times. 1In addition, the environmental fluctuations cause acoustic
flv~tuations, since signal characteristics are influenced by the
medium.

Acoustic fluctuations may be spatial and temporal. At a fixed
location, the amplitude and phase of a signal will vary with time,
and at any given time, they will vary for different source or re-
ceiver locations. A good example of cnviranmcntaily induced acoustic
phase fluctuations, which demopstrates their spatial and temporal

variability, is given in Fig, 3.1, This shows the results of a 13

month tinme serics of acoustic phase taken in the Straits of Florida,
I
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and reported by Steinberg, et al [l1]. The measurements were made

at three fixed colinear hydrophones at ranges of 7, 42, and 43

miles from a fixed source. Besides the obvious temporal phase
variation, it can be seen how the phase_varies with receiver separa-
tion at a given tine.

Envirohmental fluctuations are also characterized by a temporal
spectrum with different correlation lengths and correlation fimes.
Periods of the spectral components vary from minutes to months,
and characteristic lengths of the fluctuations have a scale ranging
from meters to thousands of kilometers., It can be stated a2s a
general rule, that the lower the frequency of the fluctuation, the
larger are its energy content, correlation length, and correlation
time, In Fig. 3.1, note the high degree of correlation between the
entire time s2ries of H42 and M43 due to their small separation,
while they have a high correlation with H7 only at the longer
period, larger amplitude fluctuations.

Environmental fluctuations can also te classified as geographic
and non-geograpnic. Non-geographic fluctuations are those which
occur in all areas of all ocecans of the world, such as interval waves
and internal tides. Currents and eddies are examples of the latter,
and occur only in certain arcas of the ocecun under certain conditions.

An excellent report on current knowledge of environmental and
acoustic fluctuations in the sea and measurement techniques is pre-
sented by Sykes (2}, This report summarizes the results of measure-

ments done over the last decade of all types of oceanographic
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fluctuations and their effects on propagafiou, and gives a com-
plete bibliography. Any reader who desires further information con-
cerning oceanographic fluctuations should consult this report.

Further analysis here will be limited to only those fluctuations
vhich are relevant to this study. In order to determine this limita-
tion, a further description of the VLA systenm is necessary.

As described in Section 1.1, a VLA focuses its widely spaced
recgivers on a beacon source at time t. Using average phase shifts
determined by the pairwise coherences among all receivers, the VLA
then scans a distance S at time t + T. The statistics of coherence
are determined by considering an ensemble of identical such systems
over which tte environmental random processes ¢f interest are
stationary ir space and time. The requirement of stationarity first
implies that each member of the ensemble must have the same climate,
meteorological conditions, and season, all of which affect the nominal

multipath structure. Secondly, the requirement that

T <<T0 (3.1)
and

S <<I0 (3.2)

m . . . . .
where |0 and I% are characteristic time and length of some portion
of the spectrum in tiue and space of all environmental fluctuations

places a limit on the fluctuations which mnst be considered in order to

maintain statfonarity. For T on the order of hours and § on the order
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of 100 km the environmental fluctuations can be limited to

1l - Internal wavas, which have correlation time of an hour, and

correlation length of several kilometers.

2 - Internal tides, with a correlation time of hours, and

correlation distance of tens of kilometers.
Larger scale fluctuations with WE on the order.of days or longer, and
;fb of hundreds of kilometers or larger, can then be omitted and
stationarity will still be maintainad. |

In order to maintain a uniformity in the analysis and results,
this study will also be limited to those types of fluctuations which
are not geographic in nature, and therefore apply to all oceans of the
world., The analysis thus ignores geographic anomalies such as currents

and eddies which may further degrade coherznce.

3.2 TYPES OF OCEANOGRAPHIC FLUCTUATIONS

There are many known types of oceanozraphic fluctuations, and
some have only been a2nalyzed experimentally. Sykes [2] lists the
primary causes of acoustical fluctuations as

1. Surface wvaves which cause frequency spreading of the signal

spectrunm due to the Doppler cffect. Their effect is
negligible compared to other fluctuations.

2. Internal waves, which occur due to varying density of the

o

occan, and which cause variations in the sound speed. They

are onc of the predominant causes of acoustic phase fluctua-

tions.
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Tidal phenomena, diurnal and semi-diurnal, cause changes

in water depth which are negligible effects for deep

ocean propagation, tidal streaming causing currents which

are a geographic cffect, and internal tides which zre one

of the primary causes of non-geographic phase fluctuations.
Rossby waves which cause long term large space scale
fluctuations.

Solar heating which causes dafly changes in water temperature
and acoustic phase. Its effect is less than internal tides,
Changes in lunar declination cause large phase fluctuations
with a period of 27 days and a large space scale.

Wind influences acoustic phase by changing tne water tempera-
ture,

Sour:re motion causes spatial variations in multipath inter-~
ference, as well as frequency shifting and spreading due to

a different Doppler shift for each ray path.

In addition to these from reference [2]), a very important cause

of acoustic phase and amplitude fluctuations is

9.

Frequency selective fading duc to variations in multipath
interference as frequency varies. This effect was explained
in Section 2.1. The four types of fluctuations to be con-
sidered in thic anolysis will be discussed in the following

sections in their order of inportance.
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3.2,1 SPATIAL VARIATIONS DUE TO MULTIPATH INTERFERENCE

As source-to-receiver range varies, the travel time of each
ray changes at a different rate. This causes a variation of the
amplitude and phase of the resultant multipath field describeé in
Section 2.1, For large changes in range, the number and types of
rays which reach the receiver may_also vary due to changing propaga-
tion geometry. However, for smaller range variations, the ray types
and number of arrivals will remain constant., This latter situation
will be considered here for simplicity; in any event, the region
over which the ray characteristics do not change must be computed
from a ray tracing programn,

Clark, et al [3], have amalyzed, through a ray tracing program,
the variations in resultant phase and ampl:itude for a source moving
from 500 km to 520 km at various speeds. The results of interest to
this study are the purely spatial variaticns without regard to the
complicated variations due to the Doppler effect. In the frequency
domain analysis, the effect of Doppler shift can be overcome by shift-
ing the filter frequency of the receiver by the proper amount.

Some intcresting conclusions can be drawn from the results of
[3]. First, there is a linear phase trend given by wT where T = R/c.
When this effect is subtracted out, there is still a fluctuation of
the resultant amplitude and phase, This fluctuaticn increases as the
range increases from the reference point., Sccondly, as.the reference

range increases, the spread of arrival angles gencerally decreases,

since bigher angle rays are attenuated by an increasing number of
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bottom reflections. This implies that the variation in resultant
phase will be less, since there is less of a phase difference among
rays with closely spaced arrival angles.

The importance of these variations is that they might severely
affect scanning ability of a VLA, since average phase shifts will
be used to scan, and there may bg iarge variations about the average
Jdue to the spatial multipath interference. Due to the impracticality
of computing actual variations with a ray tracing program for each
situation, the following analysis will take a ctochastic approach

to the solution.

Theory
Conside:: the expreséion for a multipath ficld presented in

Section 2.1,

H(w) = % Py = IVt ) Ae k . (2.8)
k=1 k=1
Each of the K rays has an angle of arrival ek. Some characteristics
of the spread of angular arrivals are symmetry about the horizontal,
and a rapidly decreasing density of arrivals as angle increases fronm
the horizontal. If (2.8) represents the field received
from a source at range R, then for a range R + x, where x is small

compared to R, the received field is proportional to

e alfiicl = o anas
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(3.3)

k=1

The quantity ¢ is the travel time variation due to the spatial

Sk
changes in multipath interference.

It is desired to determine how the amplitude and phase of H(w)
vary Qith X for different characteristics of the arrival angles, Bk.
First, assume that each Sk is an independent random sanple from some
distribution which approximaces the characteristics of the determinis~
tic spread of ek. Although '1‘k is also a function of Bk, the quantity
of interest is the deviation of the phase and amplitude of H{w) from
its valué at range R, regardless of the values of Tk’ so that the Tk
will be considered to be non-random. In accordance with the arrival
angle characteristics stated above, the ray arrivals will be approi}—

mated by a zero mean Gaussian distribution, as shown in Fig.3.2. Since

Gk is small, the exponential in (3.3) can be expanded as

0 2
X e S S
“wg cosfy  -due Juwg (3.4)
e = e e .
The expected value of the received field is fhen
K —ijk
<uw)y = eg () I Ae (3.5)

k=1

N
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where cs(w) is the characteristic function of tSk’

2 K

-jut _
S€:> = [1+(2a02) ] exp j | -2a+ %tan 1(2&02)

eg@) = <e

(3.6)

: 2 2
= wx/ i i =
where o = wx/2c and the variance is @ <:Bk :>». This result

shows that the average field is attenuated as its resultant phase and

amplitude fluctuations increase due to increases in source range varia-

tion, frequency, and angular ray spread, 0. In addition, the result-
ant average phase is a composite of two terms. The first is the
nominal phase change due to a change in range and the second is due
te the spread in arrival angles, The characreristic function,

cs(w), will be utilized in Chapter 5 to cetermine the effects of

these spatial variations on coherence.

3.2.2 INTERNAL WAVES

The greatest contribution to the knoﬁledge of intcrnal waves
and their effect on acoustic signals has been made by ocecanographers..
Reference [2] gives an extensive bibliography concerniung work in

internal waves.

Internal waves are gencrated in regions of varying density in the

ol
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ocean. Propagation of the waves causes random variations of the
density, and hence the sound speed. The scale sizes of internal
wave fluctuations vary from meters to kilometers, with correlation
distances in the horizontal much greater than the vertical, i.e.

LH >> Lv, implying that the ocean is anisotropic. 1In addition,

the sound speed fluctuations caused by internal waves are much
greater at the surface than at greater depths, so that the ocean is
also inhomogeneous. Internal waves are also characterized by a dis-
persive spectrum; roughly speaking, the spazctrum of the phase
fluctuations varies as ww—3 for periods ranging from 1 hr., to 24
hr, [4]. |

The theory of internal waves used here will be based largely

on references [5] and {6]. This theory ha: been verified by compari-
son with experiment [4], and by computer s:mulation [7). Conclusions
have also been made that show that internal waves play a much larger
part in causing acoustic fluctuations than internal tides [8].

There are three important quantities which characterize the

effects of internal waves on acoustic propagation:

1. The strength parameter, ;, discuscsed in Sec. .2, which is
the r.m.s. value of the phasc fluctuation for a single ray
in the geometrical optics region. Depending on the angle
at which the ray crosses the sound chaannel axis, it has

the values [5]

L

2 { R i .
" = (_‘5’6'}1,) (jo—u I:::x}’ steep ray;
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22 f R )
¢ = 2 (50 “j (300 kn) , axis ray. (3.7)

In order to make the frequency dependence explicit, the r.nm.s.

R e A VSRR rane—

travel time fluctuation is introduced as

¢ = ;/w . (3.8)

It has corresponding values given by

¢2 = (3.4x10-85e02km~1)R, steep ray; (3.9)

2

) =(6.8x10-85ec2km~1)R, axis ray. {3.10)

2. The 1iffraction parameter, A, defined in Section 2.2.

3. The phase structure function defined in (2.21),
For a hocrizontal separation, S, at constant range, R, and
a tenporal separation, T, the phase structure function

for internal waves is [6]
- - 2 2
=03l [ s 1/ T
D(s,T) = 22%) 5 (6.4 km) 3 (1.6 hr) - (3.1D

From (2.21) and (3.11), thc phase correclacion coefficient

for internal waves can be deduced as

1 S 2 T 2
pS, ) =1-73 ((,Tﬁ-;?u) * (1.(, 1;;-) - Gad
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The structure function for the travel time fluctuations

is then writtern as

D(S,7) = D(S,T)/w?

= 20%[1-p(5,)] . (3.13)

Internal wave fluctuations are such that they cause thase fluctua-
tions which are uncorrelated among the individual rays of a multipath
field [6). Also as in [6], it will be assumed that the strength para-

meter and the phase structure function are the same for each ray.

3.2.3 - INTERNAL TIDES

Internzl tides are due to periodic lunar motion and cause corres—
ponding per:odic variations in the sound speed. There are two pre-
dominant internal tides, the semi-diurnal and the diurnal. 1In the deep
ocean, the dominant cause of tidally induced phase fluctuations is the
first wode M2 component internal tide, which has a period of 12.42 hr
and a wavelength of 100 km. The internal tide propagates outward and
invard from a continental shelf, causing a sinuscidal sound speed pertur-
bation with the same wavelength and frequency as the tide.

An acoustic propagation model incorporated in a ray tracing program
by Velaberg, ct al [9]}, hLas been used to numerically calculate phase
variations due to internal tides based upon sound speed perturbations
derived by Mooers [10]. The model considers an acoustic path which is

pevrpendicular to the direction ef propagation of the internal tide.
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The results confirm that there are no marked differences in the phase
behavior for different ray paths, and that phase fluctuations due to
?ntetnal tides can therefore be considered as colhierent among the
individual rays. Since the phase behavior is independent of the ray
considered, it is sufficient to restrict the analysis to a ray on the
sound channel axis, and to assume that it yields a good description of
the bulk time delay variations.

Fig. 3.3 depicts the geometry of an axis ray propagating fron a
range R at an angle ¢ with respect to the wave normal of the internal
tide. The axis sound speed at some range R from the receiver varies
according to the tidal propagation as

c(r,t) = c0+Ac0sin(th—kTrcos¢) (3.14)

where ¢_ is the unperturbed axis sound speed, Aco is a small perturba-

0
tion duve to the internal tide, and

£
i

27/(12.42 hr.), (3.15)

=
fl

- 21/ {100 km.) ' (3.16)

are the radiea frequency and wavenumber, respectively, of the M2 tide.

The travel time of the ray is given by
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Since Ac0 << o the result of integration simplifies to

] 27c . sin(k_Rcosd/2)
) T = To 1- 0 81n(th-kTRcos¢/2) T

<o : (kTRcosﬁ/Z)

where TO = R/c0 is ‘the travel time in the absence of the internal tide.
Some important observations concerning the travel time fluctua-

tions can now be made, based upon the above expression. The maximum

variation occurs when the acoustic path is perpendicular to the direc-

" tion of the internal tide propagation, i.e., when the acoustic signal

propagates parallel to a continental shelf; the minimum variation is
when the acoustic path is in the same direction as the internal tide
(¢ = 0). This is the opposite of the claim made in reference [9]*.
Secondly, it can ne seen that, for very long source ranges, the

fractional variation in sound speed decreases.

The model shows excellent agreement with experiment [9].

3.2.4 FREQUENCY SELECTIVE MULTIPATH INTERFERESCE
The interference of multipath arrivals with different travel times
causes an acoustic fluctuation in the frequency domain called frequency
selective fading which was Lriefly described in Section 2.1. This is *

listed as the least important acoustic fluctuation to be considered

*There were no computations done in this reference for the case of acous~
tic propagation in the same dircction as jnternal tide propagation, which
would require a range dependent sound speed profile.
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because it is a semi-pcriodic function of frequency, while the other
fluctuations increase monotonically with frequency. However, it plays
an important role in the analysis of coherent frequencies and coherent

bandwidths which will be discussed in Chapter 5.

3.3 SUMMARY

A survey and classification of oceanographic fluctuations has been
presented. In order to maintain a uniformity in applications of the
results, consideration of environmental fluctuations has been limited
to those vwhich are not geographic. Howevef this does not preclude the
later inclusion of anomalous fluctuations, since the multipath éoherence
function developed in Chapter 4 will have general applicability because
of a classifization of fluctuations according to those which are com-
pletely correlated among rays (e.g. internal tides), and those which ave
uncorrelated (e.g. internal waves and spatial variations).

The justification for considering only internal waves and tides
as the predominant types of environmental fluctuations is due to the
very large scale sizes and correlation times of other fluctuations
relative to VLA scan distances and scan times. In principle the theory
could be extended to larger systems which must consider these fluctua-
tions if more was known about their characteristics. However the much
larger amplitude of these fluctuations vould make the design of a larger
system impractical, so that the size of a VLA system woﬁld still be

determined by the smaller fluctuations counsidered here, In addition,

the combined effect of the smaller fluctuations on coherence is large

Y e
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enough to preclude consideration of larger fluctuations.

There has been some controversy between the oceanographic and
acoustic communities concerning the relative importance of internal
waves and iﬁternal tides. A paper describing a recent experiment
claims that 70%Z of the energy in phase fluctuations of periods less
than one day is due to the semi-diurnal internﬁl tide {11]. However,
the large frequency bandwidth used in making that conclusion includes
a large portion.of energy due to high amplitude intermal wave fluctua-
tions, while the internal tide itself has an extremely narrow bandwidth.
An analysis using uniformly accepted values for sound speed fluctua-
tions due to both internal waves and internal tides has shown that 90%
of the total energy in the phase fluctuations is due to intermnal waves
[8). 1Internal wuaves therefore have the larger effect on phase fluctua-
tions and it will be shown in Chapter 5 that internal tides have a
negligible effect on cohcrence compared to internal waves and spatial

fluctuations.
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. CHAPTER 4

THE-MULTIPATH COUERENCE FUNCTIdN FOR UNCORRELATED UNDERWATER CHANNELS

4,1 INTRODUCTION

This chapter introduces a new measure for determining the
coherence of acoustic signals in multipath channels which have random
fluctuations that arec uncorrelated between channels. This multipath
coherence function (MCF) is based upon a formulation of the spectral
ccherence function in terms of the random multipath transfer functions.
The MCF allows each channel to be analyzed individually, and separates
the effects of random fluctuations from the effects of deterministic
multipath interference (frequency selective fading).

The physical significance of coherence was explained in Section
2.4, Coherence is a quantitative measure of the extent to which it is
possible to combine randomly distorted signals jn phase, af. each fre-
quency in the signal spectrum., The coherence is quantitatively related
to the array gain in that it is a measure of the increase in received
signal power achieved by combining signals with partial coherence
relative to combining them incoherently (i.e., adding intensities).

All previous analyses of coherence have been limited to the
situation in which the reccivers are located within the correlation dis-
tance or "patch size™ of the random fluctuations. Most of these inves-
tigatioas have used this correlation length as the limiting sensor
scparation for which coherent processing can be performned.  Smith (1]

has presented an analysis of spatial coherence in random multipath

66
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channels due to the effects of spatial variations in multipath
intgrference. However, his results are limited to separations for
which the received signal is a plane wave, and he assumes that random
variations are large, and completely correlated between sensors.
Jobst [2] has analyzed the effects of a moving source on signal co-
herence in a multipath chénnel by assuming the number of ray arrivals
to be a random variable. Here again, the signal is assumed to be a
plane wave across the array, and phase fluctuations are assumed tovbe
completely correlated between sensors., Munk, et al [3] have deter—'
mined limits on coherent processing due to phase fluctuations caused
by internal waves whose characteristics tﬁey_have thoroughly analyzed
[4, 5]. Their analysis also is limited to small sensor separations,
and their criterion for degradation of coharence is not quanti;atively
relaged to array gain. Beran and McCoy [6,7] have done analyses of
coherence in ocean channels using the nutucl coherence function.
Again their work is limited to plane wave propagation within the
correlation distance of the fluctuations.

There are two major differences between all known previous work
and the results to be presented here; the former have all been limit-
ed to the case in which the sensor separations are small enough that
they are within the correlation distance of the random fluctuations,
and each ray defincs a plane wave arrival across the sensors. The re-
sults in this dissertation apply when the receivers have uncorrelated

fluctuations, and cach may even receive an entirely dificerent multipath

ficld.

o
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4.2 DERIVATION OF THE MULTIPATH COHERENCE FUNCTION

Quantitatively, the coherence function can be defined in terms
of the power spectral densities of the received signals, using the
stochastic time varying channel approach [8, 9, 10]. Consider a
point source* radiating a signal s(t) with spectrum S(w) which propa-
gates through two linear, random mﬁltipath channels as shown in
Fig. 4.1. Since the channels are time dispersive, the impulse re-

.'-

sponse is of the form

K
h(t) = } A, 8(e-T,) (4.1)
k=1 .

in which K is the number of ray arrivals, Ak is the amplitude of a
ray,
slowly varyiag conpared to signal duration time and travel time.

The transfer function is proportional to

K -ijk
H(w) = e
kZlAk

The resulting output spectra at sensors m and n

S, (w) H (W) S (w)

S, =1 (w)s(w), _ (4.4)

» . t
*This insurcs that the source is coherent.

tReflection phase shifts have been omitted. They will only affect the
exact locations of coherent {requencies (Secticn 5.2.4) wnich must be
found by measurcment.
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ia which Hm(w) and Hn(w) may be different.
It is desired to coherently combine the received signals
Sm(m) and Sn(w). A measure of the ability to do so is given by the

spectral coherence defined in Section 2.4 as

() = ___—.._G‘““(w) . . (239

Y —
Smn VG_(@)C_()

Since the complex transfer functions of the channels are randem, it can

easily be shown that
c._(w) = <Hm(w)H:(w)> 6 (w) (4.5)
and G (W) = < H (o )]> S w) (4.8)

where <~> ca2notes an average over an ensemble of random processes
as described in Section 3.1, and G(w) is the power spectral density

of the input signal, s(t). The coherence can then be written as

<H (wH (w)> G(w) '
in, @[* Qi @7 > cw SR |

The doherence thercfore is independent of the input signal and depends

YSmn W) =

only on the propertiecs of the channel. If the randonm transfer functions

of the channels are independent, the multipath coherence function can

be written as

PGy T Ly e
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- £ H @) . < H:(w)\/

*
w) = - L = YWy (W)
o <|Hm(w) |2> 'z <|H:(w) |2> ‘ n n(z. &

vhere Ym(w) and Yn(w) will Se called the auto-coherences.

The significance of this result is very important. First, it
demonstrates the existence of partial coherence when the channels are
uncorrelated. Second, the convenient factorization into two auto-
coherences allows each channel to be analyzed independently of all the
others. This implies that, for an array of N receivers, only N auto-

coherences must be computed to completely determine array gain. This

N(N-1)
2

much more cowplicated pairwise coherences if the channels are nct

can represent a great savings compared to the computation of

independent. Altkough the most important oceanographic fluctuations,
i.e. internal waves, are independent among receivers of a VLA, the
MCF can easily be generalized to include 2n additional type of
fluctuation which may have some degree of correlation between channels
e.g. interrnal tides. The effect of this generalization will be the
addition of a’third factor to the MCF which is the coherence due to
the correlated fluctuations alone.

The random travel time of a ray will now be written in terms-of
ité'componcnts as

+t
<

'1‘k = Tko+tw, 1*  Tay k (4.9)

identificd as:

"
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the nominal travel time of the ray in the absence

of any fluctuations.

a zero-mean fluctuation which is independent and

identically distributed among the rays of a chan-

nel and uncorrelated between channels.

a fluctuation which is completely correlated among

rays of a channel, having the same value for each

ray; there may be some degrez of correlation between

channels, and it is independent of the fluctuation

Yok

The transfer functions of the two channels are therefore

”
&

m -jw(T
Hm(w) = kzlAkme

+t, )
kOm km Tm (4.10)

)

K
n Jw(TkOn t‘\"l‘m-H."]Tn (4.11)

) = D hgs

The numerator of the MCF is then

<1 @ (w)> 24.\1\ Ay e ijkOmijTQon <3~jwtukm><e5‘”tx-mn>

~jw(t
< o T > [ (w) (2‘ Lo A)] [ l(w) (E'\kn)“no (w)] .
<:é—jw(tTm Tn):> 4.12)
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where Hmo(w) and Hno(w) are the normalized transfer functions in
the absence of fluctuations, and CWm(w) is the characteristic func-

.tion of t Similarly,

Wkn*

@ 2> - 22% 2 -jw(TROm—Tlom)<e'J"ﬂ<twkm’thn)>
KM Am

= XAim + (EAkm)ZIHmO(w)lz _ EAim cim(w) (4'13)

with an analogous expression for channel n. The ratio of coherent
field intensity to incoherent field intensity is the quantity
(zAkm) /(ZA1 ). When the ray amplitudes are equal, this ratio is
equal to Kb' the number of rays in channel m. Henceforth, the para-
meter Km will be substituted, with the urderstanding that it designates
this ratio vhen the amplitudes are unequal. The square magnitude of
the MCF can then be written as

el r w2 K 2 @)1 @]?

2
IY (w)l = .
Smn 1+[Kmlum0(w)l -1]c§m(w) 1+{Knlnn0(w)|2-1]c§n(w)

= v )2y w2 ' (4.14)
m n

where Ym(w), Yn(w) are the auto-colicrences. It is shown in the
appendix that each of these factors has an envelope given by

2

(
m in

(%))

cnlem(w)l2 . (4.15)
(K, ~1)v ()
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The complete MCF is therefore

| et 1% [ xdw
gy @) = | — Hoo () | —2s @
mn 1+(Km~1)CWm(w) l}+(xn—1)cwn(w)

<:e-jw(tTm—tTn);>

Yo @OV @1y @ 416y

lmn

Vi )y (DY @Y @)Yy (@)

The MCF has conveniently factored into five terms that permit the
effects of the random fluctuations to be analyzed independently of

the effects ¢f multipath interference as can be seen by writing

Ysun = Yu'r'y (4.17)
in which the effect of uncorrelated ray fluctuations is
- | 4.18)
Yo © YT (

that of correlated ray fluctuations is

= 4.19
1
and the effect of deterministic multipath interference is
i‘ x (4.20)
M ® Yyt "Mn "<

The argument of the MCF, which is the average phase difference between

two received signals, is given by the phase of YT added to that of
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YM' The characteristics of the individual coherence factors will

be analyzed in Chapter 5.

4.3 EXTENSION TO SOURCES SEPARATED IN SPACE/TIME

The preceding section has derived the MCF for a fixed source
location. An extension of the analysis to include scanning to a
different location at a later time will introduce additional coher-
ence factors due to the effects of randomness in the scanning channel.
The VLA system design procedure discussed in Sections 1.1 and 3.1
requires the use of a known beacon source upon which the array can
initially focus due to the unknown multipath structure and unknown
phasz of each ray due to the initial state of random fluctuations;

The source-receiver configuration for scanning is illustrated
in Fig. 4.2, From a beacon source at locaticn y and time t, the
sensor at x receives a signal preportional to the transfer function

of the channel, denoted by

H(,X,5,t) = Aw,%,5,0)ed?@X:Ys8) (4.21)
and the sensor at §'+‘E receives
— = — ——= it (. -—4? v
H(w,x+,y,t) = A(w,x+;,y,t)cJ¢(Q’} ,,y,t)‘ (4.22)

It is desired to form a VLA by focusing the receivers on the known
source at y, t, and then scanning for an unknown source at y+7, t+T.

Each receiver cophases for the beacon source by using a matched
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Fig. 4.1 Random channel representation.
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Fig. 4.2 Source-recciver configuration for scanning.
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filter, so that the received signals are then proportional to

— — * —_—
H(w,x,y,t)H (w,x,y,t) (4.23)

Aand
H(w,54E, 7, 0l (0, 4Z,7,t) . (4.24)

The signals from the unknown source at ;¥ﬁ at time t+T, are

B0, %, 547, 647) = AW, X,547, t47) el (0sX: ¥+, t47) 4.25)
and
H(, %4, T4, 641 = A, %+, 74, trr) IO X8y, e+ (4.26)

After cophasing for the source at ;'and applying phase shifts to

scan to y+n, t+T, the signals received from the unknown source are

——— ~ —_—— ' Pariey -
H(w,x,yn,t+T)H (w,x,y,t)ej¢ (W, %, y+n, t+1) (4.27)
and

—_—— == 6" (W, X+E, y+n, t+
H(w, 5, 747, t+0OH (0, E, 7, £)eI® Xty etn) (4.28)
The total phase of (4.27) is

¢(w,;,;+ﬁ,t+r) = 4’(“’9;:;’(:) + ¢'(m,;,?+.ﬁ,t+r). (‘0.29)

The first two terms in (4.29) are random variables; the term

¢'(w,§;;¥a,t+r) is the deterministic and yet unknown average phase
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shift necessary for scanning. The quantity

¢ (0, %, 74N, £4T) = &' (W, XHE, ¥4, t41) (4.30) &

will be found to be the negative of the phase of the coherence func-

tion.
The transfer functions for the scan channels after cophasing

for the beacon source are

Hl;l(w)H:(w) (4.31)

]

H (w)

and

H (W) = B! (u))H: () (4.32)

vhere the subscripts m and n denote sensors at x and x+E, respectively,

and the prim: denotes the scan channels, i.e.

: —— 1(m --;]wTkm
H (W) = H(w,X,y,t) = ] A e , (4.33)
m km
k=1
3 e ™ —jw'l‘l'(m
Hl:](w) = H(w,x,y+n,t+1) = kzlr.l'me. . (4.34)
— K -jw'rkn
H (0) = H(w,x+E,y,t) = ) A e . (4.35)
k=1
., K . ”
E ] = 4T . v4n . tt ' —Jle'{n 4.36) g
li Hﬂ(m) = H(u),x 5y Y ﬂ,t"“T) = k—_z-_lAkne . ( L i

: The MCF for scanning in spacc and time is now




78

L Gt
o ) * M@ 25w |2

* *
H' (Wi (WH' (I (W)
L nenenieney s

Q}Ié(w)}‘:(“") |2> £ <IH:(w)Hn(w) |2>!5

4.3.1 DISCUSSION OF SCANNING CHANNEL R
The extension to scanning introduces the remaining type of

acoustic fluctuation, that due to spatially varying multipath inter-

ference as discussed in Section 3.2.1.
In order to deﬁermiue this effect on scanning, the following

scan channel model will be postulated. The scanning geometry is

depicted in Fig. 4.3, in which S is the linear horizontal scan dis-—

tance from the bezcon to a new source locaticn. The componrents

along the new source-receiver paths are designated *x and X s and

correspond to the changes in source range due to scanning. As

postulated in Section 3.1, S <<JC,O, the correlation distance of

the large scale, long period environmental fluctuations. The

deterministic nmultipath field in the absence of the smaller scale

environmental fluctuations can then be considered as azimuthally

isotropic for a given recciver. As prescribed in Secction 3.2.1, the

same rays aré received throughout the scan area, and the require- -

ment that cach ray describes a plape wave with the same arrival

angle throughout the scan area is satisfied if




m ) n
RECEIVERS

Fig. 4.3 Scanning geometry.
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x, << Ry (4.38)

for each receiver. Also, the relative 2mplitudes of the rays d§
'not vary with changes in source range due to scanning if the above
cond;tion is valid {11].

With this realistic model, then, the total ray travel time for
each channel can be decomposed as follows (the subscript m or n is

implied):

beacon channel

T, = To * o F Ege ray k (4.39)

identified as

T - wnominal travel time defined in Section 4.2.

kO T

th - the fluctuation described in Section 4.2 which is indepen-
dent ana identically distributed among the rays of the
beacon channel, and uncorrelated between receivers. It is

now assumed that it is a zero-mean Gaussian random process

; with the following characteristics:

| <:;kacmn> = 0, k#% or m#n; (4.40)
2 2 .
twkm = ¢m’ for all k, m. (4.41)
tT - the correlated fluctuation defined in Scction 4.2.
scan channel
] = 7Y W] '
Thee " To" B ¥ tp o
T’k|0 = ’rk'o -+ t'ql-' . r.'l)‘ k' (,001‘2)

[ At
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identificd as

' -
T'xro
Teio ~

]
tsk!

t' . -

the‘nominal travel time in scan channel.

the component of T'k'O which is the nominal travel time
of ray k' in the beacon channel.

the additional travel time in the scan channel due to a
change, x, in the source range, defined in Section 3.2.1

as
t! . = Zcosh (4.43)
sk' ¢ k' ° *

The ek, were assumed to be indeéendent random samples from
the same distribution. An additional assumption is now
made that the arrival angles are independent between re-
ceivers, This is reasonable, since widely spaced sensors
receive entirely different multipath fields. The ray
arrivals are not plane waves across the receivers, and the
nominal ;ravei times also differ due to the larger scale
f]uctuagions (note that no restriction was made on receiver
spacing with respect to the larger scale fluctuations;

due to the large time scale, they are frozen for all time
parameters of relevance in this problem, and can therefore
be considered as deterministic, contributing only to the
nbminal travel times).

the fluctuation described previously. However it may now

be correlated with the fluctuation of ray k' in the beacon
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b co RN otmiasiitis Al e Ak i

TEITE YRR = s

Lieie 2 a2y

channel of the same receiver if the scan distance is
small. With the Gaussian assumption, its characteristics
can be summarized in terms of rms values and its

correlation coefficient as

<t‘:‘k.mt"qg,n> = 0, k'L or mfn; (4.44)
l2 = @'2 1
thm /= e for all k', m. (4.45)
<t‘:7k.mtw2n> = 0, k"#2 or mén; (4.46)
' - ] 1.t
<<}Wk'thk'm:> p¢m¢m, for all k', m. (4.47)
t% - the fluctuation which is correlated among rays of the scan i
channel. Since there may be a correlation between receivers,
this implies that there may alco be a correlation between -i
the scan channel and beacon channel, since scan distance i
will generally be smaller than receiver separation. '

4.3.2 DERIVATION OF THE COHERENCE FUMNCTION

From (4.31), (4.32), and (4.37) the numerator of the MCF is

N v X % :>
< HmHn> <}xmumun HOS . (4.48)
Substituting the transfer functions from (4.33) - (4.36) yields

the expressions

KK

* . ’
' = - ' -
Hm“m . E i,AkmAk'moxP ju(T k'm Tkm) ' (4.49)
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K K
W' = annA A,, exp jw(T!, -T, ) (4.50)
nn G 2n"2 1P £fn “&n’ ° .

The expected value in (4.48) will then be

Hu A A, . —3w[T!, =T, -T!, +T .
<: m n:> EZ %E. hnAP m in 2 <:?XP jul k'm km L'n "fn £> (4.51)

Expanding the exponential into its components gives

-3 M ' =
<e}$p Jw[Tkl! ko Tll +T£n] >

. . x
-_ —I ' - -.n m > °
exp=3u(Ty 6" Teno) <e"" Joltin iy thm),><eXp Ju=g cosy
o y
exp jwiT -1 ){<exp Jwlt! -t )\ <:?xp jw—E cosS .
£'n0 2n0 W'n “Win’/ c £'n

. ) ' £t
<exp Jw(el —t €3 e )> (4.52)

Denoting the three factors on the above lines by %ok’ %2'20°%mn

then

o’ mn

%
HmHn>— (ZZ AknAk.mayk. )(fz Mg 000 s (4.53)

. The first component factor of % 1

nominal travel times of channel m, the second due to uncorrelated

contains the phase due to the

ray fluctuations, and the last duc to spatial variatious in scan-

ning; the same description applics to the factors of %orpn for

T T
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channel n. The factor Yde contains the effect of fluctuations
which are correlated between channels m and n, including the scan
channels.

Consider now the expansion of (4.51) due to the first fa;tor

in (4.52),

. . . *m
E.EAkmAk'mexP—Jw(Ti'Om_TkOm) exP—Jw(t&k‘m—thmz><:exP‘J c osek'm:>'

(4.54)
The first expected value is
12 2
- 1 - - - 1 ] —t
~<exp Jultp o tmcn)> exp = 3w <(t wk'n SWkm’ >
12 :
exp - St Dé(S,T) , k'=k {4.55)
- 12, a2y
oxp - %wz(q)m + ), k',
in which D;(S,T) is the structure function of thm defined as
D'(S,T) = 6> - 2p(S,1)3 &'+ &'2 (4.56)
m m ' 'mT m m
tvhere p(S,T) is the correlation coefficient from (4.47). The
characteristic functions are .
x .
= =i apab!
csm(w) <:;xp Jur— co~tk;> . | (4.57) .
2,2 4.58)
CWm(w) exp - 2» Y (4.5
J = — ..14 2(".'2 | 4
cwm(w) exp 2 o (4.59)
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so that (4.54) beccomes

, ...-1-42' 2 4 ' - . '
csm[exp 2” Dm(S‘T)]EAkm+ cSmCWmCWmE,gkAkmAk'mekp—Jw(Tk'Om-TkOm)'
#

(4.60)

An important simplification can be made if it can be assumed that
scan distance and time are greater than the correlation distance
and time of t

i.e., S>L,and T > Tgs SO that p(S,t) = 0. 1In

wk’ 0

Chapter 5, t . will be identified with internal wave fluctuations,

Wk
for which LO = 6.4 km and Tg = 1.6 hr [4]. Since the primary
interest of this study is for scan distances and times greater than
these values, it wiil be assumed that p(S,T)=0, (This point will be
discussed further in Chapter 5.) With this simpiification then

_12., _ _12..,2 .20 _ Y
exp - W Dm(S,T) = exp - W (¢m +bm) = CmeWm (4.61)

so that (4.60) becones

' 2 2 ! 1
cSchmcwm(EAkm) leOI B [CW(EAkm)IHmOI][cScw(iAkm!HmOI] (4.62)

which has been factored into scparate terms for the beacon and scan
channels and where HmO is the normalized transfer function of chaunel
@ in the absence of fluctuations, as defined in (4.12).

The result for thé second facter of (4.52) is derived in an

identical manner. The complete result for the nuwerator of the MCF is
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<HmH: B [ch(XAkm)'H ol Tlegye Vm(ZALmHH -

Swn (ZAkn)’HnO!][cSn wn(ZAkn)’ nOl]YTmn * (4.63)

The two factors of the denominator of the MCF likewise have

identical derivations. The first factor is

<|H~m|2>% = <|H[§1;‘;lz>% = <|1’mlzlﬂ;lz>!’ . | (4. 64)

With the assumption made above that p(S,T) = 0, the magnitudes of

the transfer functions are independent between the beacon channel

and scan channel. so that

<IHml2>%=<IH 12\ H'12>’ : (4.65)

/ ul
The square of the first factor of (4.65) is equation (4.13),
2\, _ 1,2 2 2 2,2
<:lel // - ZAkm + [(zAkm) leO’ - zAkm]cwm ’ (4.13)
< k k
and a similar derivation for the scan chcnnel yields
2 2 2 2 2
1 ] - L
<:le| :> " E,Ak'm + [(E,Ak'm) mO E Ak Sm “wm ° (4.66)

et / %:> ' 2:> . N
The expressions for \\IHnl and ]Hnl are analogous.

The final result can now be written as a composite of five

factors,

Ysma YmYmYnYn Y11n (4.67)




87

in which the prime denotes the auto-coherence for the scan
channel. As in (4.14), the substitution K = (ZAk)ZI(ZAi) is
‘made for each auto-coherence factor. Using the envelope approxi-

mation, the results are

— 9 "
chwm .
Ym = ) 2 | leO' " Yo " Mdm G (4.68)
I+(K ~1)c
m ¥m
b
— 2 ;5
K '2 !
Y' - m|csm| Cwm eJ¢Sm . 'H , = Y' - Y'
S 'm 1+(K _1)‘(: 2C'2 no W,Sm Mm °
L “m Sm' “Wm
Cee = oo faSm
Sm Sm ’ (4.69)
2 3
K c
* n *
Yn = : 2 ) lHn0| = YWn ' YNn ; (4.70)
l+(£n—l)cWn
2 .2 % .
Y'* - Kn|CSn‘ Sin o J¢’Sn . lﬂ l - Y'* R
1.‘_(17 "l)IC 12 '2 n0 w,Sn Mn :
n sn! Svn
i¢
- Sn |
Cen lcSnle ; 4.71)
Y = /exp-jw(t! -t ~t} 4t )> . 4.72)
Tmn . Tm "Tm Tn Tn ) ‘

The solution to an extremely complex problem has been reduced to a

composite of strikingly simple facturs, with no restrictive
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assumptions or approximatioﬁs. Equations (4.67)~(4.72) are the

most important results of this work.

The first important feature of this solution is that it includes
E the MCF without scanning developed in Section 4.2 as a special case.
That solution is obtained by setting all primed auto-coherences to
unity, and omitting the primed fluctuations ffom Yoo (The result-
ant phase of the multipath transfer functions does not appear now
since the beacon is used as a focus; also, the former solution
cannot be found by letting S»0, since it was assumed that S>L0, which _
makes the scan channel and beacon channel independent.)

The first auto-coherence factor, equation (4.68), is a composite
of the effects of uncorrelated ray fluctuations and frequency select-
ive fading in beacon channel m., Equation (4.(9) is the auto-coherence
s for scan channel m. The additional effect cf fluctuations due to
spatially varying multipath interference now multiplies the effect

of uncorrelated fluctuations. The phase of Y!

W, S’ ¢Sm’ is the average

: phase difference between the scan locaticn and the beacon. It is the }
primary component of the phase shift for receiver m which will be re-

quired for scanning. The auto-coherence factor due to frequency

t selective fading is the same as that for the beacon channel, since it :
has becen stipulated that the multipath field is azimuthally isotropic

over small scan distances. The resulting effect is that the 4

extension to scanning has squared the colicrence due to frequency
] sclective multipath interference. However, it will be scen in Chapter

5 that this has no degrading cffect at cohlicrent frequencices.

5
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The auto-cohcrences for channel n have the same interpretation
as above. The last factor of the MCF is the coherence due to
fluctuations which have some correlation among the channels, and
which will be developed in Chapter 5. The phase of this term'is an
additional phase difference between channels m and n required for
scanning.,

The convenient factorization of the MCF into eight auto-coherence

functions and a coherence due to correlated fluctuations allows group-—
ing of terms to determine relative effects of various combinations.

To study the relative contribution of scanning to coherence, write

%

* \ ]
Youn = ( Vo) (YaYe Meoon
= ]

and Yén can be compared to Ypne The relative contribution of each

receiver channel is similarly determined from

- ] ¥
YSnm (YmYm)(YnYn) Y’l'nm

- 74
" Yo'nYTon .74

by comparing Ym to Yn' The most important simplification is the

separation of the effcct of random fluctuations from that of frequency

selective multipath interference by writing
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Ysmn = VinYw, su¥unYw, sn¥Ton? Yot

The value of this facterization is that, since the effcct of random-~
ness forms an envelope of the MCF and is a monotonically decreasing o
function of frequency, it enables a prediction of maximum coherent

frequencies without knowledge of tge particular multipath structure

or its frequendy selective coherence function, YM(w).

4.4 SUMMARY

This chapter is the most important, and the theory presented
provides the bacis for the raest of the dissertation. The theory of
the multipathbcoherence function has been developed bascd upon a
formulation of the spectral coherence functicn in terms of the random
multipath channel transfer functions. This has shown that the MCF
is independent cf the signal source, and depends only on the
characteristics of the channel. It therefore applies equally well
for narrow band or broad band, random or deterministic signals, at
each frequency in the source spectrum.

Due to the stochastic independence of channels, the MCF factors
conveniently into two auto-coherences. The value of this factoriza-
tion is that each channel can be analyzed independently, rather than
computing nen-separable coherences for all pairwise combinations

of rcceivers.
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The MCF has been formulated to consider the two types of
environmental fluctuations: those which cause uncorrelated ray
fluctuations and those which cause correlated fluctuations. The
MCF has been generalized to include the latter type as a cause of
acoustic fluctuations which may be partially correlated between
receivers.

The next important development is.the envelope approximation,
whereby each auto-coherence factors into two coherence terms, one
for the effects of random fluctuations alone, and the other for
frequency selective multipath interference. Tﬁis allows computa-
tion of maximum coherent frequency independent of the multipath
configuration.

The generalization of the MCF to include the effects of scan-
ning introdu:ed another type of acoustic fluctuation, that due to
spatially varying multipath interference. This fluctuation was
accounted for by applying a stochastic.model to the ray arrival
angles. Due to the weak assumptiocn that scan distance and time were
larger than the corresponding correlations of environmental fluctua-
tions, the MCF could again be factored into separate coherence
functions for the scan channel and beacon channel. The resulting
generalized MCF is a concise mathematical expression composed of
simple factors which allow any single coherence term to be analyzed
separately,

The remaining task to be performed in Chapter 5 is the
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specification of tihe MCF parameters in terms of real oceanographic
fluctuations. The parameters of environmentally caused fluctuations
will be derived from the theory of internal waves and tides, and the
effects of both spatial and frequency selective multipath interference
will be determined from realistic models of the underwater channel.
However it must be cmphasized that the results of this chapter, the
most important of which are equations (4.67) - (4.72), do not depend
upon the presently known types of real oceanographic fluctuations and
their actual st;chastic parameters, but only require that they be
classified as described in Section 4.3.1., Should future oceanographic
developments provide an update of the present state of knowledge, the

model will still be completely applicable.

REFERENCES

[1] P. W. Smith, Jr., "Spatial Coherence in ultipath or Multimodal
Channels," J. Acoust. Soc. am., Vol. 60, No. 2, August 1976,

[2) W. J. Jobst, "An Application of Poiscon Process Models to Multi-
path Sound Propagation of Sinusoidal Signals," J. Acoust. Soc.
An,, Vol. 57, No. 6, Part II, June 1575.

[3) ‘R. F. Dashen, S. M. Flatte, W. H. Munk, and F. Zachariasen,
"Limits on Coherent Processing Due to Internal Waves,'" JASON
Report JSR-76-14, Stanford Research Institute, California,
June 1977.

[4] R. F. Dashen, S. M. Flatte, W. H. Munk, and F. Zachariasen,
"Sound Transmission Through a Fluctuating Ocean," JASON Report
JSR-76-39, Stanford Research Institute, California, May 1977,

[5] W. H. Munk and F. Zachariasen, "Sound Propagation Through a Fluc-
tuating Stratified Ocean: Theory and Cbservation," J. Acoust.
Soc. Am., Vel. 59, No, 4, April 1976,

[6) M. J. Beran, J. J. McCov, and B. B. Adams, "Effccts of a Fluctua-
ing Temperature Field on the Spatial Coherence of Acoustic
Signaly," NRL Report 7309, Washington, D. C., 1975,




(7}

8]

[9]

{10]

(11]

93

J. J. McCoy, "Beam Spreading and Loss of Spatial Coherence in an
Inhomogeneous and Fluctuating Ocean,'" SACLANTCEN Conf. Proc. (La
Spezia, Italy) 17,6,1975.

S. L. Adams and J. W. Doubek, "Frequency Coherence and Time Co-
herence in Random Multipath Channels," J. Acoust. Soc. Am.,
Vol. 62, No. 2, August 1977. '

H. A. DeFerrari, "Time-Varying Multipath Interference of Broad-
Band Signals Over a 7-\ Range in the Florida Straits,” J. Acoust.
Soc. Am., Vol. 53, No. 1, 1973.

R. L. Veenkant, "Investigation of the Propagation Stability of a
Doubly Spread Underwater Acoustic Channel,'" IEEE Trans. Acoust.
Sp. Sig. Proc., Vol. ASSP-25, No. 2, April 1977.

J. G. Clark, R. P. Flanagan, and N. L. Weinberg, "Multipath
Acoustic Propagation with a Moving Source in a Bounded Deep Ocean
Channel," J. Acoust. Soc. Am., Vol. 60, No. 6, December 1976.




B ]

CHAPTER 5

THE COHERENCE FUNCTION IN TERMS OF THE OCEANOGRAPHIC FLUCTUATIONS

5.1 INTRODUCTION

In Chapter 4 the general form ;f the MCF wés derived for beam-
forming and scanning in multipath channels. The travel time
fluctuations in the ray paths were defined in terms of their general
stochastic characteristics, but their parameters were not specified
in terms of envirounmental fluctuations.

Chapter 3 identified the four primary types of oceanographic
fluctuations which affect ccohorence: spatial variations due to
multipath interference, internal waves, interral tides, and frequency
selective mvltipszth interference., The first three types cause
travel time fluctuations in the ray paths, and the stochastic para-
meters of these fluctuations were specified. It now remains to
identify these fluctuations with those of the MCF developed in
Chapter 4 in order to determine signal coherence in real ocean chan-

nels.

The travel time of a ray in the beacon channel was deconposed as

T ray k (4.39)

k = Trottuinctey

In terms of ocecancgraphic fluctuaticons they are identified as
T =~ anominal travel time affecting frequency selective

kO

multipath interference.

94
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th -~ fluctuation due to internal waves.

tT - fluctuation due to internal tides.

In the scan channel

' = ' 1
Tgv = Tprotturttr
1 - '
Tero = Tro™tsye, ray k' , 4.42)

and there is an additional fluctuation,
ték' - fluctuation in scanning causing spatial variations due

to multipath interference.

The effect of each of these fluctuations on coherence will be deter-

mined in the following sections.

5.2 EFFECT ON COHERENCE OF OCEANOGRAPHIC FLUCTUATIONS
The systenm geometry for scanning away from a beacon using a
two-receiver array was described in Sectinn 4.3.1 and illustrated in

Fig. 4.3. The purpose of this secticn is to determine the MCF

*
= 1 1t ay ! L
Yan = Y2V, Smtim v M W, Sn "din Y Tmn (.1

where the individual auto-coherence factors were defined in (4.68)-
(4.72). 1In terms of oceanographic fluctuations they are now

identified as

Yo ~ effect of internal waves ia channel from beacon to

receiver m,

Yot ~ effect of frequency seleactive pultipath interference in
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beacon channel to receiver m.
Y& Sm effect of internal waves and spatial variations due
]
to multipath interference in scan channel to receiver m.

Yo - effect of internal tides in beacon channels and scan

channels to both receivers m and n.

The remaining factors in (5.1) have corresponding definitions for
receiver n or for the scan channel (denoted by a prime). The con-
tribution of each type of fluctuation to the MCF and its relative
importance will now be determined in terms of its respective auto-

coherence factor.

5.2.1 INTLRNAL WAVES

A basic premise of this work has been that the receivers are
separated by such large distances that travel time fluctuations
Induced by “nternal waves are independent betwecen them. In Section
4.3.2 it was further assumed that horizontal scan distance, S, and
scan time, T, are larger than the corresponding correlation distance
and time of the fluctuations, so that the fluctuations in the scan
channel are independent of those in the beacon channel., 1In Section

3.2.2 the correlation cocfficient was givaen as

1 5 2 T 2
p(S,1) =1 -3 (5.4 kn:) * (rrr) (3.12)

and is illustrated in Fig. 5.1. From this equation the scan dis~-

tance S for which the beacon aud scan chanuels are independent can
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be determined for a given time T from initial focus on the beacon.

The auto-cohecrence due to internal waves in each beacon

.channel is of the form

2 5
ch

Y, =|————5 . (5.2)
W l+(K-l)c:'I

In Section 4.3.2 the characteristic function was shown to be

1l 2.2
cw exp (- 7w ) (5.3)

as is shown in Fig. 5.2 as a function of £0. The mean square travel

time fluctuations were given as

(3.4x10—ssec2km—l)R, steep ray; (3.9)

L< ]
[

(6.8x10—85ec2km_1)R, axis ray, (3.10)

©
L]

and are shown in Fig. 5.3.

With these equations the auvto-cohercace due to internal waves
for each channel can be computed as a function of acoustic frequency
and the range to the beacon frou each receiver. Fig. 5.4 illustrates
a typlcal variation of Yw with beacon range, and the attenuation with
acoustic frequency is dcbicted in Fig. 5.5. Both computations assume

steep rays usiug (3.10) and the ray paramcter is K = 4,

5.2,2 SPATIAL VARIATIONS DUE TO MULTIPATH TNTERFERENCE

The effect of spatial variations duc to scanning for each channel
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Fig. 5.1 Scan distance and scan time for uncorrelated internal
wave fluctuations.
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is determined from

2,2 .
Klegl ey, bg

e . (5.4)

n

Y oo
w,S , 2 2
' 1+(k—1)lcsl c*

The characteristic function for the spatial variations,

jbg
cs = lcsle ’ ' (5.5)

was developed in Section 3.2.1 and can be written in terms of the

wavenumber, kO’ as

27 %

C, = l+(k0x02)

: 1 -1 2
S exp 3 —k0x+ tan (koxo )t . A (5.6)

The magnitude of Cg

variation of Icsl with |x]/X for characteristic values of the ray

spread, O.

In Section 5.2.3 it is shown that internal tides have no cffect

on average signal phase. Therefore the tern ¢S

phase change for one receiver channel due to scanning away from the
beacon. In (5.6) it is seen to consist of two terms. The first
term is the linear component, —kox. The sccond coemponent is due to

the ray spread. Note that ¢S(—x) = -$S(x). The phase with the

consists of the first factor. Fig. 5.6 shows the

is the total average

VA
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linear component removed is illustrated as a function of x/A in
Fig. 5.7 for characteristic ray spreads.

The coherence Y& also includes the effect of internal waves
9 .

S
in the scan channel, For the purpose of comparison with Yy the

characteristic function c& is set equal to unity and

Kleg|? 5
gl = | ———3 (5.7
1+(K-1) |cS|

is computed. Assuming a ray spread 0 = 2°, the variation of lYél

is illustrated in Fig. 5.8 as a function of |x|, and in Fig. 5.9

as a function of frequency. Note the larger rate of attenuation

of IYSI with range and frequency compared to that of YW in Figs. 5.4
and 5.5. This indicates that for a given increase in range due

to scanning, the decrease in IYSI is much more severe than the -
corresponding decrease in YW’ and is the limiting factor in scanning
ability. Since x is the change in range due to scanning, it can
also be concluded that the maximum limitation on scanning is in the

direction of the propagation path from beacon to receiver. In a

direction perpendicular to this path the change in range is much

less so that there is less limitation on scanning.
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5.2.3 INTERNAL TIDES

The effect of internal tides on coherence is described by

= - -4 L. -t !
Y"l‘mn <exp JU(tTm t-"l‘m tTn".t'l‘n)>

= <:éxp-ijt£:> . , (5.8)

The travel time of an axis ray from source to receiver in the

presence of internal tides was derived in Section 3.2.3 as

2Ac : sin(kTRcosA/Z)

—_ ey - A
% 51n(th kTRcosf/Z) (kTRcos¢/2)

1 -~

(3.18)

vhere TO = R/CG' The travel time fluctuation due to internal tides
is the same for each ray [1] so that the results for an axis ray are
used.

Consider the simplified source-receiver zonfiguration shown in
Fig. 5.10. 7Two sensors separated by a distance RS are located on a
baseline perpendicular to the direction of internal tide propagation
(e.g., on a continental shelf). A beacon is located equidistant from
the two receivers at a range R

0° At time t, the travel times to the

two sensors are

20c sin(kTRmcos$m/2)

- .90 -k i Jn _
Tm TmO 1 < sin(th RTRmcoﬂ¢m/A) R 055 73 .
0 Tm n

= Tmo(l—Am) (5.9)
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and

2Ac sin(kTRncos¢n/2)
sin(w_ t-k_R cosd /2
0 T° "T'n  "n ) (kTRncos¢n/2)

= To(-8) - ' (5.10)

The travel times from the scan location at (S5,0), at some later time

t + 1T are
2Ac sin(kTR;cos¢;/2)
T = T L - — O sinfu (t+1)-k R'cosd’ /2] ‘
Vepmad!
0 (kTRmC°“¢m/2)
= T! At :
TmO(l Am) (5.11)
and
2Ac sin(kTR;cos¢;/2)
' _ o o .V . ~ ' '
T! = To 1 < 51n[mT(t+T) kTRncos¢n/2] (R c0s3772)
Tn n
=' -' . .
Tno(l An) . . (5.12)

The travel time fluctuations due to the internal tide are

Rl!l
t, =--—A
c

Tm
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AtT = ¢! -t) . (5.14)
It is also true that

' t = pt ' =~ R _+4Ssi
Rncos¢n Rmcos¢m RO Ssinb

s0
Aan /2Ac0 sin[kT(P0+Ssin8)/2]
bep =\ < o [pinlep(FD -k R#Ssind)] 56y /21
0 0 TV 0
(5.15)
Here the quantity ARm1 is the range difference
T = t_nt
bRon = RaRn (5.16)

R R
= J/ERO+Ssin9)2+(?; +Scos€))2 - //2R0+Ssin8)2+(7; —Scose)z,

the effect on coherence is given by the factor

-jwit,
' . Yogn = <<é ;>> (5.17)

which will dcnote an ensemble average over all time of initial focus

i on the beacon 0 < t E;ZW/wT, i.e.

. 21r/m,r
~jwAt, W, -jwAt
<e 1>!£ L ,(0 T ge . (5.18)
27 0

o . = e AT PSS P CTY WIS T Y e -2 e YIS WP P I SN X TR gl S TR Ay O O IR T SN % Y
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Writing the phase as
wAtT = asin[mT(t+r)—¢ (5.19) -
E . 1
3 then
| 21r/wT
- - . _:,
<:: JwAt¥:> ) W, Jas1n[wT(t+T) 0]
e =1 e dt
21
' 0
(5.20)
= Jo(a) 3
in which Jo is the zero order Bessel function. The complete effect i
3
on cohercnce between channels m z2ad n, due to internal tidee, is '
therefore given by the expression ;
a
R i X i |
y -] ‘ 2Ac0 A'mn 51n[kT(P0+531n6)/2]
— .
Tmn 0 <o g [kT(RO+531nu)/2]
(5.21)

The only assumption which has been made in this derivation is that
Aco/co << 1 (a characteristic value for AcO/c0 due to internal tides
is 10-5). Since YTmn is real, it makes no contributicn to the
average phase difference betwecn the signals.

It is important to analyzce the physical significance of this re-
sult. FYor this purpose, assume that the scan distance S << R.. It

(4}
can then be shown that

e — e e e g
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AR = 2Scos® ) - (5.22)

R 2
/-i'o' +1
S

The coherence then becomas

. 25y 2AcO 250089 1 sin(kTRo/Z)
Tmn 0 c c SN . (k,.R./2) .
: 0 0 /"(30/*3) + 1 0
(5.23)

First, there is a noticeable absence of dependence on the time
difference, T. This is explained by the Zact that the bulk time de-
lays are equal for the first source location. If they were not
chusen to be equal, the mathematics would tecome unwieldy, but it
can be shown that, in general, the effect on coherence would be a

dependence ca a sinusoidal function of w This would cause the

ot
coherence to oscillate between unity and some minimum value deter-
mined by the other paramecters. The configuration considered liere
corresponas to the minimum value.

The manner of dependence of YTmn on the quantities w and
(Acolco) is obvious. The effect of the quantity Scos0 is interest-
ing: the ccherence depends primarily on the component of scan dis-
tance perpendicular to the tide normal, This is consistent with the
previous observation that the maximum effect on phase fluctuations

is when ray propagation is perpendicular to the direction of the

tide.
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As the quantity RO/RS becomes large, the difference in travel
time betw;en the two sensor channels for a constant scan distance
S becomes small, causing coherence to increase. Likewise, as
ROIRT increases, ;oherence increases. The expl;nation for this is
the fact that, siace RO is the component of the ray paths in the
direction of the internal tide propagation, as RO/AT becomes large
the ray travels through a larger number of periods of the internal
tide, and the positive and negative variations of the sound speed
variations tend to average out to zero. Note that when the ray
has travelled through an integer number of periods of the internal
tide, the sound speed variations are completely cancelled out, and

coherence becomes unity, i.e.,

sin(kTRO/Z)

®o
——(.E—}._{_~/—2—)——== O’ for—)\—= l, 2, ss e .
T0

(5.24)

This is, of course, exactly true only for axial rays as considered
here; however it can be concluded that, in general, coherence is

greater when acoustic propagation is in the direction of the internal

tide.

The coherence, Yeron® is plottad in Fig. 5.11 as a function of

wdT where

(5.25)

8T =

is the travel time varjation due to the internal tide. TIn the deep

a4

it

I

el
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ocean it has been found that the 4m internal tide is predominant.
For a typical sound spced profile with the sound axis at a depth

of 1200m, reference [2] gives the sound speed variation as

5

Ac, = ,06m/sec for c

0 = 1489,55 m/sec., so that Acolco = 4,03 x 10~

0
Fig. 5.12 shows the corresponding variation of 8T with scan distance

S, for 6 = 0° and R_ = 150 km, and for selected values of range R

S 0’
For other amplitudes of the internal tide, the appropriate value of
Acolc0 should be substituted in (5.25).

' Based on the results derived here, it will be shown in Section

5.3 that internal tides have a negligible effect on coherence com-

pared to internal waves and spatial multipath interference.

5.2.4 FRECUENCY SELECTIVE MULTIPATH INTERFERENCE
The effect of frequency selective multipath interference cn the

MCF is given by

= ' '
M N MM (5.26)
The individual auto-coherence has the form

Yy = anm(m)[ . (5.27)

where HOm(w) is the normalized transfer function of the channel in

the absence of random fluctuations. The effiect of YMm(w) on the total

coherence is best determined by assuning X rays which arrive with
cqual time spacings and equal amplitudes. Following [3), the rays

arrive over an interval of time TS which is the time spread of the
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channel, and T0 is the bulk time delay of the channel as depicted

in Fig. 5.13. The auto-coherence v, (W) is easily found to be
Mm

sin(stlz)
™) = |G @I /28 | - (5.28)
The periodic lobe structure of this function determines the actual

coherent frequencies, i.e., the frequencies of the primary maxima

of the structure where

wnTs = 2nmK ,
fn=‘~T‘5 ,n=1,2, u. . , (5.29)
S

As the time spread of the channel increases for a given number of
rays, there is an increasing number of coherent frequencies in a
given bandwidth. This is the case for increasing source range.

Also for a constant value of T_., the spacing between coherent

S’

frequencies increases as K increases, as would occur upon entering

a convergence zone. Also, if the time spread is proportional to the

nunber of rays, the location of coherent frequencies does not change.
The coherence bandwidth centercd on fn is determinced by

Af = (5.30)

L
Ts

For long range propagation, TS is on the order of seconds, so that

- S 0 o408 i e s i AV " R

et rrmaEs R L
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Af is generally less than 1 Hz. Although exact only for ray arrivals

vhich are equally spaced on the time axis, (5.29) and (5.30) are

reasonable order of magnitude estimates for arbitrary multipath

e e kllilen R

fields, given K and Ts(see footnote to (4.1)).
The effect of scanning is to square the auto-coherence factor

for each channel so that

2 .
' 3
NagVoim = [Hon @15 - (5.31)

The effecct of squaring this factor is to narrow the peaks and widen
the nulls of the interference pattern causing an effective decrease

in the cecherent tandwidth to

Af = =— . (5.32)

However there is no effect exactly at the peaks of the pattern, and
coherent frequencies will remain the same.

The total coherence is

i 2 2
Yy = luOm(m)l IHon(w)| . (5.33)

Since receivers spaced by large distances way receive entirely dif-
ferent multipath ficlds, the reculting eolicrent or partially coherent
frequencics must be conmputed by multiplying the coherence factors for

each receiver as indicated by (5.33). Howcever if the scnsors receive
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identical multipath fields, the cohercnt frequencies remain the

same, but the cohcrent bandwidth is reduced to

Af = (5.34)

1
4Ts

An exanmple of the variation of Y with frequency for identical
multipath fields with K = 4 and T_ = 4 sec is illustrated in

S

Fig. 5.14. For these parameters it is found that fn = 1 Hz,

P

2 Hz, ..., and Af = ,0625 Hz,

5.3 THE COMPLETE MULTIPATH COHERENCE FUNCTION

The previous sections have presented the effects of the individual

1 It now remains to compare the various effects and to aetermine their
combined effect on coherence. A summary is then given with respect

to the application of these results to tte computation of coherence.

5.3.1 COMBINED EFFECTS 0O COHERENCE

In Section 4.3.2 the MCT was factored into an envelope due to

l travel time fluctuations and a2 coherence term due to frequency select-

jve multipath interference which was written ac

Yoon © (Yw NCTAR . (4.75)

s & )

Since the first factors, due to randeam travel time fluctuations

alone, decrease monctonically wvith froquency, it is appropriate that
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they be considered separately. The factor Yy containing the
frequency selective effects on coherence gives the coherent
frequencies for which Yy = 1.

The four components of the factor YW,S all have the same

functional form written as

v = | ——) ., (5.35)
1+ (K-1)c

and is shown in Fig. 5.15 for various values of K.

There is a subtle dependence on the fay parameter K (equal to
the number of rays when they have equal émplitudes). Since this
form was cbtained from the envelope approximation in Section 4.3.2,
each corresponding auto-~coherence has a companion factor due to
frequency selective multipath interference. Consider a coherent
frequency of this factor obtained from the equal time spacing formula-
tion, say fn’ and keep it constant while increasing K so that the

corresponding factor of YM equals unity. Since K satisfies

TS
g=-05 (5.36)

this can be accomplished by allowing K te increcase by increasing TS.
From (5.35) it can be seen that the auto-coherence then increases
as K increascs. The cxplanation for this is that coherence is
primarily determined by the variations of the resultant phase of a

single frequency component of each multipath signal. For a given

S g ar V- -
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phase variation in the individual rays, as thé number of independent
rays increases, the variation in the resultant phase decreases. This
phenomenon has actually been observed in convergence zones, i.e.,
-where many ray paths converge in a focal zone [4],
f The above effect must be carefully considered in analyzing the
[ effects of spatial variations due to multipath interference. Although
i Y‘,S will increase with K when the other parameters are held constant,
| the ray spread 0 may also increase due to the increase in the number
of rays, and this will cause a decrease in Y&,S' The relationship
between K and O should therefore be considered in computations of
Yu,s*

For the purpose of comparing the varicus effects on coherence,
the simplified geometry of Fig. 5.10 wili be used. Each auto-coherence
term in (5.1) due to random travel time fluctuiations was computed as
a function of scan distance for 6 = 0 (perpendicular to RO) and
0 = 3290° (parallel to Ro), which are the approximate directions of ex-
trema of the variations due to internal tides and spatial multipath
interference. The ranges used are RO = 250 km and RS = 150 km, the
multipath parameters are K = 16 and ¢ = 2°, and the acoustic -
frequency is £ = 50 Hz., Figs. 5.16-5.18 show the results for scan
distances up to 50 km,

Fig. 5.17 illustrates the results for 9 = 0, which is the direc-
tion of the maximum effecet of internal tides, and the approximate

mininum of spatial fluctuations., The solid lines are the approximate

region of validity of the assumption of independence between scan

e ———— e — ‘
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channel and beacon channel. The dashed lines are extrapolated to
give the proper coherence of unity at S = 0.

The highest coherence factor is Yppn Which remains at unity
throughout the entire scan distance. 1t was shown that the effect of

internal tides decreases with increasing range R, while all other

o’
effects increase. 7The conclusion is that internal tides have a
negligible effect on coherence for long range propagation and for
scan distances of this magnitude, and henceforth they may be ignored.
This result removes any restrictions on the system configuration or
its orientation with respect to the direction of internal tide
propagation as in Section 5.2.3. Furthermore it was shown in Section
5.2.3 that internzl tides have no effect on coherence phase.

Next in value are the auto-coherenc:s due to internal waves in
the beacon channeis, which are equal due to system geometry and do
not vary with scan distance.

The auto-coherences Y&,Sm and Y&,Sn due to the combined effect
of 3internal waves and spatial multipath interference in the scan chan-

° is the

nels have the largest effect on coherence. However 6 = 0
direction of the approximate mininun effect of the spatial variations,
due to smaller changes in range, so that total coherence should be
higher in this direction. The difference in the values of Y&,Sm

and +&,S is due to differences in scannming rnnées. The composite

-~

MCF, Y. is largest dn the direction 2 ® 0° so that this is the
Smn

direction of largest scan distance for a constant coherence.
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Fig. 5.16 demonstrates coherence for 0 = +90°, The coherence
factors YTmn’ Ywm and YWn are the same as in Fig. 5.17. The increase
In range for a given scan distance is the greatest in this direction.
The effects of both the spatial variations and internal waves there-
fore are greater than in any othér dircction and the auto-coherences b
Y&,Sm and Y&,Sn (equal by symmetry) attain their absolute minimun
values. The MCF YSmn is minimum in the direction 6 = +90° and scan-
ning ability is consequently the most limited.

Fig. 5.18 shows the effect of scanning in the direction 6 = -90°,
The effect of spatial variations is approximately the same as
6 = 490° for a given S, but since raunge from the receivers to the
scan locatinn is decreasing, the effect of internal waves is somewhat
less than € = +90°, This accounts for the slightly higher values of
YW,Sm and Yw,Sn causing a slight increasz in the MCF, YSmn' However
for scan distances of the magnitude considered here, the difference

in the MCF between 8 = +90° and 6

-90° is minimal and scanning
ability is approximately the same in these directions. ]
The average signal phase for each receiver channel varies as a ]
function of scan distance according to the change in source range. :
Negative values of phase correspond to increcases in source-roceiver
range relative to the bcacon, and positive values indicote
decreases in range. The primary component.of the phase is the linear ;
variation kox. It can be seen from (5.6) that for 15rge values of
kolxloz, the magnitude of the phase is approximately |¢S| = kolxl - % .

The decrease in ROYSH“ vhen seanning with the ploue wave phase kox
}

- ,
rather than ¢S is as large as ]—cuwd = ,293, ]
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5.3.2 COMPUTATION OF THE COUERENCE FUNCTION
The purpose of this section is to summarize the procedure for
computation of the MCF. It has been emphasized that the MCF can be
computed for all receiver pairs by the computation of only the auto-
coherence for éach receiver. The following outline gives the pro-
cedure for computation of receiver auto—coherénce, and the MCF for
each receiver pair is.computed by multiplying their auto-coherences.
Procedure
1. For a given sound speed profile, beacon depth, receiver
depth, range R to beacon, and frequency f, compute the
nuuber of ray arrivals K', relative pressure amplitudes,
Ak’ travel times, TkO’ and arrival angles, Bk (usually

from a ray trécing program).

2. Compute the ray parameter

2 5' 5
(5.37)
k=1Ak

K'
K={ )
k=1Ak
and estimate the rms ray arrival angle from

Y

l\'
o= |19 ePZ . (5.38)
k=1 ©

eliad

3. For given scan location determine new range to receiver,
$ R', and compute x == R'-R,
4, Determine + = ¢(R) and ¢' = +(R') from Fig. 5.3 or from

(3.9) and (3.10) for characteristic ray type in channel.

N
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Find ¢ = cw(f¢) and ¢! cw(f¢') from Fig. 5.2 or

W W
from (5.3).

5. Determine lcsl = lcs(xlk,o)l from Fig. 5.6

! or from (5.6).

6. From Fig. 5.15 or from (5.35) compute Y(cw) and Y(C&ICSl)
for the value of K found in (5.37)..

7. Determine the phase ¢S = ¢S(x/k,0) from Fig. 5.7 or
from.(5.6). i

8. If f is a coherent frequency (YM = 1), the complete :

auto-coherence is

‘ 16
3 Y(evicyleghe .

kd .

Coherent frequencies are determincd from

ol - 1§ e o) / 3
Ho(e)] = e - 1. (5.39)
0 1<=1Ak 1<=1Ak |

The above procedure is performed for each receiver channel. In
terms of these auto-coherences for N receivers, Yo ® = 1,2, .... N,

the MCF for each pair of receivers is

*
Yoma = YoYur ™ 0T 1,2, .... N, m # n. (5.40)

5.4 SUMMARY .
This chapter has presented the MCF in toerms of real oceanographic

fluctuations, and has comparced the effect of cach type of fluctuation.

The condition for which the scan channcls ave independent for
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internal wave fluctuations was shown to depend upon scan distance,

S, and scan time, T. For T = 0, p(S,7) = .5 for S = 6.4 km, so by
restricting the analysis to S > 6.4 km the channcls can be considered
to be independent, and the tine dependence can also ﬁe ignored. The

coherence due to internal wave {luctuaticns was shown to decrease

with both range and frequency and to increase with the number of rays.
Spatial fluctuations due to multipath interference were shown |

to have the most severe effect on scanning, and their effect is com-

bined with that of internal waves in the scan channel. Their effect

on coherence depends upon a difference in range to the receiver be-

tween the beacon and the scan location. This implies that the maxinmum
scanning ability is generally perpendicular to the direction from

receiver to leacon. Scananing is much more limited in the parallel

direction. 7The coherence decreases with iacreasing angular ray

spread, frequency, and scan distance; it increases ith an increasing
number of rays within the same spread of arrival angles. The total
average signzl phase to the scan location is determined by the spatial
fluctuations and each receiver uses this as an average phase shift
for scanning.

The coherence due to internal tides decreases with increasing
scan distance and frequency, but increcascs with range. However, the
cffect of internnl tides is negligible compared to the other effects

for the scan distonces, ranges. and frequencies ¢f iuterest here.

Internal tides also have no effect on averarse signal phase.

e M
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The above cffects form a monotonically decreasing coherence
envelope of the cffects of frcqgcncy sclective multipath interference.
This latter effect depends upon the constructive and destructive inter-
ference of the rays as frequency varies. It can be stated in general
that the spacing between coherent frequencies decreases with increas-—
ing time sprecad and decreasing number of rays, and that the coherence
bandwidth (about a coherent frequency) decreases with increasing time
spread. However, the exact interference pattern must be computed
from the ray amplitudes and travel times. The dependence of the
auto-coherence on YM is determined by the location of the coherent
frequencies. Rather than compute Yy for an arbitrary frequency (since
YM may be low due to destructive interference), the approach taken has
been to assume lo:zation at a coherent frequency so that YM =1, Since
there generally will be small spacings between coherent frequencies,
the preferred approach is to determine cohzsrent frequencies from the
exact multipath summation, and to assume that the signal bandwidth is
large enough to iaclude at least one coherent frequency. This fre-
quency is then used for computation of the coherence envelope. This
subject will be discussed furtl.er in Chapter 6. |

The completa a2uto-coherence can be couwputed simply from the equa-
tions and figurcs given in this chapter. UWith the aid of a ray tracing

computer program or other data, the procedure of Scetion 5.3.2 can

be uscd to predict the MCF,
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CHAPTER 6

APPLICATION TO A SUPERARRAY SYSTFEM DESIGN

6.1 SYSTEM DESIGN APPROACH

Array processing was discusécd in Chapter 2 and the VLA was com-
pared with a conventional array. 1In particular, a VLA of conventional
subarrays was discussed, and its advantages with respect to gain and
beam pattern were emphasized. 1In Chapter 5 the final formulation of
the MCF was presented in terms of known oceanogfaphic fluctuations.
The purpose of this chapter is to apply the results derived from the
MCF to a VLA of subarrays.

Consider a system of Nv widely spaced conventional subarrays,
each of which has N_ sensors and beamwidth AOS. A beacon is placed at

S

B at the range R, and the beam of each subarray is scanned to this loca-

0,
tion as shown in Fig. 6.1(a). The beacon radiates a waveform which
enables each rece’ver to measure the impulse respoﬂse of the channel.
With this information each receiver then focuscs on the beacon as des-
cribed in Section 4.3. The pattern of the system then changes from the
independent patterns of the subarravs to the near field pattern of a
VLA with a high resolution; coherent focus on the beacca as shown in
Fig. 6.1(b). Any ambiguities in the VLA patteru are limited to the

original area of intersection of the subarray bonms.

At the becacon tha cohercence is unity for all subarray pairs, so
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that the VLA gain attains its maximum value, Gv = NV' The geoal is to
scan the superarray focus away from the beacon in search of an unknown
signal source while maintaining an accceptable vaiue of gain. First
each subarray scans its beam to the location S as shown in Fig. 6.1(c).

To focus the supErarray at S, the phasc shift determined from (5.6) is

applied to the output of each subarray and the outputs are summed as
depicted in Fig. 6.1(d). The VLA gain at S is determined by the degrada-
tion of coherence due to the random fluctuitions, as predicted by the
MCF. The superarray continues to scan away from the beacon until pair-
l ) ‘ wise coherence decreases to such a value that there is no appreciable
gain, |

Since it may be desirable to cover a larger arca, it is necessary
3 to place other beacons to insure continuovs coverage. Each beacon has
its own area of coverage, and the beacon locations are determined by the
size of these areas so that coverage is continuous. The procedure out-
i lined above is then repeated for each beacon.

It is, of course, necessary that the required density of beacons
is practical for the given system specifications. One of the primary
purposes of this work is to provide a procedure for determining the
“ feasibility of a VLA system design for given acoustic parameters and
system geometry, within the limitations of the oceanographic fluctuations

considered here. It should be rememberced that geographic anomalies have

1 not been included as sources of fluctuations and will be a source of

further performance degradation.
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Fig. 6.1 VLA baamforming and seanning.
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6.2 SYSTFM DESIGN PROCEDURE

The primary considerations in the design of a VLA of subarrays
are the performance specifications of detection ability and localiza-
tion ability. Detection ability is measured by the system gain and
is determined by the MCF. Localization ability is determined primari-
ly by the system configuration.

The primary system requirements related to the gain are the num-
ber and density of beacons required for coverage of a desired area,
given the system configuration and the acoustic parameters for the
ocean area of interest. VFig. 6.2 gives the value of the MCF required

to achieve certain values of VLA gain, G,, as a function of the num-

v?
ber of subarravs, NV’ from (2.63). VWhen the required value of YS has

been determined, the area of coverage with one beacon, A can be

B)
found from tii2 contour of constant cohererce using the results of Chap-
ter 5. It was shown that the directions of extrema of scanning ability

are approximately parallel and perpendicular to the VLA baseline. By

computing these coherence distances, S

and Sy’ respectively, for the
outermost pair of receivers, the area AB can be approximated as a
rectangle,

A, =S85 . (6.1)

Within this arca the gain will exceced the minioan required value since
the outernmost pair of receivers has the louvest colicrence.  Assume that
cach beacon in the area of iuterest has approxinately the same coher-

ence contour with the sane area AB. Then the required spacing between
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beacons is Sx in the direction parallel to the VLA baseline, and S

in the perpendicular direction. For a desired total area of coverage,

AT’ the required number of beacons is
NB =% - (6.2)

Another design consideration is the required refocusing time for
each beacon, InvSection 3.1 the scanning time was limited to T <<'P0,
vhere qﬂo is a characteristic time of the large scale environmental
fluctuations, which is on the order of days. In additicn there was
shown to be no dependence on scan time due to internal waves and

tides. For internal waves, the scan time determines the minimum dis-

tance for which the channels are independent; thus, for scan distances

larger than this, there is no dependence on T. Since internal tides
were shown to have a negligible effect on coherence, their dependence
on scan time can be ignored. 7The limiting factor on scanning time
therefore is the characteristic time rPO.

Assume that an upper limit, is placed on scan time so that

TS,
T, << T

s 0 A value of Tg = 12 hr may be reasonable, but due to the

limited knowledge of large scale fluctuations it should be determined

by experiment. If a beacon has a lifetime and if TB > T then

Ty s’

each subarray must refocus on the beacon at intervals of TS. However,

g it will be necessary to replace each beacon at intervals of

o)

1f T <1
B
T,. This is an important consideration for system design implementa-

B

tion and requircs further study.

L S R . PO A B =% Yo
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The localization ability of the VLA is determined primarily by
the subarray beamwidths and the range to the source. If each subarray
has a length LS,'then the beamwidth is
pog = . (6.3)
L
S
When the separation between subarrays is large the area of intersection

of the beams at a range R is then approximately

2
°s = (RAOS)
(6.4)
2[R 2
= ’ .
°s

The desired resolution determines limits on the relationships between
frequency, range, and subarray length. The number of resolution cells

per beacon is

N, = £ (6.5)
S

A requirement for feasibility is that OS << AB so that NR is large.

The resolution cell of the VLA focus can be determined from (2.55)

and (2.57) as

=22 K (6.6)

o diais.
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where Lv is the VLA length. 1If the subarray beamwidths are small
enough it may be possible to have only the main focus of the VLA

*
within os, with all ambiguities outside. The increase in resolution

would be

w

6.7)

Ll
L}

g

' = = 104 . .
For R ~ Ly and L; = 100 L, OS/GV = 10, indicating that this is a
subject well worth further study.
As a simple design example consider the VLA confipuration shown

in Fig. 6.3. Theve are NV = 7 lincar subarrays distributed along a

baseline of Lv = 150 km. Each subarray has N_ = 40 sensors spaced one

S
half wavelength apart at £ = 50 Hz (A = 30 m), so the subarray length

is LS = 585 m. If the noise is incoherent between individual sensors

in a subarray, then the subarray gain is C_. = 16 dB from (2.62).

S
It is decired to form a VLA which will increase the system gain

by a minimum of CV =6 dB at £ = 50 Hz. The desired area of coverage

is AT = 75000 l-:m2 centered about an initial beacon range of RO = 250 km

as shown in Fig. 6.4. From Fig. 6.2 the required value of the MCF is

found to be Yg ™ 0.5. .

Assume that the nmultipath parameters are X = 16 and 0 = 2°., To

determine the scan distances Sx and Sy, the outer pair of receivers

is used for the computation since they will have the lowest coherence.

* Based on calculations using random array thcory.
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Fig. 6.2 Required value of MCF for specified VLA gain.
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Fig. 6.3 VLA configuration for design example.
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This insures that the gain will be greater than 6 dB throughout the scan
area, AB. At and near the beacon ;he gain will be 1010g107 = 8.5 dB.
Thus the average gain within the Y = 0.5 contour is in excess of 7 dB
and the maximum gain is 8.5 dB. Using the MCF computation procedure

of Section 5;3.2, it is found that Sx = 165 km and Sy = 50 km, giving

a total coverage area of AB = 8250 km2 with a beacon at Ro. Assuming

that the area of coverage for each beacon is the same, the total number

of beacons required is N, = 9, from (6.2). The beacon configuration and

B
coverage arcas are illustrated in Fig. 6.5.
The subarray beamwidth is found to be AGS = ,051 rad. At

2

R = 250 km the resolution cell from (6.4) therefore is o, = 164 km",

0 S
and the nunbher of resolution cells per beazon is NR = 50, from (6.5).
From (6.6) the resolution size of the VLA focus is found to be Uv =

2

4000 m~. The beacon coverage area and resolution cell, © is illus~

S?
trated in Fig. 6.6.

In summary, this VI.A will increase system gain by more than 6 dB,
ccvering an area of 75000 km2 with 9 beacons spaced by 50 km in the per-
pendicular direction and 165 km in the parallel dircction. The size of

the resolution cell is 164 km2 for a total of 50 resolution cells per

beacon and 450 resolution cells over the entire coverage area.

6.3 CONSTIDERATIONS IN SYSTEM IMPLEMUNTATICN
This vork has been primarily concerned with the most important VLA
system desicn consideration, that of signal coherence between widely

spaced receivers.  The derived multipath coherence function provides the

s smuitilichingiiiniio. - ] - L er it e Bt int Lot s s e e ARl (k'




e En Y S R Y A et G D S P T W e M e — e m e W S G e Ge R e e e e W Sm e

| pletete b s |
-
IO |

- n e e o —— m wm e n e - T = e M G e - e e S G Se G e e e — - o

VLA BASELINE

oY

lk— Lv=15(.). Ky =

Fig. 6.4 VLA coverage area for design example.

1 OB op Gp
0B es 153]
-
A . -] S. =50 KM O3B o3
t y

Fig. 6.5 PRcacon conflignration and coverage arcas for design
example.




+a1duexa udysap 103 122 UOINTOSD1 PuB BT 23BIBA0D uooraq 39ex3 9°9 “3¥4

1 0T
P

1 0578=V

] A

T y9T="0 *TT3D NOILATOSTY —

m.o»m» ¢gONTYIHOD INVISNOD J0 HNOINOD




139

beacon spacings required to maintain a desired coherence and VLA gain.
There are other considerations for a complete system design implementa-~
tion wvhich will determine system feasibility. A detailed discussion of
these factors is beyond the scope of this work. However, this section
enumerates the most important of then, with practical suggestions as a

basis for further study.

Beacon placemoent

For a practical VLA system design the method of placement of bea-
cons is an important consideration. Permanent beacon installations
would be expensive with a lack of flexibility in location and a high
probability of discovery. However, temporary beacons with a limited
lifetime woull avcid these problems. The controlling factors in deter-
mining the feasibility of temporary beacon installaticns would be the

method of plzcement and the beacon lifetime, T Since the use of

B
temporary beacons implies a beacon replacement if the desired scan time
the method of

about a beacon, 7T is greater than its lifetime, T

s? B’
beacon placenent shculd be expedient. One method that warrants consider-
ation is dropping bcacons from an aircraft., The technology in this
area is well developed and the method offers the cbvious advantages of
flexibility in beacon location, accuracy of location by navigational
methods, and case of inmediate beacen veplacement.

Another possibility is the vse of beacons of opportunity such as

surface shipping {1]. The advantages are availability at no expense,

and concealuent. Therce will be difficulties in phase measurement due to

spatial variations, and a Jack of reliability ond flexibility in location.

M L i a5 i
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However, duc to the abundance of shipping traffic in areas where bea-

con placement would be difficult or impossible, it should be explored

as a possibility.

Beacon waveforms

The most important requirement for a beacon waveform is that it
enables accurate measurement of the channel impulse response in the
presence of noise, The waveforms of all beacons must be known at ail
receiver sites and they must be distinguishable. 1In addition, the bea-
con signals should be undetectable to all others.

Measurenents of the impulse response of underwater channels and
acoustic phase detection have been investigated theoreticglly [2],
[3), [4) and experimentally {51 - {[i0]. It appears that pseudo-
noise (PN) s2quences [li] satisfy the requirements stated above and
should be coasidered in a superarray system design.

Some of the characteristics which the PN code should possess will
be dictated by the channel characteristics. The time length of the
code must be greater than the time spread of the channel te insure
unanbiguous measurement of the multipath arrivals. The sequences must
be distinguishable between beacons, thus a different code should be
used for each beacon. Each pair of sequences should have good cross-
correlation propertics so that only the desired beacon waveform is de-
tected. Another coensideration is the time required for cach receiver

to synchronize with the beacon PN scquence.
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Source localization

The VLA localization accuracy is primarily determined by the
accuracy of location of the beacons and subarrays, and by the number 4

of ambiguous VLA focal areas within the area of intersection of the

subarray beams. If there arc VLA anbiguities within GS, then GS is :
the mininum resolution cell. The linear dimension of OS is typically :
on the order of tens of kilowmeters. The beacon locations and the loca- y

tions and orientations of the subarrays will be known to at least
navigational accuracy, whose error is much less than this value. :

Therefore, it can be assumed that there is little effect on the local-

ization accuracy determined by the resolution cell OS.

It was shown in the previous section that if there are no VLA
p

ambiguities within o_, then the size of thc reseclution cell will be

S)

. 2 .
decreased to J.,, which is on the order of A”. However, the location

v’
of OV is highly scnsitive to the location accuracy of the system com-
ponents. Evea if the subarray and beacon locations could be known
within fractions of a wavelength, the location of ov would still be in
error due to the randomness of the medium., However, due to the poten-
tial increasc by orders of magnitude in Jlocalization ability, this sub-

ject should receive further study.

Source motion

An application of a VLA system to the detection of moving sources
presents additional complications. Tn Section 2.4 it was shown that
travel time fluctuations must vary slowly compared to signal duration

time, so that the channel transfer functions will be time invariant.

~
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However, this may not be valid for a moving source, because the spatial
fluctuations due to multipath interference will vary with time. The
seriousness of this effect will depend upon integration time and source
velocity. A related problem is the ability to track the source‘by nain-
taining the VLA focus on its changing location. The source motion also
causes a complicated Doppler effect due to a different frequency shift
in each ray. However, this effect can be minimized by properly shifting

the center freguency of the receiver filters.

Post-detection focusing and tracking

After initial detection of a signal source with the VLA, it may be
possible to further increase the signal to noise ratio by enhancing the
partially coherent VLA focus. Each subarray would ineasure the relative
signal phase or coherence of the signal waveforms. Using this informa-
tion a refocused, high resolution spot is placed on the source by self-
cohering or adaptive beamforming techniques. The focus is then scanned

in the vicinity of the source for the purpcse of tracking.

Geographic fluctuations

In Chapter 3 geographic fluctuations such as currents and eddies
were discussed. The theoretiecal developnents in this work were limited
to those which are not geopraphic in nature. However, due to the
prevalence of geographic anomalies, they must be considered in a VLA
system design,

Due to the variability and unpredictability of some of these fluc-

tuations it is difficult to determine their effect on coherence. The
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best approach would be to evaluate the effect of geographic fluctua-
tions by experiment in the ocean ares of interest for a VLA system.
The geographic areas of prevalence of some of these fluctuations might

be considered in the geographic location of a VLA,

Determination of actual phase for VIA scanning

The development of the MCF in Chapter 4 theoretically predicted
the average phase shift required for each subarray in order to scan
the VLA with partial coherence. However, this result depends on an
accurate knowledge of the multipﬁth structure which may not be available.
It is impertant to know the correct average phase for each individual
sitvation. 1f the average phase shift is inaccurate then another ran-
dom variables i introdinced which will further degrade coherence.

This suggests the desirability of erperimentally measuring phase
as a function of scan distance. This mecsurcnent will show a phase
trend [12] vith fluctuations about the trend due to the variations con-
sidered in this work. This procedure of surveying the scan area is
performed only once, and the phase trena measured is then used as the
average phase shift for future VLA scanning. The true phase will vary

causing a degradation of cohecrence, but the trend should remain constant.

Coherent noise sources
In Section 2.3 noisc was liwited to randem broadband ambient noise
which is incoherent boetween VIA subarrays.  YHowever there is a possi-

bility of discrete shipping interference vhich may be coherent between

subarrays. Experimental [13] and theorctical [14]) results can be used
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to predict this shipping deasity for the North Atlantic. A method of
near field adaptive nulling of coherent noise with a VLA of subarrays

was developed in [14) based upon the concept of null steering [15].

Practical implementation of this technique would involve an initial

localization of interfering shipping by airborne radar detection or

other means, and a null tracking system in each subarray so that individ-
ual nulls in the subarray patterns can follow the shipping traffic.

The near field pattern of the VLA can then be visualized as having

"holes" which follow the ships as they move throughout the area.

Subarray location

Some additional system flexibility can be acquired if the subarrays
can be placed in arbitrary locations., A possible VLA system might con-
sist of several floating random arrays [16] which could be deployed by
an aircraft in aaiy desired locations*. Ccmbined with the use of air
dropped beacens, the VIA system would then have the advantage of com-
plete mobility. The disadvantage would be a further degradation of sys-

tenm gain due to the larger spacings between sensors in a random float-

ing array.

6.4 SUMMARY
This chapter has presented an application of the MCF to the design

of a VLA of widely separated subarrays. The general system design

#This fdea vas suppested by Professor Fo Habier, Moore School of Electrical
Enginecring, University of Pemnoylvania.
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approach was outlined. A procedure was then developed for determining
beacon spacings required for a given VLA configuration to maintain a
specified gain over a desired coverage area. VLA refocusing times were
shown to be dependent on the iarge scale oceanographic fluctuations.
Localization ability was discussed in terms of the subarray beamwidths
and the size of the focal area of the VLA.

A de§ign example was presented for some realistic system para-
meters. This example showed that coherent combination of 7 subarrays
could increase system gain by an average of more than 7 dB over an area
of 75000 kmz with the use of only 9 beacons.

Finally, some important considerations in system implementation
were discussed, and proposals were made for practica} solutions.
Specifically mentioned were the possiﬁilities of beacon placement by
aircraft, and PN sequences for beacon waveforms. The idea of floating

subarrays also deploved from an aircraft was discussed as a method of

making an entire VLA mobile,

REFERENCE

f1] 7. L. Lin, "Beacons of Opportunity," Valley Forge Research Center
QPR Yo. 22, Art. 3, August 1977.

(2] T. Kailath, "Meosurcmoints on Time-Variant Conrunication Channels,"
IRE Trans. Inform. Theory, Vol. IT-8, Senterher 1962,

{3] P. A. Bello, "Measurcwrent of Random Time-Variant Linecar Channels,"

1EEE Trans. Inform. Theory, Vol. I1T-13, July 1969,

{4 U. L. Van Trees, Doteation, Fatimation and Modulation Theorv,
Part 17I, Wiley, luw Tork, 1971,

(5} R. L. Veenkant, "Iavestisation of the Propazation Stability of a
Doubly Spread Underwater Acoustic Chanacel,”™ 1LEE Trans. Acoust.
Sp. Sig. Proc., Vol. ASSP-25, No. 2, April 1977,




6}

(71

(8]

(21

[10]

(15]

{16]

146

J. €. Steinberg and T. G. Birdsall, “Underwater Sound Propagatdon
in the Straits of Florida," J. Acoust. Soc. Am., Vol. 39, 301-315,
1966,

J. C. Steinberg, J. G. Clark, H. A. DeFerrari, M. Kronengold,
and K. Yacoub, "Fixed-System Studies of Underwater Acoustic
Propagation," J. Acoust. Soc. Am., Vol. 52, No. 5 (Pt.2), 1972,

H. A. DeFerrari, "Time-Varving Multipath Interference of Broad-
Band Signals Over a 7-NM Range in the Florida Straits," J. Acoust.
Soc. Am., Vol. 53, No. 1, 1973.

T. G. Birdsall, G. E. J. Bold, and X. A. Winick, "The PAXOIC77
Sequence Signal," PANOIC77 Report 013376-5-T, Part I, Cooley Elec-
tronics Laboratory, Michigan, March 1978.

G. N. Cederquist, "The Use of Computer-Generated Pictures to Ex-
tract Information From Underwater Acoustic Transfer Function Data,"
Ph.D. Dissertation, University of Michigan, 1975,

AGARD Lecture Series No. 58, "Spread Spectrum Communications,"
NATO, July 1973.

J. 6. Clark, R. P. Tlznagan, and N. L. Weinberg, "™ultipath
Acoustic Propagation with a Moving Scurce in a Bounded Deep Ocean
Channel," J. Acoust. Soc. Am., Vol. 60, No. 6, December 1976.

I. Dyer, “Statiscics of Distant Shipping Noise,” J. Acoust. Soc.
Am., Vol. 53, pp. 564-570, 1973.

W. J. Graham, "A Large Underwater Aperture of Coherently Combined
Subarrays," Valley Forge Research Center QPR No. 22, Art. 3,
August 1977,

D. E. N. Devies,"Tndenendent Angular Steering of Each Zero of the
Directional Pattern for a Linear Array,”" IEEE Trans. Antennas
Propag., Vel. AP-15, March 1967,

F. Haber, "Floating Acoustic Arrav," Valley Forge Rescarch Center
QPR No. 22, Art. 3, August 1977.




CHAPTER 7

SUMMARY AND RECCOMMINDATTONS FOR FURTHER STUDY

7.1 SUMMARY OF RESULTS

In order to view the results of this work in the proper per-
spective, it is helpful to review the line of reasoning that led to
their development. The motivation for this work was the idea of
coherently combining wideiy spaced subarrays in a random multipath
underwater medium. The purpose of forming this very large array is
to increase the potential signal to noise ratio and the localization
ability. The enhancement of detection ability is measured by the
array gain, defined in terms of the signal coherences between all
palrs of sub:rrays. The foremost problem, then, was to develop a
solution for this cohercnce in terms of the environmental and acoustic
characteristics of the ocean.

This led to the development of 2 new measure of coherence, called
the multipath coherence function, defined in terms of ensemble averages
of the randon transfer functions of the multipath channels. Since the
rcceivers are widely spaced the channels are stochastically indepen-
dent. This important simplificatien deionstrated the existence of
coherence without correlation between chunncfs; it also enabled the
iCF to be factored into separate auto-coherences, makiﬁg the final solu-

tion mathematically feasible.  Another important simplification was the

147
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envelope approximation for the auto-coherence, which factored the
effects of randem fluctuations from those of frequency selective multi-
path interference. The MCF was then formulated as a function of source
range and scanning distance, for general oceanographic fluctuations.

It then rerained to specify the stochastic paramzsters of the MCF
for real oceanographic fluctuations. Thic required original analyses
of the effects of spatial variations duc to multipath interference, and
of internal tides, on coherence. The stachastic parameters of internal
wave fluctuations were obtained from the literature. A comparison of
these effects then showcd.that spatial variations were predominant in
scanning, while internal tides were a negligible influence,

The renmaining step was to apply these results to the initial objec-
tive of predicting VLA performance in terms of signal to noise gain for
given system configurations. The system design approach was to use
self-cohering techniques whereby the VLA initially focuses on a known
beacon source in the near field, and then scans in the vicinity of the
beacon in search of an unknown signal. Thus the quantities cf interest
were the number and spacing of beacons required to maintain a specified
gain while scanning the VLA between beacons., A design example for some
realistic parameters then showed the existence of significant coherence
over large ccean areas. The conclusion is that a VLA design might be
possible and practical.

In suumary, there are three prinary resules frowm this rescarch.
The first is a general soluticen for sipgnal ceoherence in uncorrelated

multipath channels. The second is a specific application of this
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multipath coherence function to the design of a VLA composed of wide~
ly spaced subarrays. Finally, numerical results showed that such a
VLA design is feasible for certain system configurations and multipath

characteristics.

7.2 ANALYSIS OF RESULTS

The following secticns outline the important conclusibns to be made
from the fesults of this work, and an explanation of its limitationms.
The points considered are limited to the areas of the three primary
results of this work stated in Section 7.1. Further information and de-

tail can be cbtained from the summaries at the end of relevant chapters.

7.2,1 CONCLUSIOX

The most important conclusion to be méde from the developument of the
MCF is that it demonstrates the existence of coherence without correla-
tion between random channels., The MCF demonstrates the importance of
the size of [luctuations compared to their correiation. TSe existence
of partial coherence implies a non-zero mean signal fielq for fluctua-
tions which are small enough., It was also showm that the MCF is indepen-
dent of the signal source and depends only on the properties of the
medium.

The importance of frequency domain processing 1s readily observed
by comparineg th: cohorcﬁno function with the normalized creoss-correlation
function. A broad band signal waveforam in a smltipath medium may have

only one or two discrete frequencies at which coherence Is high. The
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cross-correlation function, however, considers the entire signal wave-
form and will have a much smaller value than the maximum value of the
coherence function,

The relevance of the MCF is in its relation to array gain. The
magnitude of the MCF gives the signal power gain achieved by combining
the outputs of a pair of receivers. Its phase is the average phase
differencg between the received signals which is required to combine
them with partial coherence.

The mathematical solution for coherence led to a convenient
factorization into nine auto-coherence terms. The stochastic indepen-
dence of the receiver channels permits an auto-coherence to be com-
puted for each channel independent of the others resulting in a large
computational savings. The envelope approximation further factored
the effects of random fluctuations from those of frequency selective
multipath interference. This allows the prediction of maximum coherent
frequencies independent of the actual multipath ray configuration. The
extension of the MCF to VLA scanning led to a further factorizaticn of
the MCF into an auto-coherence due to the effects of spatial variations
in the multipath interference. The advantages of these factorizations
are computational simplicity and the ability to compare various effects
on coherence rcadily.

The MCF formulatien is a simple, concisé wmathematical expression,
and deoes not depend on present knowledoe of oceanographic fluctuations.
The solution is adaptable to future developments in the causes of these

fluctuations.
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The complete value of the }MCF is determined by multiplying the
eight autc-coherence factors for a given channel, system geometry, and
acoustic frequency. It has been shown that, for a constant value of

0, and for a coherent frequency (Y, = 1), the MCF increases as the num-

Y
ber of rays, K, incrcases, However, if an increase in the number of ray
arrivals causes a corresponding increase in the ray spread, o, the coher-
ence may decrease. This fact is an important.consideration in the
choice of receiver location. For example, it may be wise to place the
receivers at depths where there is a large number of ray arrivals with-
in a small angular spread, rather than to choecse a location having only
one ray with the hope of avoiding spatial variations due to multipath
interference 2ntirely.

The jderntification of the auto-cohereuce with specific oceanograplic
fluctuations allowéd the relative effect of each type of fluctuation tc
be determined. TFor each receiver there is an auto-coherence due to

internal waves in the beacon chonnel, ¥ an auto-cocherence due to

W
internal waves and spatial multipath interference in the scan channel,
Yé,s; and an auto-cohercnce due to frequency selective multipath inter-
ference, YH' There 1is also the effect of internal tides on the coherence
between receivers, YT'
The factor Yy depends upon the typical ongle at which rays cross
the sound chennel axis and has a higher value for steeper rays. It
decreases with the scurce range, B, ond with the acoustic freguency, f.

! containe the effect of internal waves in the scan channel plus
W,S

the effcct of spatial variations duz to rnuitipath interference in
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scanning. The effect of spatial variatiorns depends upon the change

in source range, X, in scanning away from the beacon. Thus, the effect
is most severe when scanning in a direction perpendicular to the base-
line of a VLA. The parametct which affects the spatial variations is
the angular ray spread at the receiver, 0, and it was found that coher~
ence decreases as ¢ increzases. For a given vaiuc of o the coherence

decreases in scanning as a fuaction of |x|/X.

The cffect.on coherence due to frequency selective multipath

inteirference, was found to depend on the nominal tine configura-

Yoo
tions of the multipath arrivals for each receiver channzl. The coher-
ence YM is specified primarily in terms of coherent frequencies, i.e., ?
frequencies at which the rays interfere constructively, and the coherent ]

bandwidths centered on these frequencies. For a simplified cqual time

spacing formulation of the ray arrivals, it was found that coherent

frequencies occur at harmonics. The fuadamental coherent frequency in-
creases as the pumber of rays, K, increases, and as the time spread,

To» decreases. The coherence bandwidths are inversely proportional to

S’
TS.
it was found that internal tides had a regligible effecct on coher-
ence in scanning compared to the effect of spatizl multipath interfer-
cnce. Consequently YT has a value of unity for all scan distances of
practical interest., lowever, the coherence due to frequency selective
multipath interference is also a consideration, siunce the ypacing between

coherent f{requencies increases as B oincveases, All of these factors

snould be takep into account {or an cptimwn cystem desion,
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The argument of the MCF is the average phase difference between
signals necessary to combine them with partial coherence. The only
contribution to this phase is due to the spatial multipath interference.

It was found that the phase has an expected linear variation, k and

0**
a contribution due to the ray spread, ¢. It was found that the devia-
tion of the average phase from the linear trend is less than T/4 radians.

The actual design of a superarray system requires the use of bea-~
cons with knowm locations and known wavefcrms for the purpose of
initially focusing the VLA due to the unknown state of the medium.
Scanning the VLA is performed by first scanning the subarray beams to
the desired location and then applying the required phase shifts to the
subarrayioutputs. These phase shifts are nominal or average values
which are either predicte? from a ray tracing program or experimentally
measured. The MCF then predicts the defocusing of the VLA due to the
fluctuations about the average phase. The localization accuracy of the
VLA is determined primarily by the area of intersection of the subarray
beams because of ambiguities in the VLA pattern.

The MCF predicts the contours of constant coherence giving the
area of coverage with one beacon for a desired array gain. This decter-~
mines the nurber of beacons and their geometric configuration for a re~
quired tvotal arca of coverage.

Numerical results for a specific multipath configuration and a VLA
of 7 subarrays predicted an average gain in excess of 6 dB over an area

7
of 75000 km" with the use of only 9 beacons,
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LIMITATIONS
The restrictions of the foregoing theory are few, and are simply

d. There are some limitations, however, which may be important

considerations in a VLA system design, and are itemized below.

Geometrical optics - the theory of fluctuations has been limited

to the geometrical optics regime (small fluctuations), with
associated limits on frequency and range. However, since the
fluctuations are uncorrelated, the MCF depends only on their size.
Consequently, coherence would be very small for fluctuations larger
than those of the geometrical optics region, £o it is unnecessary
to consider the other regions of fluctuations.

Small scalo size of fluctuaticns - the limitation to fluctuations
of small correlation distance and time (Internal waves) places re-
strictioas c¢n scan distance and scan time. But since coherence

is low for larger scan distances due to the fluctuations considered
here, there is no need to consider larger scale size fluctuations.
Non-geographic fluctuations - the theory here does not consider
geographic anomalies such as currents and eddies. These fluctua-~
tions should be seriously considered in a VLA system design, either

by measuring their effect for the arca of interest, or by avoiding
them entirely in locating the VILA.
Source motion - a restriction imposed ecarly in this work was that

signal duration time be much less than the characteristic time of

all fluctuations. Source motion dimplics the existence of spatial

variatious of multipath interfercnce in the signal duration time.
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There is therefore a requirement that the source motion is minimal
for the time that it takes the signal processor to compute the

power spectral densities. The effect of Doppler can be accounted
for by siaply shifting the center frequency of the signal processor
filter. This subject requires further study.

Korizontal scanning - although no restriction was placed on receiver
location due to the use of a beacon for initial cophasing, scanning
was limited to a horizontal plane at the beacon depth. It is

assumed that there are no great variations in depth for typical

signal sources. The vertical coherence distance therefore caa be
presuned to be large enoush to detect all sources of interest with
beacons at only one or two depths.

Accuracy of beacon and receiver locations - the VLA localization
ability is determined by the area of intersection of the subarray
beams, which may be on the order of tens of square kilometers.
Since receiver and beacon locations will be known within areas much
less than this, there will be essentially no effect on localization
ability of the VLA.

Incoherent noise - if the noisc is incoherent between receivers
there will be no effect on VLA gain due to ambiguities in the re-
ceiving pattern. Coherent neise sources, such as shipping traffie,
will cause a decrease in gain if located at one of the ambiguous
focal points of the VLA, The proecadure of near field adapiive

nulling discussed in Chapter € wmay avoid this problem,
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* Isotropic multipath field -~ it was assumed that fhe number of
rays, the nominal travel times, and the angles of arrival, are
invariant throughout the scan area for each teacon. The source
ranges and scan areas for whiéh this condition is fulfilled must
bé predicted from a ray tracing prégram. This is a further consid-

eration in beacon and receiver location.

7.3 RECOMMENDATIONS FOR FURTHER STUDY
Section 6.3 has discussed other considerations in a VLA system design
implementation, and Section 7.2.2 has stated limitations of the theory
and its applicaticns. The topics mentioned warrant further study and are
summarized herc with further recommendations concerning experimental
verification of results.
1 - An expeiinental test of the thcory of the MCF using beacons.
2 - An experimental test of application to a VLA system design.
3 - A study of beacon waveforms such as PN sequences.
4 —vaaluatfon of methods of beacon placement such as beacons of
opportunity and air-dropped beacons.
S — An experimental test of source localization ability.
6 — A study of the effccts of source metion.
7 — A study of the effccts of geographic fluctuations such as
currents and eddies,
8 ~ Evaluate the effccts of coberent noise scurces.

9 - A study of post-detection {eecnasing and tracking.
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10 - Consideration of methods of subarray lecation such as the

use of floating random arrays.

11 - Study of the use of sources of opportunity instead of

beacons.




APPENDIX

THE ENVELOPE APPROXNIMATION
It is desired to approximate the envelope of the function
. 2 2
9 Ke” (w) [Ho (w) |

Y (W) = 5 5 . (A.1)
1+[Kh10(m)| -1]c” (w)

In the above equation lﬂo(w)lz is the square of the normalized multi-

path transfer function exhibiting frequency selective fading. It is

Yma Y PP I | At - - 1 \ S |
that the nulls adjaccat to cach ccherent frequoncy are separataed by

nulls.

i At the nulls of lHo(w)lz, Yz(w) = 0 when cz(m) < 1, so the local

between the adjacent nulls

S anG o T Bt St o b S b anarrhd o abiatct it S

shown in Section 5.2.4 that coherent frequaencies located at the primary

maxima of the pattern have typical spacings on the order of 1 Hz, and

fractions of 1 Hz Between coherent frequencies there are a number of
secondary maxima which have generally the same spacings between their
adjacent nulls. The function cz(w) is the squared characteristic func-
tion of random fluctuétions and is a monotonically decreasing function
of frequency. The typical characteristic functions considered, that of
internal waves in (5.3) and cf spatial variations in (5.6), vary slow-

2 . 4
ly compared to IHO(w)l , and can be considered constant between any two

. 2 : . .
maxima of ¥ (w) also occur between the nulls. Consider a primary maxis-

)
mum of luo(m)]“ located at w = wo s$0 lﬂo(mo)lz = 1., Then in the region
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K> (wg) IHO (w) | 2

Yz(w) = . (A.2)

e ron12 2
1+[h|ho(w)| 11e” (wy)
2 . . . 2 2
Since Y (w) increases monotonically with IHO(m)l when ¢ (wo) <1,
its maximum value in the region between the nulls about w,. is

0

2 Kcz(uo)
max Y (w) = ey . (A.3)
1+ (K-1)c (wo)

This is true for each primary maximum, so the envelope of Y2(w) for all

W is

o KePG)

1+(K-1) e (w)

oantr v Y
2OV Y\

* (A.[")

. . . 2 P . .
Since the primary maxima and zeroes of Y (w) coincide with those of

|H0(w)|2, the approximation to Yz(m) is now written as
2 o 2, 5.2
Y (W) = Y)W (A.5)

vhere
i@ = g2 . . (A.6)

The fractional orror in this approxisation is

Yoy (A.7)
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Equation (A.1l) can be rewritten as

2 _ .2 1
Y =Y, | . (A.8)

1-(1 2..2
- (-1 Yg
Then

€= (1‘Y§)Y§ . (A.9)

. . 2 . '
At the primary maxima, YH = 1, so there is no error. These are the
regions of main interest since they are the locations of coherent
frequencies. The error in ‘the approximation is greater at szcondary

. . . 2
maxima. For example, consider a secondary maximum where,YM =

Then Yi = %, but *(2 = %’

7.
sc £ = 25%. The

tofta

2
Assume that y_ =
. . 2
fractional error cvontinues to increase as YM decreases.

It should be noted that the envelope approximation is not valid

vhen there are no random fluctuations, i.e., when cz(w) = 1 for all w,

since, from (A.1), Yz(w) = 1 for all w.

K
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Phase decorrelation effects on array beam scanning

Tong L. Lim

Valley Forge Research Center, The Moore School of Electrical Engineering, Univcrsity of Pennsylvania,

Philadelphia, Pennsylvania 19104
(Received 22 December 1977; revised 26 April 1978)

The beam scanuing capability of & planar random array has been investigated for the case when the signal
phase decorrelates across the array and conventional beam steering is used. The phases are assumed to
have a joint Gaussian density, and the values of the correlation function used are assumed to decrease
linearly with clement scparation. Analytical expressions are derived relating the array gain to the

maximum angle of scan.

PACS numbers: 43.60.Cg

INTRODUCTION P

Several authors in the past have investigated the ef-
fects of phase decorrelation on array performance, such
as Refs. 1-6. They assumed an N-element linear ar-
ray and a joint Gaussian probability density for the N

random phases, and several covariance matrix models” .

were proposed in Ref, 1.

This paper investigates the performance of a randem
array in which the elements are assumed isotropic agd
uniformly distributed over a horizontal plane and there
is phase decorrelation across the array. This siteation
may occur in the case of 2 free-floating array of hydro-
phones. First, the main bearmn gain is computed as an
average over the array element distribution. Secondly,
and of prime interest here, the scanning capability of
the array is examined. This determines how far a beam
can be steered off the main axis before the gain de-
grades appreciably. Gaussian densities are also as-
sumed here and analytical expressions of the main beam
gain are obtained fromn which the2 maximum scan angle
can be derived as a function of the anmber of elements
and the phase variance, and from certain correlation
coefficient models.

{. PROBLEM STATLERMENT

A monochromatic plane wave is assured to propagate
fu a random mediwn in which the twe-dimensional hori-
zoutal array is siteated. {n addition to uncorrelated
noisa at each array clement, several factors such as
multipath effects in the medium causas rerturbations on
the wavefront and hence signal decorrelation across the
mxray. Conscquently {he phoses of the moncchromatic
weave measured at the eloments weuld daviata Irom the
values based on geometrie considerations U the madinm
were fransparent, ‘he measured signal amplitudes
vrould themselves be different, but in the apilysis given
in Sce. 1I they are assumed to be equalized with limiters
before beainformirg ns in Ref, 7. A {rog-fioating sono-
buoy aryay would driit rardemly 50 the clemeaunt loca-
tions can be srsigned a probability diairibution,

We first consider conventiona) beamformiisg and in-
vestigate the arvay guin taken as an average over the
clement distribution. CGavssian stalisiies to be dis-
cussed later are assumad,

- APPENDIX II

~

The second topic of luterest Is the scanning capability
of the array beam. This topic is covered in Ref, € and
will be briefly outlined as follows. Assume that the
phase shifters are adjusted to maximize the beamforme
output, i.e., to “look” in the direction of a pilot wave o
known bearing. This involves applying the conjugates df
the signa! phases at the array elements, The pilot pro-
vides initial directional information and beam scanning
involves changing the phase shifters to look at cirectic::
in the v:cinity of the pilot direction afier turninj off the
latter signal. Although the element position coordinates
are not peeded for beamforming, they are necessary to
compute the additional phase shifts reguired for scapnis
away from the initial direction. If the coordinates are
rnot known accurately, it is showr in Ref. 8 that scanri-]
is limit:d only tc a small region around the initial lock
directicn because of gain degradation. In cur situatior
here, s.gnal decorrelation would have the same efiect
even with the element positions exactly known. The
analysit in the next section determines the array scan-
ning capability. The effects of uncorrelated noise can
be incorporated but will not be considered here.
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. ANALYSIS
‘A. Conventional beamformer array gain

Assume a horizontal planar array with the N eleme:‘JL
arbitrarily spread out as shown in Fig. 1. The comple}
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radiation pattern -due to a signal arriving at angle 6
while looking in the directlon @, can be written as

- Gt
e

L

I S

Aw)=-Z; a. explj$,) |
x exp{ jkix, U, +y..v) - 1 , ()

N ghere U,=co0s0 -~ cosa,, U,=sind - slno,, k ls the wave

d sember and a,, expl jda)is the measured signal at the

¥ mth element. &_ Is the phase shift applied for conven-
8 ﬁonal beamforming and would in general differ in value
m &,, which is a random variable that is assumed
8 to be normally distributed, N(®,,0?). The signal phase
7“8 variance o® 13 assumed to be identical at all the ele-

:1¢4 ments. The phases considered in this paper are as-
sumed to be true phases and not restricted to modulo 27.

IS

-y
Pian

Ry

e
v

;bm:;

The power pattern which is defined as the array gain
8and. can be written as
e - -
veme.” ¥ A0)4*16)= Z a2 ZZ 2.0} explj($, - $,)]
ave o {
tes of; } ; .
'prof‘_.; i xexpl- jl&. ~ &,)) expl jellz, = %)V, + {90 = y..)U,)] .
ning -+ § We quickly specialize to the case where the amplitudes
sctions' § 4., a,2are assumed to be equal to unity and in addition,
1 the consider only the main beam axis gain, l.e., U,=U,= 0.
inates- § Sidelobe structures are also of interest but were found
ry to~ 3 to involve tedious calculations and will not be pursued
am\lng' here, With these simplifications, the main beam power
are i§ pattern as an average over the phase distribution is
wning 1 1 <
look (AQ)A*16)) ==+ 23 2 2 exp[—jl&,, - &,)]
- N N n'n
tion ~ nel
et . -
s x(expl 1§, - &,)]) @)
can- *J Let &, and &, be jointly Gaussian with a correlation co-
zan ] efficient p_, and marginal distributions N($,,¢%) ard
-4} Me,0%). From the joint characteristic function My,
f; vy) {found in texts like Ref. 9), we obtain
i (exp[ jté, ~ 8] =M1, -1)
$ - =expljldn - &) -1 - pu)]
aents -
wplex: and from (2),
oan-it Z’ exp[- &*(1 - p,,,)] (3a)
p N'N .Iz,: Punll y

nel

e

e
R AN

which depends on the element positions through the phase
spatial correlation coefficients p,,.- If we also include
nolse which is identically distributed and uncorrelated
between the elements and independent of the random

_variables &, and &,, then it can be shown that {3a) be-
comes

4
(RS R

:
-~

N RV P

1 -
(Aay=1 4 1 Cexpliod)t Y S oemi- 0% - o], (30)
8 N N wmin
nrl
where 5& is the phase noise variable.
Although several authors have derived expressions for

they are quite complicated to evaluate, and besides, they
Inctude amplitude eifects which we astume to be cqual-

Fong L. Lim: Phase decorrelation effects on array beam scanning

the spatial correlation coellicient, e.g., Refs. 10 and 11,

ized before beamforming. Instead we assume the fol-
lowing model for the correlation,

|d.~ d..|<1>,

otherwise ,

1 .
- l-gld.-dnl‘.
0,

where d,, - d, = x,, - x,) cos8 + ( y,, — ¥,) sind is the longi~
tudinal separation between the elements and D is the
correlation distance. ~The mode! implies perfect trans-
verse correlation and is believed to be reasonable for
the long range deep sound channel. It is based on phys~
ical reasoning and not experimental measurements of
transverse and longitudinal correlations, which the

pl"l

'

author has not to date been able to find in the open liter-

ature.

The main beam gain 15 next computed as an average
over the clement positions. From (3) aod (4) the meac
of the summand is . '

14 E{expl-o*(1 - p..,.)]} f f p(&..x..)
-xexp[-o’ld.-d.llnlax.dx.
+exp(-o?) f f b X x,) dXpdX,

l6g=dy) >D

where dx=dxdy. Without any loss In generality, let ¢
=0; so

ff Mx,..x,.)exp[- zl:,.—x,,l/D]dx,.dxﬁ

l’n"‘n

+expl-o?) ff , PVt %) %, %,

I5m=x, 1>

‘Ix +lg . ‘6)

Let the array element posmons be independent, iden- '

tically and uniformly distributed over a square
ple, ) =1/L%, lx<3iL, |sl<iL.
There are two cases to consider.

Case 1: -‘D< L. From (6),

)

Lz T -

- &

<L/t
lz.—c"lsb

xexpl~ o] x, ~ x,| /D) dx,, dy,, Ay dy, -

The y,, ¥, terms integrate out and using a change of
variables x, +x,=u, %, - x,=v, it can be shown that

= %g J’: dv expl- o*v/D) J;L-' du

2 2
A RS EI 5

Slmllarly, o

18)

Iy=73 I (I. - v) dv

u-D/L)z .
So Irom (3), (8), and (9)

»

o)
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(10)
Ustng tl‘xc same method for deriving

E{AAY)}=1/N+11 =1/N) U+ 1) .

Case 2: D> L.
8) -

L
='127 fo {L - v)expl- 0%v/D) dv

=2(0/Lo®*){1 - \D/Lo®)[1 - exp(- Lo*/D)]}, U11)

and L =0, note that if D/L>1, that is, high spatial cor-
relation and o® is not too large, then J, and heace the
main beam gain approaches unity. It can be also shown
that the main beam gain is unity for both cases 1 and 2
above when the phase variance ¢ is zero.

B. Beam scanning capability

Let the pilot wave referred to previously be arriving
from bearing =0, as shown in Fig. 1, andthe measured
phases be d>° so that the initial phase shifters are set to
- 6_. To look in the direction with bearing 6, an addi-
tional phase shift is needed at each element. It is com-
puted as that required when assuming an ideal medium
and the absence of uncorrelated noise. In the latter sit-
uation, the initial phase shift for the mth element would
be - &% =- Ex_ and o look in the direction 6 requires a
shift of - ¢/ =~ k(x cosf+y,sind). So the actual phase
shift is set to — <I>° +«I>° %, If the measured phase due
to a source at bearing 6 is now <I> then the main beam
gain can be seen to be

461 3 expl 184 - 80+ 82 - 21)]

m=]l
-1 )f; expl jt6!, - 522)] uz)
and
1 1 G
(AA%) =%+ D0 explji- &%, + 34+ 8% ~ &9)]
min
x( expl &2, ~ &/~ &% + $9)]) . 13)

We next assume that &/, &/, 8%, &0 are jointly Gauss-
ian with marginal distributions having means equal to the
values in a transparent medium and equal variances &~
For example, &~ Nl3’,0?). The joint characteristic
fanction is

N
MWw)=exp(jn'v-3v'Av), (14)
where we have

u=(&, &, ¢:v &) .

The correlaifon matrix A is assumed to have the form

1 Pon P Phn -
Pa Y P »p

Ad P Pew Y pp |’ (155)
Pow P Pun 1

where (1) p,, Is the phase correlation between elements
m and n due to a perturbed wave from onc direction {(we
assume local isotropy in letting the corrciation be-
tween &/, and &/ be equal to that between $2 and &2
This appears to be a physically sound assumption if the

. o=t S
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0]

scan angle 8 is not too large), (2) p is the phase corre-
lation coefficient between the phases observed at an ele-
ment due to individual wavefronts from bearings 6 rad

apart and (3) p.,, is the phase cross-correlation coeffi-

cient between elements m and n due to waves arriving ¢
from the initial and final bearings rebpectwely. Ingeni ¢
eral the correlation coefficient between ¢° and é' would ;

FQ

be different from that between &/, and 3% Although nu- |
merical computations based on this model is feasible, <
we choose to assume further that

E{8380} = {883 = pl., = Prat - asw)§ ,

With local isotropy and 8 small, the assumption appears} ',
reasonable because if § ~0, then pel and pl,, = p,,..

This simple model is used owing to the absence of any
theoretical model derived from principles of underwater}.
acoustics.

From (13)
(explj(&L, -

and it can be shown that

(AA*) ——*—z ZZ exp|- 20%(1 - p,, ~ p+ph,)]

#, - 80+ 89 =Mel1,-1,-1,1),

'Kr‘*n_z }:;: exp[-2(1 - p)o*(1 ~ p,, )] .

m=l

Note that (16) is identical to (3) with o* replaced by
2(1 - p)o? and the results from (8)~(11) can again be
used, assuming the uniform element distribution in (7).};

Case 1l: D<L.
+(1 B %) -(1_:1?)? ['112, (1 - exp[- 2(1 - p)o*}]
+(%)'e"p[‘ 21 - plo?] -(%)z 1 - expl- 201 - p)o?]

| 2(1 - p)o*
+« {1 =p)o? exp]~ 2(1 - p)o?] (1 - %)z] .

Case 2: D>L. .
E{<M~)}=§+( )L —"‘)a!.,,

x(l-—z-‘% (1_:1756! {l—exp[—%l—'(l-p)az]}) . e

So far the array element positions have been assume
to be exactly known. In practice, there could be error
which cause additional loss in the array gain. Let the
mth element coordinate be (x, + 6%, Yu+0¥,). The
phase term in (12) becomes

asf

E{{sa*)} =N

ad =5d, ~ 6% + {1 - cos)sx, - sind 5y..]
=601, — 683 - k0 by,,
for a small angle 8. The phase variance {lf p=9)
0k 4 =205 + 120 ' a

The term k0 is small even with operating frequencies
about 100 Hx if 8 Is a small angle. 1t implies that if
the phase ftuctuation o{ is large, the element positio
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seed not be located too accurately since k’eza’z would
)] still be small compared to o%.

It can be seen from (17) or {18) that the number of
elements N does not significantly affect the scan capa-

J. e bility but a small phase variance o and high correla-
tions pand p,,, in (16) will allow a wider angle to be

ced by scanned. The factor N is expected to affect only the
gain be sidebands of the random array (average sidelobe level
tion in (7). : =1/N)*,

‘W, RESULTS
-2(1 - p)o®]) © “The main beam gain is plotted as a function of a vari-

i able p, where the phase variance o is p?s® (rad)?,
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FIG. 4. Curves of mzad.mum scan angle, parameterized by the
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4 7 8

Fig. 2 are shown the beam gain curves for different val-
ues of the normalized correlation D/L and the number of
elements N is taken to be 10 for all curves. It can be
seen that the loss in gain is considerable for phase vari-
ances exceeding #* (rad)? even with high correlation co-
efficients (i.e., the ratio D/L as large as 10).

In order to illustrate the beam scanning capability of
the array, assume that a2 maximum main beam loss of
1.2 dB can be tolerated (average array gain =0.75). In
addition, suppose that the phases, measured at an ele~
ment, of sinusoids originating from two sources are un-
correlated if their transverse separation exceeds a dis-
tance S. If the sources are at a range R away from the
recelving element, then only signals arriving within an
angular separation less than S/R rad apart would be
correlated in phase. A correlation model for p might be
e:qpressed as
p=pl6, R)=1~-2L 161

S/R°’ IOIZS/R .
sd' (20)

At a target range of 30 NM and at 200 Hz, a reasonable
value of S might be 2 NM. (See Appendix.) So S/R

otherwise .

In Fig. 8 are plotted the maximum scan angle curves
as a function of the phase variance factor p and param- ;
eterized by the ratio D/L. These results are obtained
by solving (17) or (18) and with the number of elements
N to be 10. Figure 4 shows the scan angle curves pa-
rameterized by the ratio S/R in (20). It can be seen that
for values of 0%, D/L and S/R that are typical In the hy-
droacoustic medium, beam scanning is limited to only a
lew degrees. Moreover, these results do not take into
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&
account element position errors, noncoherent noise, nor
multiple sources arriving at the array.
\

V. SUMMARY

The random array main beam gain and its scanning
performance in a perturbed medium have been investi-
gated. Analytical expressions, based on certain corre-
lation models and Gaussian statistics, have been derived
that relate the loss In array gain to beam steering away
from the initial “look” direction. Phase fluctuations
caused by the medium are an important factor in the
scananing capability.
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APPENDIX

An estimate of phase correlation distance is given in
Refs. 12 and 13. The dom:inant phenomenon in the
analysis is that of internal tides and the results are
based on the empirical Garrett~Munk internal wave
spectra. 't .

The horizontal spatial separation Y is related to the
phase structure function D by

Y =6.4(50/v) (300D/R)*/® ¥

where v is operating frequancy in Hz and R is propaga-
tlion range in km. The structure function D is the mean
square differential phase between two points separated
by distance ¥ and can be shown to be upper bounded by
2¢%, where ¢? s the phase variance at each point.

To get an estimate of ¥, let us assume that D= 0.5.

Tong L. Lim: Phase decorrelation effects on array beam scanning

105 .

+

Also, let the detection range of interest, R, be 30 NM
and the nominal frequency be 200 Hz. So Y =2 NM.
From the equation, we can see that at lower frequencie;
say 50 Hz, the correlation distance would be four times
larger.
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APPENDIX III

STATISTICAL PROPERTIES OF A RANDOM ARRAY
OF ACOUSTIC SENSORS IN A MULTIPATH ENVIRONMENT

Fred Haber

Valley Forge Research Center

The Moore School of Electrical Engineering
University of Pennsylvania
Philadelphia, Pennsylvania

ABSTRACT

The statistical properties of the power pattern and main dbeam gain
are here determined for an array of randomly located submerged acoustic
sensors. The system investigated models a sparse array in which the sen-
sors are dropped haphazardly over a region or in which the sensors, how-
ever they are initially placed, become spatially diffused by a process
akin to a two-dimensioral random walk. Signal energy is assumed to arrive
over a vertically dispersive channel typical of the long range deep sea
acoustic channel with a bigradient sound speed profile. Results are ob-
tained for the mean value of the power pattern and the mean and variance
of the main beam power gain as a function of array size. It is shown that
in typical cases the mean array gain will preserve its value within 3 dB
until the dispersion parameter of the array measured by the standard dev-
iation of element location is around 35 wavelengths, The results are found
to be consistent with results obtained by others for the coherence distance

in a multipath acoustic field,
0095
80 6 J
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SfA?ISTICAL PROPERTIES OF A RANDOM ARRAY OF
ACOUSTIC SENSORS IN A MULTIPATH ENVIRONMENT

INTRODUCTION

The statistical properties of the power pattern of an array of acous-
tic sensors suspended from individual freely floating buoys, receiving from
a source via a time—-dispersive medium are here'investigated.' The system
geometry is indicated in Figure 1. The array elements, numbering N, are
assuﬁedl distributed in a region centered on the origin of coordinates. By
1ndependent-means the systemilearns the position (#;, Yyo zi), i{i=1,2, ... N
of each of its elements. We suppose that the array then organizes itself
at a specified frequency forming a beam aimed in some selected direction
by adding suitably phased versions of the element outputs. If, for instance,
the element outputs were of unit magnitude at the specified frequency, if

the signal were arriving at angle (0,4), and if the array were focused to

RAY ARRIVAL
DIRECTION

ARRAY - \\, i

"8OUNDARY"

ARRAY
CENTER

® ARRAY ELEMENT LOCATIONS,
4 ' ALL IN THE PLANE z = 0.

FIGURE 1./ ARRAY GEOMETRY




receive a signal ray. arriving in the y-z plane at a colatitude angle 08 the

complex array output at that frequency would be,

A g ejk[shsinecostb + yn(sin0s1n¢ - sines) + zn(cose - cos¢s)]

n=1 ‘ A L )

where the wavenumber k = Zylx. A being the wavelength. In

this work we will assume that all elements are at the same depth, all in

the x-y plane, so that all z, = 0. Though surface waves will cause verti-

cal displacement of the elements, the wavelengths of interest are such that

in placid seas (sea state < 4) the displacement is less than 0.1 wavelength.

Furthermore, the system envisioned is expected to utilize a drouge with

each buoyed element so that vertical motion will be filtered. Element po-

sitions in the (x,y) plane will be assumed independently distributed accord-

ing to some appropriate two-dimentsional probability density function (pdf)

fxx(x,y), as will be discussed later.

The dispersion model utilized assumes a collection of M planar wave-

fronts impinging on the array all originating from the same source and

all arriving with the same azimuth angle but with different colatitude an-

This model requires that the phase front corresponding to a given

gles .

ray arriving at the array center be adequately appioximated by a planar

surface wvherever the phase front contacts the array. If the array length

in the azimuthal direction of arrival of the ray is d and the colg}};ude

angle of the ray is 0 the distance across the wave front over which planarity

B ahould hold is dcose. Each wavefront 13 chatacterized by a complex amplitude

e, h
Be *, m= 1,2 ... M, (2)

Jpu— B s -




4

‘sumed independent. . No assumption is made about the dependence among the Bm

denoted em, m= 1,2, ... M. The em will be viewed as nonrandom constants.

-3~

]
at the frequency, f;the phases and amplitudes are measured at the origin

of coordinates, the former relative to an arbitrary reference, Bm will

be treated as a random variable, independent of ¢mq ¢m will be assumed a ran-

dom variable uniformly distributed in 27 and ¢m for different m will be as-

e —— e

for different m. = The colatitude angle of arrival of a wavefront will be

e TR g S TP

They may be taken to be equally spaced angular samples., The model|employed

corresponds to one used by Smith [1] to calculate spatial coherence in a
multipath channel. -
With :the wavefronts arriving at azimuth angle ¢ and the array focused 1
to receive a plane wave from a source at azimuth angle %-, i.e. from a
source in the y-z plane, and colatitude angle es the total array output be-
comes ‘ | y
A(¢,es) - ? g Bmejk[xnsinemcos¢ + yn(sinemsin¢ - sines) + ¢mJ
=l n=1 3)

This is the complex array pattern. The statistical properties of the cor-

*
responding array power pattern |A2(¢,Os)| will be investigated below.,

*

The terminology used here differs somewhat from that given in Urick [2].
We initially calculate an array pattern |A2(¢,e*)| which corresponds to
the square of Yrick's response function R2(0,¢) [i,pp. 49-50]. We then de-
termine a normalized mean array pattern which is similar to Urick's "beam
pattern” [2, p. 50]. The normalization used here differs however from that
used by Urick allowing us to account for loss of coherence across the array.
Finally, we define the normalized mean array pattern evaluated on the main
beam as the mean power gain.

(1] P. W. Smith, Jr., "Spatial Coherence in Multipath or Multimodal Chan-~
nels," Jour. Acoustic. Society of America, Vol, 60, No, 2, August 1976,
ppr. 305~-310.

[{2] R. J. Urick, Principles of Underwater Sound, McGraw Hill Book Co.,
Second Edition, 1975.
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STATISTICAL PROPERTIES OF ARRAY POWER PATTERN ' i

The mean value of the array power pattern is given by

M M M

C v < e [>- ]
] <l 2> m12=1 m22=1 nlz-l n22-1< Bm1 b -

jk[xn sind cos¢-xn

ind (sin®_ sin¢-sin® )~y _ (sind_  sin¢-sind )]>
<e 1 2y 0, i D s

1

(4)
e(ié_ -3¢ _)
<< b T = .

‘ ‘ : . .
The expec:t:at:ionanp(jij;m1 - jcbm Y>> = 1 when m, = m, and is zero other-
: 2

wise so that (&) is

M N N Jk(x -x
2 2 n, n
< G,0>= ) 1 ] <sP<e T T2

n=1 n1=1 n2=1

)sinemcos¢

] ejk(ynl-ynz) (sind_siné - sine'::?

Using the assumption that the element positions are independent rarndom vec-

tors (5) is written

N ik(x -]-rﬂi)sinemcosq’ —

' <IA2(¢ 8 )| >= l)?<132> [N + !{1 I <<e n
ks w1l O =1 n,=1 U

ny
n,#n,

ejk(ynl. nz) (sin8 sin¢ - sines)>

- )
l§<ejk[xnsin6mcqs¢ + yn(sinemsimb sin s)]>_

I M,
‘. - J<B >[N+
m=] ! n=l

I“J“:.VN <:hjk[xnsin0mcos¢ + yn(SinemSin¢ ) Sines%%:>|2

!

o=l

(6) :
i




The expectations inside the brackets are two dimensional characteristic func-
tions of the random vectors (xn,yn). Assuming all elements to have identi-
cally distributed location vectors and denoting

Jk[x sin® cos¢ + y (sin®_sin$ - sind )
e @ =oom T (0,080 | (D)

then

< 1424, ) >~ m§1<3i>“‘ +ai-m e, (0,,0,6)1%) (8)
At this point we specialize the distribution of the locatfon vectors.

We assume the effect of the forces tending to scatter the array elements

to be modeled by a two dimensional random walk with independent increments

along the coordinate axes. (xn,yn) will, after a time, be distributed ac-

cording to a twe dimensional random variable approaching a normal wixﬂ* vayi-

ance along x and y given by ci and ci respectively. Im this case

i

D ra2i2ar 28 oon2p o 2,2 . 2
o (o 6 - [oxk ain Gmpos ¢ + Gyk (sinemgin¢ sines) 172
( |¢, B) e ) .
o : " (9) Vo

The model chosen accounts for element diffusion but ignores drift compon-
ents which are sure to be present. The assumption is implied that trans-
lation of the entire array will not seriously affect array response when
attempting to focus on a distant target if the translation is small, We

2

point out that o: and oy are functions of time; as the array ages these

parameters, which are a measure of the size of the array, will grow.
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If we were to suppose that initially the elements are close to one

another so that

¢ (008,0) = 1 (10)

then

M | '
<I, 09[> = ¥ | <I82> = w72 an

m=1

B2 = Z ( B§;> is the mean square value of the total signal arriving at the
array center and (11) represents the power delivered by the array when it

is sufficiently small not to be defocused by the multipath.' It is useful

) S ) *
to normalize |A2(¢,6s)| by NZBZ. We denote this random variable,’

|a%¢s,0)|
n%p?

(12)

the normalized array power gain, Its mean value is
’ | 22 2. 2. 22 32
. M Bz;> -6 k“sin"0 cos“¢| -0 k" (sin6 sing-siné )
<r>|= %‘+ (1"%? Z‘<;—% e * m y m s
=1l B @13)

*An alternative normalization is given by

) 14289 )|
1”7, 3¢
Nzl Z Bme m|2
m=1

approaches the constant unity when the array shrinks
:21:m:;;dzzz:?r1?b§: gisen by (12) approaches a random variable :hoseimea?
ig unity. 1In Iy the variability associated with the total arriv ng ihgna
power at the artay center has been removed by the normalization an )
quantity is more nearly representative of the effect of array defocusing. )
I' is however a more difficult quantity with which to work, We have there
fore settled on I' in which the normalization is done with a coustant.

SN




As a final step we define
<B;>
BZ

s(em)Ae = (14)
that is, we suppose the continuum of possible signal arrival angles to be
quantized into increments A® and that the fractional power obtained from
the mth increment is B(Gm)Ae. By allowing the increments to become small
(13) will be approximated by an integral as follows:

1 1 dx k sin ecos ¢ —C k (sinesin¢—sine )
<r>=5+ Q- [ 8)e de

, @1s)

<<r> as glven by (15) is shown evaluated in Figure 2 for the case

az = 02 = 02 with ok/27
x Yy

= 0/, a family parameter, given by 5,10,20, and 40 wave-
lengths. The power density.B(e) is assumed uniformly distributed overfilO’
relative to the horizontal. The array is assumed focused for a source in -
the plane of the array,\that :ls.e8 = 900, and at an azimuth angle of 90°.

Of particular interest is the magnitude of the normalized mean array
pattern evaluated on the main beam as a function of array size. We refer
to this quantity as the power gain Po. Its mean value, <:r;:>, is obtained

from (13) or (15) evaluated at ¢ = 90°, Thus using the discrete ray model

we have

M B :>- -0 k (sine ~sin® )
<r> =1 5+ (1--) ] —l— < —2 e (16)
m=1 B
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!
Or, using the continpous approximation for the integral,

-azkz(sine—sines)z

<rp=3+ QD [ 8(0)e de a7

In (16) and (12) the subscript on : has been dropped. -$;7)'has been
evaluated numerically as a function of the normalized size variable

ok/2r = o/A, with the angular distribution of energy arriving, B8(6), as a
parameter and Bs set to zero.\ B(8) was assumed uniform over angles

iS°, f10°, and 1}20% relative to the plane of the array. Results are shown

in Figure 3. For distant sources the arrival angles are apt to be within

.

NORMALIZED MEAN POWER GAIN

ON MAIN BEAM .(1'-O>

1.0

81

61

.4..

21
y ] 1 . 1 } ) | 1 1
10 20 30 40 50 60 70

ARRAY SIZE PARAMETER /)

FIGURE 3.| MEAN POWEK GAIN AS A FUNCTION OF NORMALIZED
ARRAY SIZE VARIABLE, /A,

(a) B8(9) = 1/10, 85° <6< 95°
(b) B8(8) = 1/20, 80° <b< 100%
(c) B8(8) = 1/40, 70° <6< 110°

b ndie aheasias Sl
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+10°. Note that delivered power is reduced to about 1/2 when o/A # 35 wave-
lengths{ For sources nearby, bottom and top reflections may result in
energy arriving at steeper angles and the *20% distribution may be viewed

as a quel suggesting the effect in such a case, Here delivered power is
reduced to about 1/2 where /A * 8 wavelengths.

Setting the angle es to zero means focusing the array for. signal ar-
rivals in the plane of the array. This is not optimum for signals arriv-
ing over a dispersion of!latitude angles. To show this we have plotted
this mean power gain as a function of the colatitude angle es for the case
of B(8) uniform in }10° around the horizontal and o/A = 33.5 wavelengths.
The result is shown in Figure 4, The maximum is seen to occur with the

beam formed for b = 86° (by symmetry it will also be maximum for B = 94°).

NORMALIZED MEAN POWER GAIN
| ON MAIN BEAM (ro)

%\ = 333

& el ol

80 82 84 86 88 90
COLATITUDE ANGLE, O

FIGURE 4. MEAN POWER GAIN AS A FUNCTION OF
VERTICAL AIMING ANGLE es.

B(8) = 1/20, 80° <@B< 100°
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The variance of the power gain will be useful as an indicator of the

2,

gain variability. We thus determine Var r = (<:r - <:Pé:>2) where

Po = |A2 6%, es)l/Nsz. Starting with (3) evaluated at ¢ = 7/2 we have

T M N. j[ky (sine - sines) + ¢m]
A(E,Os) = Ab = mgl nzliBme (18)

H .
] .

The fourth moment of the magnitude is given by

M
<IA:|>'= )) Z <B B B>

), Wy, 4 Np,My,0,, ™ m2 T3 M
m, = 1 n, = 1l

j(ky-ky+ky-ky
<g ®Wmp mpmy myng MWy >

We have used the abbreviated notation km = k(sinem —sines). With the Qn
1

i
independent uniformly distributed random variables in (0,2w)

j[k (y -y ) (y

<> ] P <o

n,,0,,n4, ml,m3=1

n4-1 m1#m3

[k (y ) + ko (yn -ynz)]

. Z ><Bm§ Ta, 2 M3
m ,my

m,{# mz"

¥ s
+ < ><e
o=l

j(km(ynl-ynzﬂna-yn4) >\

(20)

(19) reduces to

-y_ )]
O3 "0,

>
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Summation over the n,, i = 1,2,3,4,is now carried out using the assump-

1’
tion that the positions of the different elements, the yw,kal,z. oo oN,
are independent. The summation is straightforward although laborious.

Carrying out the steps we can then write

4 212
<|A°|>— <|Aol>

Vaxr T =
o Nhna
M " <Bi> <B§> ~o2k2 -ozkz'} i_
-3 j i - 2 L‘ N2+N2(N_1)L ML 2 :
mlfl m2=1 B N §

o2k +k )2 ol -k )%
+ 2N(N-1) le + e

2 ! 2 2
' 2
%2 nd Y-Sl He ) -92—<km1-km2>j
+ 4N(N-1) (N-2)e 12 L 172 .,
-02(k2 +k2 ;X
i ey 12 (ne1y 2 momy
+ 2N(N-1) (N=2)(¥-3) - N"(N-1)"] e P
4 2-.2 2.2
+ 1 <ln” A z—. %’ N(2N-1) + NE-DZe
m=1 B N
-20%K2
+ N(N-1) (N-2) (N-3)e
-30%k2
+ 2N(N-1)(N-2) e
-loazk:-],

The ratio Var Folffro:>2, where the numerator is given by (21) and
the denominator by the square of the mean power gain given in (16), is

a useful measure of relative variance. The result is cumbersone,

piaa
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A

however, and expressions applicable to limiting cases are instructive.

Two such cases are here evaluated assuming the ray amplitudes, Bm, are
k
equal for all m and constant so that-(ier;J/Bk = (1/M)2, k even.

The first case treated assumes the elements very widely dispersed

so that Ozki >> 1 for all rays except ones for which s:lnelll = sines.

Since km =k (sian - sines) a ray along the aiming angle will result in
km = 0. Assuming onme ray is along the aiming angle set at 68 = 90°
we get, using (16) and (21),

Var Ty L we? e wewoon-y - ondawen ¢ 22)
<r>? NQeN-1)2

When M = 1, there is only 1 ray, and that one along the aiming angle.
There is no multipath and the array will be correctly focused. The
ratio above is then zero. When M gets large without bound while N re-
mains finite the ratio approaches unity. This result can be anticipated.
For M large the elements, being widely dispersed, see a sinusoid with
Rayleigh magnitude and random phase. The ratio in (22) in that case is
that of the variance and squared mean of an exponential random variable
for which this ratio is unity. If M is held finite while N is allowed
to increase without bound the ratio tends to zero., This result arises

' because the element outputs caused by the one ray along the aiming
angle are coherently combined by the array. The random component con-
tributed by the rays off-axis add up non-coherently at the array output.

The latter are the variance producing components. But as N increases

*
This result assumes also that sinkml#sinkmz for all m,;#m,. Should there

be rays arriving symmetrically relative to the horizontal there will be
some sink, =sink, for mjfmy. In such a case some additional terms will
be rcquirea from %21) ané (%2) may exceed unity.

R s S
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The ratio of the non-coherent components tends to zero. ;

We point out that if no ray comes in at an angle sufficiently close y
to es to make a significant coherent contribution then Var I‘c’/<:,I‘o':>'2
approaches (1-1/MN). Now the ratio approaches unity with increasing

M or N as one would expect.

The second case treated is one for which the element locations are

reasonably compact, say within o/A = 10, and N is large. In this case,

if ray arrivals are within * 10° of the vertical focusing angle es, ozk: ;

~202k2
is small and e is close to unity (it is 0.748 for 6 = 10°). The

predominant terms in (21) are then those of highest degree in N, Extract-

ing those terms we have
2

2 2 2,2
M M <Bm1> <Bm2\/ -0 (km]_ + kmz)
Var T = Z 7 e
d1=1 m2=l B
M <B:> - 2<13§1>2 —2021{1 ﬂ
+ 1 7 e (23) '
m=1 B

In (23) we have set such factors as (N—l)(N-Z)(N—-3)IN3 to unity in con- ;

formity with specification that N be large. Again now with Bm a constant

and equal for all m
1 M -ozk; 2 M -Zozk:
Var 1"0 =‘--—2- z e - e

M m=1 m=1

’ (L ™) (26)




N

<:f°::>2 is obtained from (16) using the assumptions pertinent to this
case. The ratio inside the bracketed factor in (24) is 1/M for ¢ = 0.
For 0 = 0 (24) is identically the variance of the squared amplitude of
the sum of M equal amplitudé sinusoids with independent phases, all
uniformly distributed in 2w; this result for 0 = 0 simply reflects
the variability of the incoming total signal magnitude at the array
center., It is interesting to observe that if Bm were Rayleiéh dis-~
tributed, Var P°I<::P°::>2 would be unity for all M and for all o/A i

for which (23) is valid.

To convey some idea of how the variance changes with the array size
parameter o/A, and to provide some results without approximations the
ratio Var P°/<::F°::>? was calculated for some representative cases
using (16) and (21) as they stand. Table 1l shows these results for the
case of M rays, M = 3, 5, 11, and 21, the rays arriving at equally
spaced angles in an interval of + 10° relative to the horizontal. The
beam pointing angle was set along the horizontal (es = 900) and in the
direction of the source. The number of sensors N was taken to be 31.
It is worth noting that for M = 3, N = 31 in the limiting expression
(22) (c/A+=), Var Po/<::Po::>2 = 0,1175 only slightly below the calculat-
ed value in Table 1 for M = 3, and o/A = 60.

There may be another phenomenon responsible for the trend of the
calculated values in Table 1. With M > 1 the signal power at the array
center is a random variable as a consequence of the random phases of the
incoming rays. The ratio of Var F°/<::F;:>2 is, as pointed out below

(24), given by (1-1/M). This is exactly the value in Table 1 for
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o/A = 0. As O/\ increases the ratio Var I'()/‘\"’I‘O_B2 decreases, partly
for the reason discussed under (24), and perhaps also because the signal

amplitude which varies with position is averaged by the array.

M
3 5 11 21

0 0.67 0.80 0.91 0.95

5 0.66 0.80 0.91 0.95

10 0.62 0.78 0.91 0.95

% 15 0.42 0.73 1 0.90 0.95
20 0.20 0.70 0.88 0.95

40 - 0.12 0.64 0.84 0.92

60 0.12 0.47 0.81 0.91

TABLE 1. RATIO OF VARIANCE TO SQUARED MEAN OF ARRAY
OUTPUT AS A FUNCTION OF ARRAY SIZE, G/A, AND NUMBER,
M, OF EQUAL AMPLITUDE RAYS. RAYS ARE ASSUMED EQUALLY
SPACED IN AN INTERVAL * 10° FROM HORIZONTAL.
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CONCLUSION

Mean power pattern, mean main beam gain and main beam gain variance
have been determined for an acoustic array of widely scattered submerged
elements., The elements are assumed to be organized to accept a plamne
wave but the array sees a multipéth field typical of the acoustic field
at a great distance from a source in the deep ocean. The results oﬁtained
show the diminution of array effectiveness as the array size grows; for
a typical case where the range of latitude angles of the arriving signal
is 10° above and below the horizontal, the mean power gain falls 3 dB when
the element spread as measured by the element position standard devia-
tion is 35 wavelengths.

In earlier work Smith [1] calculated the normalized coherence magni-
tude as a function of horizontal separation in a long-range transmission
channel with bigradient sound speed profile. In particular he explicitly
obtains the coherence distance for 507 coherence for a source on axis and
a receiver close to the channel edge. It turns out to be 46 wavelengths
1f the difference in sound speed between the axis and the receiver loca-
tion is 20m/sec. The range of vertical angles of arrival is + 9.36° rela-
tive to the horizontal at the receiver and the energy density, obtained
from earlier results, is assumed by him to be uniform over the range of
arrival angles. This situation is roughly the same as that used to ar-
rive at the 35 wavelength figure mentioned above. The two results are
interestingly similar. This ought to come as no surprise; since the co-
herence distance corresponds to the array dimension useful for coherent
combination of the spatially sampled field, The crucial factor in de-

termining the coherence distance is the range of angles of arrival. To
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see this intuitively, imagine two multipath rays, one horizontal and the
other smaller in amplitude and at 6° to the horizontal. The phase ¢ of

the resultant vs horizontal distance, x, is expressible as [3]

P(x) = kx + ¢(x)

where k is the wave number. ¢(x), is periodic with period 2w/k(l-cosb) =
A/(1-cos8)., With 6 = 10° the period is about 66). This is not too far

different from the 20 range (= 70 wavelengths) for an array power gain of
0.5, or from the 46 wavelengths obtained by Smith for coherence distance

for 0.5 normalized coherence.

!

[3] F. Haber, "Phase Variations with Position in an, Underwater Multi-
path Environment and its Effect on Array Pattern," Valley Forge
Research Center Quarterly Progress Report No. 24, University of
Pennsylvania, the Moore School of Elcctrical Engineering, Phila-
delphia, PA 19104, pp. 20-~30.
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- APPENDIX ITIA -

PHASE VARIATIONS WITH POSITION IN AN UNDERWATER MULTIPATH ENVIRONMENT AND
ITS EFFECT ON ARRAY PATTERN.

*
As a preliminary we examine a two-ray condition as shown in Figure 4.
One wavesront is assumed to arrive alcng the x-axis, another at an angle 8.

The waverronts are sinusoidal in time and the sum at points along x is

s(t,x).- Alcos(mt - kx) + Azcos(mt - ¢ - kx cos8) (1)
\NDIRECT .
RAY
[ e [
¢ p &
: — ¥
DIRECT RAY

FIGURE 4. RAY ARRIVALS

1

*
The case treated here is analogous to one encountered in FM systems with
sinusoidal interference to a desired carrier.

80..6 % Ovaq




Al and Az represent the magnitude of the two wavefronts, ¢ is the phase dif-
ference between them at x = 0, and k = 2n/X where 1 is the wavelength. A
sensor at point x responding equally and linearly to both wavefronts would

see s(t,x). Writing (1) in envelope-angle form,

s(t,x) = B(x)cos(wt + ¥(x)) (2)

where

DRI

B(x) = Alz + Azz + 2A1A2 cos [¢ - kx(1 - cosB)] 3)

T T YOI N

-1 Aysin kx + A,sin($ + kxcos8)

"! : W(X) = tan AICOS kx + A2¢05(¢ + kxcosf)

(4) _5

The phase obtained using (4) will be modulo-27. It is useful to deal with
f the phase derivative dy/dx if the modulo-27 ambiguity is to be avoided. It

E can be shown that

4 . 2 .
. ek -X0 - cos) | 14— 1-a (5)
: x 1+ a° + 2a cos[¢$ - kx(1 - cosd)] 7

s_ where
am= A1/A?. : (6)

When a is large, meaning that the important part of the received wave is

along the x-axis

%‘Y& = k - l‘_@..:.iﬂiﬁl cos(¢ - kx(1 - cos@)], 0)

It fluctuatas sinusoidally around k with the fluctuation amplitude decreasing

to zero as a goes to infinity. For a small

-%3:- = % cosd - ka(l - cos0) cos[é ~ kx(1 ~ cosb)], (8)

T s BT T T TR AR TR T T TR e T T T

sgain a sinusoidal fluctuation which decreases to zero as & approaches zero.

For intermediate values of a the fluctuation of dy/dx is as shown in Figure §,

QPR No. 24
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FIGURE 5. PHASE DERIVATIVE VARIATION WITH
DISTANCE IN THE TWO-RAY CASE.

The variation is periodic with period

A .
X 1l - cosb _ .(9)

and has peak excursions above and below k given by

B = k(1 - cos8)/(a - 1) (10)
a = k(1 - cosd)/(a + 1) (11)

Figure 5 1s drawn assuming a > 1. The fluctuation is around k, which turns
out to be the average of dy/dx. Note that at a = 1+ R is positive and high
in magnitude, and the fluctuation is highly impulsive. For a < 1, dy/dx

fluctuates around the value k(1-cos8) rather than around k and for a = 18 isa

negative and high in magnitude, and the fluctuation is again impulsive but

negative going. When a is close to unity the phase as a function of posi-
tion (which is the integral of dy/dx) is as shown in Figure 6.

In underwater applications the angle 6 typically found in long range
paths is less than 20°. Assuming it to be 10° the period is

= 50A (12)

QPR No. 24
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t
It 1s interesting to note that in analyses found in the literature of the cor-
relation distance of underwater acoustic waves, numerical estimates around

30X\ are typically obtained (see for instance [1]).

(¢ -kx) (a) a=l+

ol e N N N

-ln

FIGURE 6. PHASE AS A FUNCTION OF POSITION FOR NEARLY EQUAL MAGNITUDE RAYS.

{1} P. V. Smith, Jr., "Spatial Coherence in Multipath or Multimodel Channels,"
Journal Acoustic Society of America, Vol. 60, No. 2, Aug. 1976, pp. 305-310.
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We now turn to the more general case of n wavefronts arriving at

angles Bj’ j = 1,2,...n. The received sum at a position x is
n
s(t,x) = I A,cos{ut - ¢, = kx cosf) 13)
g1 3 3 i

The ¢j‘ j = 1,2,...n are random phase angles of each of the wavefronts on

arrival at the point x = 0. It is convenient to write this in the form

s(t,x) = B(x) cos[wt +y(x)]
- Re ::(x)ejmt (14)

where
)

n j(cbj + kx cose:l s

z(x) = B(x)ejw(x) = L A.e
j=1

¥(x) is the phase angle we will study and as was done before we find the

phase derivative

ap _ 1 dz »
I Im(z(x) ix \16)

From (15) we have

)

j(¢, + kx cos@
b b a”n

dz n
—= 3 T A, k cosd, e

dx 4=1 3 3

so that (16) becomes

j(¢j + kx cosé )

IA, k coso, e 3
LU In j 1
ax - j(¢j + kx cosb

)

IA, € J

+ kx(cosb

4" cosej)]

¥
A, A, k cosb, e

j(¢j + kx cos8

LA e
k|

j) 2

\
i § Aihj k cos6 cos[¢.i - ¢j + kx(cosoi - cosej)]
- X (18)

Iz AiAj cos[¢1 - ¢j + kx(cosoi - cosBj)]
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As a rule ei << %-and cosg, = 1 - —%—. Where this approximation is permis-
sible we can write : .
2
Lo, a,(x)
.-k 1 i) (19)
dx 2L aij(§7
where
aij(x) = AiAj cos[¢1 - ¢j + kx(cosei - cosej)]
To retrieve § we must integrate dy/dx; i.e. we form .
d¢(x1) o
3 dx, = ¢(x) - ¥(0) (20)
o X1

The integration will generate the phase difference between the phase at x
and the phase at the origin of integration. From (19) we see that one term
on integration will be kx, the linear phase variation associated with the
normal phase vs. position function of a plane wave along the direction of
travel of the wave. In beam forming with an array of sensors along x one
will subtract the phase progression kx if the axis of the beam is to be
colinear with the x axis. In this case the remaining phase difference be-

tween a point x and the origin is

(21)

If the approximation cosei = ] - 612/2 is not used, tbe remaining phase
after correcting for kx is given by subtracting k from (18) and integrat-
ing over x.

Numerical evaluations of the remaining phase difference have been made
for a number of cases.” One particular case is shown in Figure 7 determined

assuming 21 equal amplitude rays arriving at 2° intervals from 6 = -20° to

*

Irogramming of this computation and the one described later giving array
pattern, was done by De Juan Ho.
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+20° with respect to the horizontal (see Figure 4), each with a phase angle
¢ randomly selected in the interval (0,2n). Because the average wavelength
of the various rays as seen along x is less than A, the wavelength along the
direction of travel of the ray, there is a linearly-tending phase accumula-
tion with distance as seen in Figure 7. On top of this accumulation there
is a random variation. The fluctuation around a straight line approximation
to the phase difference ranges around +3 radians. Thus even if the phase
were corrected to account for the slope of the straight line approximation,
a + 3 radian random error would still be encountered.

Figure 7 was obtained with one randomly selected set of tay'arrival
phase angles. Additional examples will be ultimately computed for different
sets of arrival phase angles to provide data suitable for obtaining statisti-
cal averages. Other cases, including different intervals of arrival angle,
different ray amplitudes, and different numbers of arriving arrays will also
be treated.

Having a sampie function of phase vs. position,a logical next step 1is
to determine the gain and pattern of the random planar floating array when
it is focused in some azimuthal direction using conventional beamforming, and
when the source signal is propagating toward the array through the multipach
medium. As a first step a program was developed for selecting element posi-
tions over a circular area assuming a uniform distribution of element posi-
tions.

If the array is assumed confined to a circle of radius p with uniform
distribution over the circle, the density function in the joint random vari-
ables X, Y, {g

2 2 2

1 )
P (x’Y) = —— , x +y <P
X, Y ”2
=0 s elsewhere.

Transforming to polar coordinates, (R,$), we have

Tr
o 0< dc 2w

= 0 , elsewhere

QPR No. 24
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The marginal densities in R and & are

2r
PEY) "';'z' - 0srsop

-0 » elsewhere

1
PO“)’H s 0< ¢< 2n
= 0 s elsevhere

The random variables R and ¢ are independent and independent choices of these
variables are made. Sample values of ¢ are obtained by a conventional com-
puter program which selects sample values uniformly distributed in (0,1) and
ﬁultiplies these by 2%. Sample values of R are aobtained by picking a numbex
Z vniformly distributed in (0,1) and forming

R = pzllz,
for then

=%, 0<r< p.

dz
PR(r) = p,(2) 5=
Finally, the pairs (r,¢) so obtained are converted back into rectangular co-
ordinates by :
X = r cosé
y = r sin¢
Using element positions so determined the array pattern was next found.

The geometry of the problem is shown in Figure 8.
Assuming N elements distributed over the circle, cophased to form a beam

along the y axis, the array pattern is given by
N Jlk(x_cosd + y sinp - y ) - a(d )]
A9 =% |} Blape ® n = »
n=1
where X Yor ¢, and dn are defined in Figure 8, and a(dn) is a phase vs po-
sition function of the form obtained earlier and shown in Figure 7. B(dn) is
the amplitude of the acoustic field at the nth element. This quantity can be

obtained using the earlier analysis but for our ﬁurposes now we will assume

QPR No. 24
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dn=pP =M C°5(¢n"¢)

FIGURE 8. ARRAY GEOMETRY.

it constant ané set it equal to unity for all n. Amplitude fluctuations as

a rule, cause minor effects compared to phase fluctuations., The phase sample
function of Figure 7, called now a(x) is used alone below to assess the ef-

fect of the multipzth medium. The variable x in Figure 7 is replaced by dnf
with

dn =p ~ :rnccS(dsn - ¢)
R/

=p ~ (xtz1 + yi)llz cos(tan” ;‘-‘- -¢)
n

Computer calculations of A($), as described above, were carried out for two
caseg: (1) a(dn? = 0 and (2) a(dn? as given by Figure 7, and the results

are shown in Figures 9 and 10, Case 1 i1s that of propagation through a trans—~
parent (non-multipath) medium while case 2 is for the particular multipath

case resulting in the phase function discussed above., Note that the gains along
the main beam in the two cases are in the ratio of about 4.4 dB - a substan-
tial factor; the sidelobe structure is different in detail but not in general
characteristics. These results, it must be recognized, are based on one set

of random ;rrival phases and on one set of random element positions; whether

they are representative remains to be determined. Averaging over many sets

QPR No. 24
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FIGURE 9. ARRAY PATTERN OF RANDOM PLANAR ARRAY IN TRANSPARENT
MEDIUM. ENDFIRE BEAM FORMED AT AZIMUTH ANGLE, ¢ = 90°,

{,

RELAVIVE
VOLTAGE
GAIN

|a(9)]

L ¥ LI LI
" °0° 190 290°  360°

EIGURE 10. ARRAY PATTERN OF RANDOM PLANAR ARRAY ASSUMING MULTIPATH'
PROPAGATION, ENDFIRE BEAM FORMED AT AZIMUTH ANGLE ¢ = 90°
FOR TRANSPARENT MEDIUM.

of arrival phases and element positions, as well as carrying out additional

computations with other system parameters, remain to be done.
Fred Haber
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- APPENDIX IVa -

MULTIPATH IN THE THREE-DIMENSIONAL UNDERWATER ARRAY

A planar array of widely dispersed hydrophones deployed in a horizontal
plane several hundred meters below the surface of the sea has been analyzed
and reported earlier {1, 2]. Because of the dispersive nature of the under-
water medium,signal energy approaches the array from a source along a number of
refracting peths. This results in multipath interference and a possible
consequent lcss of output. Ray arrivals from the source typically fall into
a range of vertical angles at the receiver which are + 10° relative to the
horizontal. The vertical beamwidth of a planar antenna is large enough to
accept all rays in such a range, hence it is multipath sensitive. A three-
dimensional array is capable of a sharper vertical focus and will be less sensi-
tive to the kind of multipath typical in this application. In fact, by suitably
processing the array output there is the possibility that the multipath arrivals
can be separately received and then combined in phase to achieve an "angle of
arrival divérsity" system as suggested in Figure 3.1. Such systems have been
proposed for tropospheric scatter receivers.

We analyze the mean properties of such a system below. If the array is

focused to look in the y-z plane its response to a signal at angle ¢ relative
to the x-z plane is

[1] Fred Haber, "Mean Array Gain Pattern of a Floating Acoustic Array in a
Non-Transparent Medium," VFRC QPR No. 26, August 1978, pp. 42-44,

(2] Fred Haber, "Variance of the Power Gain of the Floating Array," VFRC
QPR No. 28, February 1979, pp. 24-29.
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OCEAN SURFACE
SO \—/\—-

S g o p—

A

ARRAY

OCEAN BOTTOM 4

FIGURE 3.1 MULTIPLE VERTICAL BEAMS FOR MULTIPATH RESOLUTION

M N j{k[x_sinB cosd + y_(sinb_sind - sinb )
AG,0) = ) 7B e n m n m s
5 m=lap=1 ™
+ zn(cosem—coses)] + ¢m} (1)

T g TR e T e e

3 Here 68 is the vertical angle to which the array is to be focused;
_ (xn, Yo zn) is the position of the nth array element. (1) assumes M ray
b 36,
arrivals each given by Bme with vertical arrival angle Gm.
We concentrate on the output when the source is on the main beam; that
is, when ¢ = 90°., Then

Ao ) - g g 5 ej{k[yn(sinﬁm - sinOs) + zn(cosem - coses)] + ¢m}
2’ s m
* m=1 n=1

(2)
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We calculate the mean power response of the array given by

N

N
z g <<Bm Bm

5 1=
5
-

(2’es)':>

jk[ynl(sineml- sines) - Y (sin9m2~ sines)]

<: 2
. e
jk[zn (cosem - coses) -z, (cosQm - coses)]
1 1 2 2 >

2

G -9¢ )
h 1O m, G)

We have

j(¢ =38 , (4)

m.m

<:e 2 :> 172
the Kronecker delta, so that

jk(yn “Ya )(sinem—sines)

N 1™

{182 G.e > - ) {30 e

m—l n -1 n, =1

jk(zn -z )(cosem—coses):>

. e 1 2
M ) N N jk ynl(sinem- sines)
= 2<Bm>u+ 7 1 e
m=]1 n,= =1 nz-l
n.# n -
1 2 jk znl(cosGm coses)‘
*« e /

—jkynz(sinOm— sines)
e Ce
N
-jkznz(cosﬁm— cosOs) ]

(%)
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We assume all vectors (yn » 2, ), n, = 1, 2, ...N identically distributed.
i i

Furthermore, the random variables Y and zn
i i

are assumed independent and

symmetrical around the origin. Then

CEIAE I CHILENCE
m=1

jky (sin® -~ sinf )
-<:e n m s :>

2
(6)

2
jkzn(cosem— cosBs)

. <:e

The expectations on the right are characteristic functionms,

oGy =3 > | )

where the random variable u is either Y, ©OF 2z, and t is correspondingly

either k(sinem— sines) or k(cosem- coses). The random variables will here

be specified as, either, uniformly distributed in an interval (-h, h), or

normally distributed around zero with variance 0°. Thus for the uniform

case
_ sin ht

and for the normal case
—% 02t2
o(jt) = e 9)
and U:.

If the variables Y and z are both normal with variance Ty

respectively, we have

QPR No. 31

.h“‘“"-‘IH-MhM-m--tn-ﬂn--ﬂﬁUhHnﬂﬁll................ﬂnﬂ%ﬁﬂmmﬁm&ﬁmnﬂ&ﬁﬁ&;ﬂgxmﬂiﬂﬂlﬂﬂw;A:x




B b TS R

-30-

<|A2(§,es)|> = m§1<B‘“2> 1+ (N-1) -

(10)

2.2, . . 2 22 2
] e-[cy k (51n6m—51n93) + o, k (cosem-coses) 1

If the variable Yo is normal with variance o; and the variable z is

uniform in (-h, h) then
2.2 2
-0 "k (sin® -sind )
2w _ 2 _ m s
<|A (-Z-,es)|> —'2<3m >N 1+ (8-1) e

sin kh{(cos® ~cosf )
m s

a1

kh(cosﬂm—coses)

An inspection of (10) or (11) leads to the conclusion that if the
vertical dimension of the array is in the orcer of 10 wavelengths the
vertical beamwilth will be about * 1°. Furthermore rays entering through
this narrow beaiwidth (hence excluding other rays arriving at vertical
angles outside the vertical beamwidth) will be sufficiently compact to
avoid the effect of phase decorrelation across the array.

We are therefore led to propose the following concept. Let the
array simultanecusly form contiguous vertical beams as indicated in
Figure 3.1. Outputs corresponding to each beam will be simultaneously
present. These outputs are then coherently combined. The operations
required are as indicated in Figure 3.2. The mechanism being suggested
is similar to that used in angle of arrival diversity communication sys-
tems with maximal ratio combining of the diversity signals. As a rule
in these svstems each diversity branch has a scparate directive sensor
and preamplifier. Here sensors and preamplifiers are common for all

branches.

QPR No. 31
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FIGURE 3.2 SECTOR FOCUSING AND DIVERSITY COMBINER

QPR No. 31




32—

Because sensors are common one may question the effect of noise ‘
generated at the sensor or preamplifier input. Will such noise be
independent when observed at the point of combination of the diversity'
branches? The following is a discussion of that point.

A filter

H(E) = a(f) 30D

which acts as a constant gain device and constant phase shifter - that is,
with

A(f) = A
¢(f) = - sgn £ (¢ a constant)
can be represented by
-josgn f

H(f) = A e = A cos (-2 sgn f) + j A sin(-% sgn f)

]

A cos® -j A sin 9 sgn f

A filter w~ith frequency characteristic

is a Hilbert transforming filter so that a wave function n(t) applied to
H(f) as defined above emerges as

~

no(t) = A cosd n(t) + A sind n(t) f

~

where n(t) is the Hilbert Transform of n(t).

By direct application of the definitions and by use of the statistical
properties of the liilbert Transform one can show that for stationary,

Z€ro mean, processes,

QPR No. 31
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(ngtesr n 0> =4 Catern) n@) > = A R (D)

Input and output autocorrelation functions are proportional, Rn(T) is

the input autocorrelation function. Also,
<no(t+'t) n('t)> = A cos¢ Rn('r) + A sind Rn(‘r) .

giving a relationship between input-output cross-correlation function and
the input autocorrelation function. Rn(t) is the Hilbert Transform of

Rn(t). Finally for an input n(t) applied to separate filters

-3¢, sgn f ‘ -jé, sgn £
e and H,(f) = A, e

H (f) = A 2

the cross-correlation function of the two outputs n, (t) and n (t) 1is
1 2

<:nbl(t+r) noz(:i> = A, fcos(3;-0,) R (1) + sin(4;-9,) R (1)]

Consider now the block diagram of Figure 3.2. Each branch is com-
prised of the sum of N inputs, one from each array element and phase

shifter. Branch 1, for instance, contains a wave function

N N ~
N, (t) = n£1n°“1(t) - nZl“‘”"’nl"n“’ + sing . n (t)]

where nn(t) is the output at the a'th sensor, and nonl(t) is the phase-~

shifted output of the n'th sensor contributing to branch 1,
in Figure 3.2.

¢nl is defined

QPR No. 31
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The output Nl(t) will ultimately be applied through the second filter
-jwlsgnf

with characteristic given by Ale resulting in an output

N R
M (t) = Ay nZl[COS(¢n1 + ) 0 (8) + sin(d 1+ ¥)) B (¢)]

For all I branches taken together we get

1 I N
N(t) = 1£1Hi(t) =~1§1 nZlAi[cos(¢nx+ wi)nn(t)
. [
¢

+ sin(¢n1* Wﬂ) ;n(t)]
)

; We view the nn(t) to be Gaussian noise, present at the sensor outputs -
: generated in the sensor, its preamplifier and the sensor's immediate
surroundings. We assume n“(t) is independent of nm(t) for n # m. Thus
we exclude external noise which may be correlated across several sensors.

The variance of N(t)‘is then

N

2 1 1 N ~
Py L J-Zl RS {aggleos(s i+ v n (8) + sin(@_ + ¥,) n (8]

. [c05(¢mj+ wj)nm(t) + sin(¢mj+ wj)nm(t)]:>

I 1

N
. 2
.1=1 jzl n£1 <<AiAjC°S(¢ﬂi+ vy) Cos(¢nj+ wj):> << "n (t):>

+ <A1Aj Sin(;ni+ ‘Jli) sin(tnj+ L‘Jj)> < nn(t)>}

We have used the independence condition above and also the independence

[
, o . .. oy - S

- SN /(f e P N IS | ¢ - L v
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oflln(t) and nm(t) for all n aid m for a Gaussian process. It can be

shown that

02D = (8w
n n

so that

<N2(t)> = §1<;:n2£t5> f % <A1AJ cos(d)m— ¢nj+ V- ‘Pj)>
n=

i=1l j=1

To continue this analysis we require the joint statistical properties
of the phase shifts and the amplitude factors. For our purposes at present

we may assume the A, constant for alli = 1, 2, ,..I. But the phase shift

i
properties are needed. Note the following. 1If Ai = 1, all i, and

Ceonleyy= 0,50 ¥, =41 > =0,

except when 1 = j, then

{wyy =1] <nn2(t)>

However, if the angular differences were small so that

Ceoslopy= 6,5+ - ¥ D =1

for all j and j then

<uz(t) > =12] <nn2(t)>

In the latter case the branch noises are correlated and add coherently,

In the former case they are uncorrelated and add incoherently.

The difference angle statistics are under investigation and will be
reported later. A preliminary calculation indicates that for the array
size envisioned in this application the angular differences may be large
enough for the first condition above to be approximately correct.

Fred Haber
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- APPENDIX IVb -

-

FACTORS AFFECTING MEAN POWER RESPONSE TO MULTIPATH RAYS ARRIVING AT DIFFERENT
ELEVATION ANGLES

The power response to a source along the main beam, assumed to be in
the y-z plane, was given in QPR No. 31, equation (10), page 30, as

2,n M 2
1aGe ) > = [ B "> (1+(N-1)-
m.=

2.2, . . 2 2,2 2
e [oy k (51nem—51nes) +0,k (cosem—coses) 1}.

where it was assumed that elements are distributed normally in dimensions

X, ¥, 2z, with standard deviation ox, cy, and cz. em are co-latitude angles

of arrival of ray m, m=1,2,...M, and ray magnitude is Bm. The exponential

factors determine the gain variation with element spread and focusing angle
.Es (measured with respect to the vertical). To better see how cy and o, af-

fect the beam width in elevation calculations were made of the two factors

-z 2k2(sin£* ~sin3 )2
y m s

and

-ozzkz(cosem-coses)2
I (¢2,58)= e

Figure 3.1 (a),(b),(c).(d),(e),(f) shows some representative results for Iy and

Iz as a function of en with € a parameter, and Table I shows the half power beam-

Do

Ly

width in elevation, denoted &‘m corresponding to each function. Note that

when es=9o°, the array is focused along the y-axis and the mean beamwidth

is symmetrical around the y-axis in the y-z plane. When es is set to 80°

or 85°, Iy is a bimodal function of em with a local minimum at Bn = 90°,

The local minimum is sometimes shallow and sometimes quite deep. When Iy falls
below 0.5 at en = 90°, Table I lists the beamwidth of each hump; when Iy is
above 0.5 at 5n = 90°, the bearwidth given is the total range between half power
points and runs from a point below the horizontal to a point above the horizon-
tal. For instance, for oy = 201, ¢, = 4, Bs = 85° the 0.5 power beamwidth de-
termined by Iy ranges from 81.75° to 98.25°, a range of 16.5°.

As one might expect Iy does not usually strongly influence the beamwidth

< i L iR e
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FIGURE 3.1. FACTORS Iy AND I, DETERMINING VERTICAL BEAMWIDTH.
(a ’b ’ c)
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FIGLRE 3.1. FACTORS I, AND T, DETERMINING VERTICAL BEAMWIDTH.
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QPR No. 32




A8 on Iz Aem on ;X

0s m
oy = 5 2 90° 6.1° >20.0°
- 85° 6.1° 28.2°
o, = 2.5  80° 6.1° 33.2°
Uy = 20 90° 1.6° 13.2:
- 85° 1.5° 16.
Oy =100 | gpe 1.5° 4.5°
o, = 50 90° 0.6° _ 8.4°
o = 25 85° 0.6° 3.75°
z 80° 0.6° 1.75°
o = 5\ 90° 15.2° >20.0°
o? - 85° 15.3° >20.0°
z 80° 14.2° >20.0°
o = 20\ 90° 3.8° 13.0°
o = 4 85° 3.8° 16.5°
z &0 3.8° 4.5°
°y = 50\ ( 90° 1.5° 8.4°
. 85° 1.5° 3.75°
o, = 104 iao° 1.5° 1.75°

TABLE I  MEAN 1/2-POWER BEAMWILTH, Aem, WITH NORMALLY
DISTRIBUTED ELEMENT PCSITIONS.

in elevation, though for oy = 501, o, = 102, and ez = 80° the two functiomns

are nearly equal. As a rule with oy/oz = 2, I, established the pattern in ele-

vation and it is sufficient to consider it and to let I, = 1. ]
In the work discussed below on the noise correlation we consider elements

uniformly-dispersed in depth where here we have assumed normally distributed

% elements. Extraordinary differences between these two cases are not expected

though. Similar computations of the uniformly distributed case were therefore

not carried out.

Paul Yeh
Fred Haber

MULTIBEAM NOISE CORRELATION
Consider the system in Figure 3.2, QPR No. 31. The branch signal level,

when the array is focused in the vertical plane containing the Y-axis and at an
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angle esi to the vertical, is given by (2) of QPR 31. The equation is rewritten
here
¥ X j{ky (sin 6 - sin ® ) + kz (cos 8_ - cosf . ) + ¢ } (1)
A(Osi) = Z Z Bne n m si n m si m’
m=1 n=1

The complex weight

-Jy f
Jdisgn @

W1=Aie

shown in the figure referred to is given by

*
W, =4a( ) 3)

when noise levels into all the braaches have equal mean square value and are
independent from branch to branch. The total system signal output is, in this

case,

I
2
we Lacpu = Tlafepl= ] A '4)

and the total noise ouput has a mean square value given by the second

expression p. 35 of QPR 31, ramely,

N G §
2 2
<NT(t)> = nzl< n (t)> izl jZI<AiAjCOS(¢“i - ¢nj + wi - lbj)> (5)

where the A, are defined by (2). The angles in (5) are given by the following

¢n1 = —k[yn sin esi -+ zn cos 9Si] (6)
M N
8 A
b ol Lt B STl S+ 8y -
S N R
z Z Bm cos[-‘bni + ¢nm + ¢m]
m=} n-=1
where we have used (1) and (6) in writing (7) and where we have denoted

(8)

4 = k sin® + z cos® )
“nm (yn m
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If the noise processes in the different branches were uncorrelated

the output mean square noise level would be

N I
N2 (t)> = ) <n€(t)> Z<A.2> 9
n=1 ' i=1 1

The output signal-to-upise ratio (SNR) is here defined by

1 2 '
., (44
<w > i=1 , . (10)

2 I
2<N7(t)> 2N<n§(t)> ) <a2s

i=1 1

YB

where we have assumed mean noise power at all elements to be equal and where we
have used (2), (3), (4) and (9) to write (10). If the A, were not random
variables (or if they were to have small variance), ¥ would be the sum of SNR's
of the branches, a result well known for maximal ratio combining of diversity
branches in communications. In our situation the branch noises may not be
uncorrelated and there is the possibility of larger noise levels. We examine

conditions which will give uncorrelated noises. (5) can be expanded to give

"<

I 1
2 -
A < n (t) > 121 jzl < AiAj cos (o, ¢nj)cos(wi wj)

< Nz(t) > =
(11)

- AiAj sin(¢ni-¢nj)sin(¢i‘¢j) >

Ai and wi are the amplitude and phase of the complex amplitude on branch i as
given by (1). These random variables are not determined by the position random
variables Y. and 2 because of the presence of ¢m in the exponent of (1) which
is uniformly distributed in (0, 27). On the other hand, the ¢ni are determined
only by the position random variables Y, and 2 . Thus the pair (Ai' wi) are
independent of ¢ni for all i. Furthermore, from (6) we see that ¢i is a
linear function of the random variables Y and z . We assume the latter to be
symmetrically distributed around zero so that < sin(¢ni—¢nj) > = 0. (11) thus

reduces to
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2 Y o2 T 1 . ‘«.)
INS@) > = J<n(e)> ) T < AjA cos(vy = ¥y)> < cos(é . - ¢nj) > (12)
e i=1 j=1 1

We point out that if either < cos(b . =2 .) >o0r < A.A.cos(¥.-1.)> is
ni nj 1) 1 3]
zero for all i # 3 (12) reduces to (9) thet is, the uncorrelated

branch noise case is obtained. We investigate
-4 >= < i - sin = . -
< cos(¢>ni “nj) cos k[Yn(51n esi si sJ) + zn(cos esi cos st)]> (13)

since it is much less complicated than < cos(-, - ﬂi) >. The angles esi

of interest to us are in the range of about 32° to 100°. It can be
demonstrated that (sinfB .- sing )<< e - =3 i

. (sing_; SSJ) (cosg_,- cos "sj) for angles in this range.
Also, if we are to have high vertical resolution, the variance of z# will
have to be of the same order as the variance of yn. Thus we can argue that

(13) can be approximated by

<cos(eé =2 V> o< & .= s 0>
cos(e . tnye > L<cos k z (cos¢_, cosz .. (14)

so that (12) becomes

) N , 1 1
<N(t)y >= ] < n > 7Y o< AgA, cos(y,=v,) >
M=1 is] j=1 ] J (15)

* < cos kz (cos .—~COS L) >
n( ¢51 ¢SJ)

If the rv z. is here assumed uniformly distributed in a range (~h,h) ) -

then the rv (¢ni-¢nj) will be correspondingl: uniformly distributed in a

R st ey

range (-aij. aij)' We therefore have
b
<cos(i -9, = MMay |
n1 nj (16) f
a,, t

ij

where '
a1j = kh(coscgi-cosdgj) : . a7) %
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(16) suggests that to make < cos(¢ni-¢nj) >=0 for i # j, branch focii be

placed so that a,., = mf, m an integer.

ij
The esi will all be concentrated around 90°, generally in the range
(80°, 100°). Thus we are led to write

A~ = _ °
esi esi 90
so that
cos esi = - sin esi = -0

and using (17)

345 = kh (esj'esi)

(18)

The angular separation between beams to 3et uncorrelated noise outputs at
1
the different branches should therefore be
m7 ‘
O3 ~ %1~ W@ i
If, for instance, h = 25\ (meaning that the array size in depth is 50
wavelengths which at Hz implies a depth of about 750 meters) adjacent

beams ought to be spaced

86, =gy = 1/50 rad = 1.15°
in order for the noise variables entering into the final summer to be
uncorrelated.

The next step to be taken will be to determine the array power
response with array output processed as described above. If the multi-
path rays were to come in on tlie center lines of the vertically spread
beams the overall array response would be maximized. Some beams are ex-
pected however to see no incoming rays, others may see more than one ray.
In the latter case the multipath is not resolved by the array processor
and the combined rays add non-coherently. The corresponding diversity
branch will see a fluctuating level depending on the relative ray phases.
While the processor cannot improve the signal level in this case the
weighting circuit will take account of this fluctuation to maximize the
signal to noise ratio by suppressing the branch output if the signal com-
ponent is small and amplifying the branch output if the signal component
is large.
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The calculation of these effects is time consuming. We plan to carry
out a simulation of this next step by assuming a fixed number of rays artiving;
each uniformly distributed over a range of latitude angles about *10% relative
to the horizontal. Independent noise at each sensor will be assumed. Beams
will be spaced as specified above covering the same range of latitudes and
the statistical properties of the array output SNR will be found. This calcu-
lation will also serve as a test of assumptions made earlier to simplify calcu-
lations of noise output.

Fred Haber
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- APPENDIX IVe , -

SIMULATION OF UNDERWATER DIVERSITY ARRAY

In earlier reports [1,2) a three-dimensional underwater array which simul-
taneously forms and combines multiple beams in elevation, was described and
analyzed. The objective of the system is to approach a condition in which the
multiple ray arrivals from a distant source are separately received and coherently
combined. Because the analytical forms giving the final output signal-to-noise
ratio (SNR) are too involved for direct computation simulation experiments were
carried out. Results of this work are presented delow for the system described
in [1, section 3, pp. 26~35] which is based or maximal ratio combining (MRC) of

the multiple rays formed. At the same time certain other cases were simulated

{1] Fred Haber, "Research in Distributed Underwater Acoustic Arrays," VFRC
QPR No. 31, November 1979, pp. 25-35.

{2] Fred Haber and Paul Ych, "Research in Distributed Underwater Acoustie
Arrays," VFRC QPR No. 32, February 1980, pp. 16-26.

2 ¥ 007
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in order to see what magnitude of improvement is obtained using this wmethod over
simpler ones. Given below are results for (1) a three-dimensional array with
multiple beams (branches) using only coherent phasing of branches (known as
equal gain combining (EGC), (2) a three-dimensional array with multiple beams
using selection of the maximum amplitude branch (known as selection combining
(sc)), (3) a three-dimensionaf array with a single fixcd focus beam, and (4) a
two~dimensional array. The last one represeunts the original concept explored
earlier and reported in [3,4,5].

The simulation results can be briefly summarized as foll@ws. For the con-~
ditions chosen, an improvement of approximately 4 to 1 is obtained using the
maximal ratio combining technique with the three-dimensional array over anything
else that was done. An interesting, though e#pected result, was that the var-
iance relative to the mean of the output SNR using this best technique was much
less than for the two-dimensional array. The computational model assumed ten
independent ray arrivals randomly spread over *10° in the vertical. In the two-
dimensional array these combine noncoherently resulting in a nearly Rayleigh
fluctuation of amplitude. In the three~dimensional array the ten rays are to
a large extent resolved in the separate branches. The diversity selection or
coherent combining then results in a substantially smaller fluctuation.

We now describe the physical and statisticzl arrangements assumed. Fig-
ure 2.1 suggests t1e deployment of elements in & three-dimensional space. Element
positions (Xn,Yn,Zn), n=1,2 ... N were assumed independent random vectors, the
number of elements N being 31 for this computation. The horizontal coordinates
(Xn,Yn) were assumad independent normally distributed random variables with zero
mean and standard deviation of 50 wavelengths. This value of standard deviation
implies that at 100 Hz where the wavelength is about 15 meters, about 687 of the
array elements will be concentrated in a range of ¥ 750 meters around the center
of the array. Because the array main beam was focused to look in the Y-Z plane

only, the random variables Xn were not involved in the computation. The vertical

[3] Fred Haber and William J. Graham, "Research in Distributed Underwater Acoustic
Arrays," VFRC QPR No. 24, February 1978, pp. 17-39.

[4) Fred Haber and William J. Graham, "Research in Distributed Underwater Acoustic
Arrays," VFRC QPR No. 25, May 1978, pp. 1-11.

[5] Fred Haber and William J. Graham, "Resecarch in Distributed Underwater Acoustic
Arrays," VFRC QPR NO. 26, August 1978, pp. 29-44. .

QPR No. 33




il

°t1 ° MULTIPATR RAY ARRIVALS
o ° v (ALL. IN TKE Y=Z PLANE)
o °
0 \
° -3
© )
] © ° .
° o ) ° \

1 o

FIGURE 2.1 PHYSICAL ARRANGEMENT ASSUMED IN SIMULATION.

coordinate Zn was assumed uniformly distributed with mean zero and range of
50 wavelengths, also. This implies a depth range of ¥ 375 meters around the
array center.

Ray arrivals were assumed to be in the Y-Z plane corresponding to the azi-

muthal angle of fozus of the array, but the rays were assumed dispersed in

verticel angle. T2n rays were assumed arriving, all of equal magnitude and
independent random electrical phases a5 m= 1,2 ... 10, each uniformly dis-
tributed in (0, 27). The arrival angles Sm, measured from the vertical were
assumed independent and uniformly distributed over (80°, 100°), or ¥ 10° rela- i
tive to the horizontal. H
Ten sets of random pairs of numbers (yn,zn) n=1,2 oo 31 to represent
ten possible random element positions were chosen. For each of these positions,
five sets of angle pairs (Om,am), m= 1,2 ... 10 vere randomly selected.
Assuming the combining scheme of [1, section 3, Figure 3.2], the output of
each branch prior to weighting and combining is given by

M N j[k(xmsinGmcos¢m+ynsin9msin¢m+zncosem)+¢ni+am]
Vi = z X B e

=AaedVi, 1=1,2...1 %))
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where (¢m, em) are the azimuth and elevation angles of the mth arriving ray, and

m
that ray. ¢ni is the injected electrical angle to focus the array to azimuth and

elevation angles (¢s, esi) as shown in [1] Figure 3.2, page 31, and is given by

(B_, am) are the magnitude and electrical phase at the center of coordinates of

¢ni = —k[xnsinesicos¢s+ynsin98isin¢s+zncosesi] )

The subscripﬁ i identifies the beam or branch number and I is the number of branches
used; here we will use I = 17 branches for reasons to be stated below. (1) and (2)
are written to include rays arriving from any azimuth and elevation (¢m, em) and
focused at any azimuth and elevation Gbs, 951). We now specialize these expressions
to the case of the array focused in the Y-Z plane and ray arrivals in the Y-Z plane.
Thus ¢m = ¢s = 90° and (1) and (2) reduce to

M N .
v, = vy Bmej[kyns1nem+zncosem)+¢ni+am] (3)
m=1 n=1
and

¢ni = —k[yn31nesi+zncosesi] (4) i

The final signal output using MRC is given by

; I ’
S = Vl = A 5
1i1‘ : 121 i G

The mean square value of the noise at the output of the system is given by

N 1 1
2 2 (6)
v nzl "t 121 jzl Ajhyeos(@py=dnythymdy) :

where the (Ai’ wi) are the measured signal amplitude and phase on the ith branch
given in (1), the ¢ni are given by (4), and <n§> is the equivalent mean square
value of the noise input generated by the nth sensor. In the computation <n§>

was set equal to 1. Finally the computed output SNR is given by

.
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SNR = = ¢))
N2

As discussed in [2] the angles esi’ if set at values separated by B%l,

n an integer, will result in uncorrelated noise voltages at the branch output pro-
vided the elements are uniformly distributed in depth over the range (-h, h).
For the geometric conditions used here it was determined that 1.15° spacing between
the esi would accomplish this when h = 25A. We have accordingly assumed 17 beams
symmetrically placed around 6 = 90° at 1.15° Intervals. Separation is about a
beamwidth in this case and the total coverage in vertical angle is close to #10°
with respect to the horizontal.

Results of the ‘simulation using the maximal ratio combining technique are
shown in Table 1. Here we show the average and standard deviation of the SNR given
by (7) over the five sets of paired values (em, am) m=1, 2, ... 10, for each of
ten sets of position samples (yn, zn) n=1, 2, ... 31. These statistics are de~-
noted <SNR>e¢ and c(SNR)e¢. Then the 50 results of SNR (five sets over (em, am)
times the ten sets over (yn, zn)) were treated as a sample of size 50 and the
overall mean and standard deviation denoted <SNR> and a respectively were determined.
These were found to be <SNR> = 480 and ¢ = 182. We point out that if a single ray
were assumed to impinge on a single element the output SNR would be unity and the
variance would be zero.

To determine the effect of a frequency change on the output we have assumed
two different situatioans. In the first we assumed the angular separation between
beams held at 1.15°; that is, 6 4 Vas held fixed at 90° + n(1.15°), n =0, 1, 2,
...8. The frequercy was then changed by factors 1/2 and 2. These latter changes
were accomplished by simply changing the values of Ya and z used in the previous
calculation by the reciprocal of these same factors, The vertical beamwidths be-
come narrower at the higher frequency and wider at the lower frequency but the
angular spacing between beams remains unchanged. Thus the beams are not optimally
spaced resulting in either uncorrelated noise in the several branches, or in non-~
total coverage of the vertical range within which incoming rays are expected. Results
of these calculations are also shown in Table 1 revealing a decrease in the over-
all average SNR as one might expect. These results essentially show the sensitivity
of the scheme to incorrect placement of the vertical beams, As we see, the effects

are not overly serious, the mean output at the 1/2 and 2 times frequency points

being within about 80%Z of the mean at the design frequency.

QPR No. 33
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ay = SO\ oy = 25\ oy = 75X
Position h = 25\ h = 12.5\ h = 37.5\
Sample <SNR>8¢ o(SNR)e¢ <SNR>6¢ O(SNR)6¢ <SNR>6¢ o(SNR)a¢
1 49 200 396 93 327 135
2 455 205 327 90 662 392
| 3 411 60 384 141 293 125
4 483 134 355 173 417 185
5 587 214 501 98 432 178 |
6 552 283 459 154 451 125 j
] 7 492 120 368 163 270 48 ;
8 421 40 406 90 343 132 |
9 519 144 602 156 275 50
10 378 101 373 273 298 139
<SNR> 480 417 377
i o 182 172 210

TABLE 1 SIMULATION OF MRC ARRAY
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In the second simulation of frequency effect the array focusing was held
fixed for a 100 Hz sinusoid by fixing the angles ¢ni' The applied frequency was
then altered to 99, 99.5 and 100.5 Hz, As a rule of thumb the bandwidth of an
array with fixed phase shift focusing is the inverse of the time required for
the wave to traverse the array. In this case it would imply a bandwidth of the
order of 1 Hz, or about 1% of the center frequency. The results of the simula-
tion are shown in Table 2. The overall mean SNR is observed to have fallen by
about 3 dB at frequencies 100 *+ 0.5 Hz from what it was at 100 Hz, thus confirming
the rule of thumb on bandwidth. The overall mean SNR at 99 Hz has fallen further,
the level appearing to be about what one gets when one steers the azimuthal focus
away from the source, illuminating the sidelobes.*

We point out that the array properties observed here are all normalized to i
wavelength so that at higher frequencies, with the actual array size reduced but

with array size in wavelengths held constant, the bandwidth would remain at about

1%Z. At 10 kHz we expect a 100 Hz bandwidth, a value adequate for operating a
teletype communication link. Furthermore, at this center frequency the array hor-
izontal dimension measured between 1o points is 15 meters, a dimension one might
envision for an array suspended from a surface ship or deployed around a subnerged |
submarine. The array could therefore be useful for underwater data communication.
Furthermore, our work was based on focusing by fixed phasing of elements of the
array. It is the fixed phasing which limits the array bandwidth. By using con-
trolled time delay networks at each element involved, broader bandwidths are achiev-
able suggesting the possibility of higher speed data communication, or lower center
frequency with higher bandwidth.
The multibeam three-dimensional array was compared to four other arrangements

as follows:

1. The maximal ratio eombiner weighting circuits which multiply each branch out-
put by V = Aje “3¥4 vhere V; is given by (1) are replaced by constant amplitude
phase shifters e jvi thus (5) and (6) become ]

{ A (8)
1=1

*
The sidelobe properties are discussed further below.
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Position f=99.0 Hz f = 99.5 Hz © £ = 100.5 Hz
Sample <SNR>99 a(SNR)e¢ <SNR>6¢ o(SNR)e¢ <SNR>e¢ G(SNR)e¢
»1 156 60 282 112 229 71
] 2 R 51 178 45 216 128
‘ 3 167 45 257 42 211 44
4 236 53 195, 72 235 50
5 206 57 269 117 238 86
6 244 65 239 189 270 103
7 198 31A 304 104 411 117
8 172 71 179 25 160 33
9 229 41 344 57 301 177
10 138 33 159 42 231 36
Overall
<SNR> 189 241 : 250
- o 64 110 115

TABLE 2 SIMULATION OF MRC ARRAY
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N = M=2‘1<M§> Ly L e Cartugtesty) | (9
Here only phase tracking is needed but the mean SNR will not be as good as for v
maximal ratio combining. The term "equal gain combining (EGC)" is used in diver-~
sity communication for this arrangement. .

2. The maximal ratio combiner was replaced by a "selection combiner (SC)"; that
1s, one which simply selects the output with the maximum SNR. This technique is
also a standard scheme in communication diversity systems. Whereas the maximal
ratio combiner gives an output SNR which is the sum of branch SNRs, this scheme.
produces only the maximum of the branch SNRs. There is, however, no need for
phase tracking, greatly simplifying the processing. It is possible that
in applications such as the underwater case the problem is as much variation

"of vertical arrival angle as it is multipath. In effect then, the array would

follow the variation in angle of arrival of the maximum amplitude ray.

3. Output was taken from one branch of the multi-beam array, the one which fo-
cuses horizontally (esi = 90°). The pﬁrpose of this calculation is to see what
effect is obtained when the three-dimensional array is operated in its simplest mode.

4. The three-dimensional array was reduced to a planar horizontal array. Here
we are returning to the original array structure -- the two dimensional array.

Surmnary results bearing out expectations are shown in Table 3. The maximal
ratio combining schere gives an overall mean SNR of at least 6 dB better than the
other arrangements except for EGC case which is a close second. Interestingly,
the ratio of ¢(SNR)/<SNR> is much smaller in the diversity modes than in the two-
dimensional case. This too is expectéd. The diversity modes are partly effective
in resolving the multipath and avoiding the non-coherent interference of the multi-
path components. In the two-dimensional case all rays entering the relatively wide
vertical array beamwidth are combined non-coherently. There is, therefore, consid-
erable amplitude variation depending on the relative phases of the accepted rays.
In the fixed beam three-dimensional case there is also a high ratio o (SNR)/<SNR>
presumably a result of the narrow vertical beamwidth which may or may not see ar-
riving acoustic energy.

An important property of the array will be its response to sources off the

azimuth of focus. If we were to imagine swinging the focus away from a source which
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MRC EGC sc 90° Sector 2-Dimensional

<SNR> : 480 367 105 32 117

o(SNR) 182 156 48 30 107

Cy = 50X for all cases

h = 25) for 3-dimensional arrays

TABLE 3 COMPARISON OF SIMULATION RESULTS

neatly fed M branches independently the power in each branch would on average drop by
a factor N, the number of elements. But the final output with MRC or EGC being the
coherent sum of the M weighted branches, would only be reduced by a factor %-ftom

the main beam power. A situation of this sort was simulated to check this surmise.
The result obtained using the MRC system was <SNR> = 182, the average being over the
same set of random variables as before. This figure is somewhat below (M/N) (main-
beam <SNR>) but it indicates that these techniques do exact a price in sidelobe

response. In this calculation there was no signal on the mainbeam.

Further study of sidelobe effects, with and without a main beam signal mesgent
and using the different combining schemes, is viewed as a useful ne#t Step: 1n
addition, n;thods based on estimation theoretic principles (e;g.; maiimum likeli~
hood and wmaximum entropy estimation) should be considered féf application here.
These methods inherently maximize on-target signal response relative to off-target
signals. Applied to the separate beams as found here, or even to the entire array,
superior sidelobe rejection characteristics can be expected.

Fred Haber
. ' Paul Yeh
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