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CHAPTER 1

INTRODUCTION

A problem of great interest and importance in underwater acoustic
signal detection is the coherent combination of the outputs of widely
spaced .'2ceivers to form a very large array. The description "widely
spaced" means that the receivers are separated by distances much 1afger
than both the acoustic wavelength of interest, and the correlation dis-~
tance of the random flu;tuations in thé mediuw. The implication is that
the signals recéived by the individual sensors are stochastically
independent, so that totally new methodé of array processing are re-
quired.

There are two aspects of this problem, which involve entirely
separate methods cf ifavestigatiun, The first ie pre~datection coher-
ent combination, by which the receivers use a priori information about
the state of the medium to search coherently for a signal source; the
objective 1 to improve signal detectability, and pexrformance is quanti-
tgtiveiy measitred by theé array gain. Tile second aspect is post-
detection coherent combination, in which the receivers independently de-
tect a signal source, measure the signal phase in real time, and then
form a coherently focused array by correctly puase shifting the signals.
This is essentially a problem in signal processing. The former aspect,
7hoﬁévér, is primarily a problem in underwater acoustic wave propagation
in a randcm medium, and requires a complete analysié of the space and

time varying characterictics ¢f the ocean environment. This is the

problem to which this reseavch has been devoted, and which is the
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subject of this dissertation.

1.1 THE PROBLEM OF COHERING WIDELY SPACED RECELVERS
As an acoustic propagation medium, the ocean presents many diffi-

cult problems to signal reception. The speed of sound underwater varies

" 4n space and time, and these fluctuations are both random and determin-

-, istic., Deterministic spatial variations include a gradual change in

the sound speed with depth, causing refraction of acoustic rays and a
multipath signal at the receiver. In addition, there are oceanographic
phenomena which are space/time random processes, resulting in unpredict-

able yariations in the sound speedl. Some of these fluctuations are

TR VY. Y

internal waves, tidal phenomena, currents, eddies, and surface waves,

ar 4 Xy b
P

The combined effect of these sound speed changes is a received signal . ’ 5
with random amplitude and phase varying spatially and temporally.
Al Another important cause of spatial phase variations is the effect of : 5%

ray paths which change with range and the resulting spatial change of

3; multipath interference., Additive noise further degrades signal recep-
tion; the primary sources are ambient noise, which is random and

pl: spatially continuous, and discrete noise sources such as shipping

traffic whose characteristics may often resemble signals of interest.
To overcome some of these obstacles, acoustic sensors are combined

into an array, An amplification and a phase shift are applied to the

VTR 3 A e TN F e

o

received output of ecach sensor and the results are summed. If each

A’y w'.“:ﬁ"‘

el

L Swiak riab SERT

Y

phase shift is .proportional to the time of arrival of the signal at .

£

that ‘sensor, then the array is phascd for that particular signal socurce

direction. For other directions, the reception will be partially

) Y O




incoherent, which helps in rejection of noise. In a conventional
array, the spacing between sensors is on the order of ‘a wavelength.
Since the correlation distance of most random phase and amplitude.
fluctuations is much greater than this, each sensor sees nearly
identical fluctuations and the signal outputs of the sensors can
still be summed coherently. Therefore the primary cause of degrada-
tion of signal reception for a conventional array is the interfer-
ing noise. ﬁany techniques have been developed for noise rejection
and caﬂ be found.in the literature,

Another important function of an array is localization of a signal
source. A measure of localization ability is the beamwidth, which is
inversely proportional to the size of the array in wavelengths., The
disadvantage of a conventional array is that since most signal sources
are in the far field, the array can only scan in angle; range informs-
tion must be estimated from the intensity of the received signal,

The localization is then limited by the array beamwidth. However, if
the receivers are separated by large distances, i.e., distances very
much greater than a wavelength, and on the same order of magnitudé as
the range of interest for signal detection, then, in principle some of
these limitations may be overcome. The array could then scan in both
range and angle, since signal sources would be in.the near field of
the huge aperture. Also, since the effective beam of tle array is
then a very small two dimensional focal spot, resolution ability
would be greatly enhanced,

But the use of a very lhfge array also introduces many additional '

problems. The greatest obstacle is that of localization ambiguity.
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If the number -of component sensors is small and they have omni- ' fz
directional reception, then there are numerous locations at which a P
signal source may be coherent at the array, and localization would ' :k

be impossible. For this reason, the topic considered here will be H )

limited to -the case in which each receiver itself is an array g

(henceforth, reference to a sensor will imply a subarray receiver).

T NP gt

This limits the ambiguity problem to the area of overlap of the

beams of the subarrays, before coherent combination. Another problem

‘s

is the fact that, since the sehsors are now spaced at distances much

greater than the correlation lengths of randem oceanographic fluctua-~

tions, the randomness in the signal is independent among the receivers.

3

The correct phase shift to apply to each receilver to search coherently

)
.
it b o Sodat bt e hn e € T W e v

fer a signal source is now a completely unknown quantity. What, if

LA

anything, can be done to coherently combire these receivers to form a

e
e ety

~ o L
.

superarray aperture, and thereby improve signal detection capability?

VLT

This iz the question which will be addressed and answered in the

e b
i

ot o A S nY

dissertation.
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The basic approach to the problem is as follows. A beacoa signal

source is placed in the ocean, and radiates a known waveform to each

sensor. Each sensor measurcs the travel time of the signal in propaga-

ting ‘through the random ocean channel. This information yields the

8 correct phase shifts for the superarray to focus on the beacon., The

objective is to scan the superarray focal spot away from the beacon in

search of a signal. But since the ocean is fluctuating both spatially

e as s

.and- temporally, the distance and time for which this can be done is

Mo tacryy

limited duc to loss of coherence. More beacons will be required so
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that the superarray may scan from beacon to beacon to maintain an

acceptable level of coherence; the sensors must also refocus on the

same beacon as often as is determined by the stability time of the
fluctuations. The results to be presentad in this dissertation will
be utilized to determine these required beacon spacings and refocus-
ing times, for specified system performance parameters.
1.2 THE éOHERENCE FUNCTION APPROACH TO THE SOLUTION

The' underwater propagation path between the source and each
b L sensor is modeled as a random channel whose stochastic parameters

3 depend upon the oceanographic fluctuations. Since the random variations

L1
AT

PO
bR

in the received signal are uncorrelated among all sensors, the ability

to coherently combine the distorted signals depends upon the degree of

|
Bl S

.

N R Y]

similarity cf ‘their waveforms, In the frequency domain, this is
viewed as a measure of how well each spectral component of the signal
pairs can. be combined in phase, despite the randomness.

A quantitative measure of this pairwise c&herence is given by the
spectral coherence function. Its magnitude, varying between zero and
unity, is the gain in received siénal power achieved by combining a
pair of random signals with partia; coherence; a value of unity indi-~
cates 100%Z gain in signal power. The argument of the coherence function
is the average phase difference between the éignals necessary to
coherently combine them. By considering all possible ﬁairs of sensors

in an array, the coherxence function defines an important array perform-

ance parameler, the array gain. The coherence function is therefore

the. key to the relationship of array performance to oceanographlic
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fluctuations. The bulk of this fesearch has been devoted to develop-
ing a parametfié form for the cohérence function, which can be used
to predict array systém performance. ThHe general theory of the
cohérence function is presented in Section 2.4, and its solution for
the random multipath ccean channel, called the multipath coherence

- function, is developed in Chapters 4 and 5. . .

1.3 SUMMARY OF RESULTS

mane

By means of the model of uncorrelated random propagation channels,
an expression for the coherence function has been derived in terms of
fﬁé parameters of real oceanographic fluctuations., The model is
generalized to include scanning distances and times, Although the

results include the most recent information available on ocean pheno-~

mena such as internal waves and tides, the structure of the ' model itself

is independent of these data and can easily accommodate future changes

or new theoretical developments in oceanographic fluctuations.

The results of the analysis demonstrate a simplification that
allows numerical results to be computed with no more than a hand calcula- X
tor, The derived expression for the multipath coherence function is a
c9mposite of three factors which affect signal coherence: determinis-
tic multipath intefferencc, random fluctuations which are incoherent
among the rays of a multipath set, and fluctuations which are completely f
ééhefcn: among rays. The actual multipath configuratidn can be ob-
iéiﬁed from a ray tracing computer program or from experimental

¢

measurements of an ccean channel's impulse response. The second fac-

tor is dominated by dnternal waves and the spatial variations due to

' 5
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ray paths which change with range. The last factor is a fluctua-
tion due to internal tides. The value of this mathematical factori-~ ) :
zation is that it permits each source of coherence degradation to be

analyzed separately and the relative effects of each tc be compared. e :

‘e st

In the coherence-: function, system design parameters such as scan

distance and scan time have been related to the parameters of the

P e

ocean fluctuations. This enables a determination of required beacon
spacings and beacon refocusing times for the design of a superarray

systeﬁ. These results are then applied to a superarray system design

——

to demonstrate practicality.
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Numerical results of the analysis show that widely spaced receiv-

S e

ers. can be conbined with partial coherence to cover large ocean areas, ;
and with significant realizable array gain. In additiom, it is shown

that such a svystem design is practical with respect to required density

SRS e
STA SR BT s L s

of beacons and refocusing times., Methods of implementation of such a

Yoo

system are proposed, which require only system components and proce-

o et S at
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dures well within the limits of current capabilities, both technically
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and economically.
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1.4 SUWMARY OF PREVIOUS WORK

The primary application of this work is to an adaptive array tech-

%
e

I3

Pt IR

nique-known as self-cohering. When the array element locations are nof

known- accurately, or when the medium has a randomly varying index of

refraction, then array beamforming and scanning must be performed not

by a priori phasing based only on array gecometry but also by mcﬁvurcm“nt

of signal phase from a direction ncar the desired source location.
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Self-cohering techniques applied to retrodirective antenna arrays :

1 207K

were first discussed in [lj. A survey of current and previous work
in self-cohering techniques, and an analysis of beamforming and scan-
ning of self-cohering ficrowave arrays, is given by Steinberg [2].

Most of the current research in self-cohering techniques for very

large HF and microwave arrays is being done at the Valley Forge Re-

search Center [3].

Self-cohering techniques for arrays were first introduced into

O A O A e SRR

the field of optics in the early 1970's. A description of some of

Ky e vy

this work can be found in [4). 1In principle, the techniques are identi-

‘}\‘»1‘

cal to those used for antenna arrays.

ISR
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Although adaptive techniques have been used in underwater acoustic

array processing for some years [5], 2 common assumption has: been per-

R VS

fect signal coherence across the array aperture, A discussion of k!

P

signal processing for very large arrays can be found in [6]; however, : ‘%

the unlikely assumption of perfect signal coherence is also made in 5

) ) ¢
that report, o ' e

| ’\%’(

Lo

The most important aspect of this work is the analysis of signal gng

A
{{?!.

coherence in random ocean channels., There are two different definitioans »

YEs

3

35

of coherence in common use. In the field of electromagnétic wave

¥4(«
P
R

propagation, particularly in optics, the measure of coherence most

o

commonly used is simply the normalized time-domain cross-correlation
function. A thorough theovetlical analysis of the significance and

application of this coherence function is given by Beran and Parrent

{71, and they also glve a survey of previous researches. It is surpris- v

ing, however, that all of these resecarchers were unaware of the other s
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definition -of coherence until its rediscovery by Mandel and Wolf [8]

in 1976. First introduced in time series analysis by Wiener [9] in

st apaw wd

1930, it is defined as. the cross-power spectral density of two time

“r

functions, .normalized by their auto-power spectral densities. Probably f
the best .description and explanation of the physical significance of iy
this spectral coherence function is given by Koopmans [10], who also
presents a ccmplete history of its development. Other analyses of
this .coherence function and its use can be found in Bendat and Piersol

{11}, and- Jenkins and Watts [12].

B S T S e

Y

The spectral coherence functjon is the measure which is used in

7RG gy S A8

this work, 1Its advantage is that it gives an unambiguous quantitative

PTR

T

measure of the ability, at each frequency, to coherently combine ran-

Ae
53

domly distorted signals., A good discussion of the difference between

.-1"(’.: AN

B
’

the two neasures of coherence, and the advantages of the spectral co-

A

herence function, is given by Roth [13]. 1In the field of underwater

&

acoustic array processing, both definitions of coherence have been

Syt o S
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used. Use of the cross—correlation coefficient in the definition of

Ny
A

array gain was demonstrated in [14]. Some applications of the spectral

o
LRSS

coherence function to underwater acoustic processing are given in [15]. oy

There has been a number of studies, both experimental and theoreti-

cal; of coherence of acoustic signals in a random ocean environment
and its effect on array performance. Smith i16] has presented an
analysis of spatial coherence in random multipath changels due to the
effects of variations of Bmltipath interference with range. However

his results are limited to separations for which the received signal

is a plane wave, and the random varlations are coumpletely eonrrelated. t5
» A
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~ Jobst and Zabalgofieazcoa [17, 18] have analyzed the effects of a R
moving source on signal coherence in a multipath channel. Here again ;{
the signal is assumed.to be a plané wave across the array and the phase fé

]

fluctuations are also assumed to be completely correlated among sensors. ; ;;

: . Cf
Munk et al [19] have determined limits on coherent processing due to W

) - N

phase fluctuations caused by internal waves. Their analysis is also o

‘1limited to small Sensox separations and large phase fluctuations.
The najor difference betwéen all previous work and the work to be .
performed here is that the former has been limited to sensor separatioms

that are within the correlation distance of the random fluctuations.

Degradation of coherence, then, essentially becomes just a matter of

N IR T S TRTEPA
[ X% RN

lack of correlation bétween the randemness in signals. “But this gives . ‘ -iH
no insight into the ability to combine signals with partial coherence
when the receivers are far beyond this corrélation distance. If the
random fluctuations in signals received by widely separated sensors are
small enough, then the possibility exists for achieving some gain by
broperly phiase-shifting one signal with respect to the other. Another
difference from previous work is that plane wave phase shifts are gener-

"ally used for conventional beamforming and scanning., However, these do

not take into account the phase bias due to.multipath and oceanographic

%% fluctuations., By using the true average phase difference between sig-
sl nals as predicted by the coherence function in terms of oceanographic

fluctuations a further increase in gain may be realized. The spectral

- coherence function is a suitable measure of this potential, and it is

toward this end that most of this research has been directed.
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1.5 ORGANIZATION AND CONTENTS

The chapters of this dissertation are organized into five inter-
related levels of matérial as indicated in Fig. 1.1, "The first level :
consists of this introductory chapter which lays the groundwork for the
dissertation by stating the problem, thé approach to the solution, and

giving a summary of results and previous work. The second level is com-

. s

posed of Chapters 2 and 3 and presents essential background information.

»

R -,
sanes A e T abad K F S pra it s

Chapter 2, "Underwater Acoustic Propagation and Array Processing", dis-

cusses the wave equation and ray solution, and variations in the sound
speed as causes of phase and amplitude fluctuations. Some characteris-

o tics of underwater acoustic signals and noise are presented and the

Ssnve

S

general theory of the coherence function is developed. Basic érray pro-

»

o
=ty

e
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cessing theory in the space and time domains is discussed including the

27,
|53 |
g
i
3

Learrad it

general effect of the randomness of the medium., Array gain and its :

el

relationship to the coherence function is presented and methods of beam-

g‘ forming are discussed. Conventicnal arrays are considered with respect
ﬁf | to their characteristics of size, directivity, résolution, and correla-
tion of random fluctuations. The characteristics of very large arrays
are presented, including near field focusing and scanning, resolution,

uncorrelated channels and uncorrelated noise, and the array pattern.

A comparison is then made between conventional arrays and very large ar-

rays (VLA). ‘Finally, the topic of a VLA composed of conventicnal sub~

S
s s

arrays is discussed,

Chapter 3, "Oceanographic Fluctvations and Their Effects on Propaga-

tion", presents the characteristics of occanographic fluctuations deterx-

mined from cxperimental observations, and classifies them according to
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LEVELS OF ORGANIZATION

CHAPTER 1 INTRODUCTION

- 1 7 PO !

i
CHAPTER 2 % CHAPTER 3 | BACKGRGUND

Y

< CHAPTER 4 7 THEORY
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CHAPTER 6 Y CHAPTER 5 | APPLICATIONS
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CHAPTER 7 SUMMARY

Fig., 1.1 Organization of dissertation.
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their effect pn‘array processing. Types of flucéuations are then dis—-
cussed and the theory of those fluctuations which are relevant to the

design of a VLA is developed., The chapter concludes with a sumﬁary of
éhe relative importance of these fluctuations accofding to the latest

experimental and theoretical results,

The thirﬁ level of organization consists of the central theory of °
the dissertation, presented in Chapter 4, "The Multipath Colerence Func-
tion for Uncor?elated Undervater Channels". This level mekes the tran-
sition from background material to the subject ;f the thesis and, with
few exceptions, follows directly from the first chapter for one thor-
oughly familiar with the background presented in Chapters 2 and 3.

The MCF is presented as a new measure of array performance, and its
rhysical significance is explained. The MCF is derived using the
stochastic time-varying channel representation of mul%ipath propaga-
tion for general oceanographic fluctuatiuns. The theory is then extend~
ed to include the effects of VLA scanning in space and time. The re~
sults of the analysis are discussed in detail, and the summary presents
a prelude to the development of the MCF in terms of real oceanographic
fluctuations in Chapter 5.

The fourth level of organization, composed of Chapters 5 and 6, is
an application of the central theory of Chapter 4 to the background
material presented in Chapters 3 and 2, rcspectiv;ly. Chapter 5,

"The Coherence Function in Terms of the Oceanographic Fluctuations",
incorporates the pafﬁmctérs of the predominant‘fluctuacions into the
MCF and analyzes the effects of ecach on cohérence. In particular, new

theories are developed for the effects of spatially varying multipath
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1ﬁ;¢£§erence and internal tides. Complete numerical results are given
which show thereffeqtsvof source range, frequency, multipath char;cter-
istics, and scanning onICOHerence, due to éach individual source of -
fluctuation., Physical in;erpret#tions of the results are also given.

Chapter 6, "Application to a Superarray System Design", is con-
cerned witﬂ a practical application of the previous developments to the
deg;gn of a large underwater aperture of coherently combined subarrays.
ég approach to a complete VLA system design is outlined,“inéluding'such
considerations as beacon placement, beacon waveforms, and required bea-
con spacings. A system design procedure is then given which proposes
a methodology for implementatién of systeg specifications. Finally,
othef;important considerations are mentiored, such as local;zation ' .
and source tracking.

The las: level of organization is comprised of Chapter' 7, "Summary
and. Recommendations for Further Study". This chapter conciﬁdes the
work with an interpretation of results and a statement of all limita-

tions. Recommendations are then made for future studies 6f relevant

tqp%cs not considered here.

As illustrated in Fig, 1.1; the essence of this dissertation can
be obtained froﬁ Chapters 1, 4, and 7 which contain a statement of the
problem, the method of solu;ion,'and resﬁit;, respectively. chapéers 2
and 3 provide a basis for the development of Chaﬁters 5 and 6, which
latter are neccessary for a full understanding of how the conclusions of

Chapter 7 follow from the theory developed in Chapter 4.
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CHAPTER 2

UNDERWATER ACOQUSTIC. PROPAGATION AND A\RRAY PROCESSING

2,1 THE WAVE EQUATION AND RAY SOLUTION

The propagation of an underwater acoustic wave oﬁeys the wave
equation for the pressure

2 _ 1 3 (2.1)
Vo = ~E-—~E *

c t2

QL

in which p = p(x,y,2,t) and ¢ = c(z).

. wt .
Agsuming A time dependence ej , the wave eguation becomes

+ —=ip = 0. (2.2)

By making a substitution of the form
p = Ae*j¢ (2.3)
the Eikonal equation for the phase is obtalned:

[v6]% = o2

2
c

*

(2.4)
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The speed of sound, c(z), has a variation with ocean depth determined
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primarily by variations in temperature and pressure., The sound.speed
inéreases as temperature and pressure igcreqse, resulting in a souﬁd
speed profile as .shown in Fig. 2.1, The sound speed usually has its
maximum at the surface where the temperéture is the highest. The

sound speed decreases as depth increases due to the decreasing tempera-
ture until the effect of increasing pressure causes it to again increase.
The depth of the minimum sound speed is known as the sound channel

axis. Maximum variations of c(z) are from about 1480 m/sec to

1550 m/sec and depend on climate, season and time of day.

The Eikonal equation is valid if

AAg << 1 (2.5)
c

i.e., 1f the fractional changé in the sound speed gradient, g = dc/dz,
over the distaace of a wavelength is very small compared to £ = c/A.
The surfaces ¢(x,y,2z) = constant define the wavefronts and the ray

paths perpendicuiar to these wavefronts can be found once c(z) has been
hspgcified. An example of ray tracing for a specific sound speed profile

is given in Fig. 2.2, From the Eikonal equation comes the underwater

acoustic equivalent of Snell's law, written as
e(z) = c(zv)cose ’ (2.6)

in terms of the sound speeds at a depth z and at the vertex depth 2,
and the angle O which a ray makes with the horizontal at a depth z.
When the gradient g is positive, a ray 3is concave upward, and when g is

negative, it 1s concave downward. For a ray which leaves a source at
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SOUND SPEED, c(M/SEC) -
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Fig. 2.1 TUnderwater sound speed profile.
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Fig. 2.2 Ray paths and sound channcl. :
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depth z; at an initial angle eb, the sound spced at the vertex can be
found from (2.6). The ray is within a sound channel Vhen it has both
an upper and a lower vertex and all rays which leave the source at
angles smaller than 90 will stay within this sound channel. Certain
rays which leave the source will reach a receive; at a depth z The

R.
underwater sound channel is therefore characterized by multipath propa-

gation between source and recelver.
The total phase of a ray in propagating from source to receiver

s ¢ = wT, and total travel timé is found directly from (2.4) as

ds
@ ° (2.7)

J
ray path

T =

The travel times, pressure amplitudes, and arrival angles- of all rays
which reach a receiver are usually obtained from a ray tracing
computer program. For a specified sound speed profile, source fénge,
fréquency, source depth and receiver depth, the program will compute
the dabove quantities for all possible ray paths between source and re-
ceiver.

An example of the characteristics of multipath propagation is
shown in Fig. 2.3, The source and receiver are separated by a range
R = 500 km. The figure shows the travel times and relative amplitudes
of the rays reaching the receiver, all of which arc bottom reflected.
The nominal or average travel time for the channel is seen to be on
the order of Ty = R/e = 500/1.5 = 333 secc and is called the bulk time

delay. The rays arrive in pairs with approximately the same amplitude,
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one ray arciving at an upward ahglé .and the: other at the same angle

' 4dn-a dbwnﬁafa“direction. The ini;{al angles of these rays at the
:gource -are also.equal about the horizontal. Rays which leave the

‘hource at small angles have larger amplitudes due to shorter path

lengths and fewer bottom reflections. As the initial angle of each
ray pair increases, its path length and number of bottom reflections

increase, and the relative amplitude decreases. Due .to the attenua-

‘tion 6f high angle rays over long ranges, ray arrivals with,signifi-

cant amplitudes are usually limited to small arrival angles. The time

between the first ray arrival and the last ray arrival is called the

time spread of the channel, Tge The time spread usually increases

with increasing range and, for the figure showm, T, = 7 sec.

S

The received pressure field for a multipath channel is the

&

superpositinn of K individual ray arrivals given by

K . K -jwT, .
jwt >k
H(w) = p, = e Ae . (2.8)
kzl k kgl : ‘

>

This field exhibits interference among the component rays resulting in

frequency selective fading. Depending upon the arrival tiaes and

amplitudes of the rays, the received field will demounstrate construc-

tive or destructive interference at different acoustic frequencies as

_depicted in Fig. 2.4. The received field will be at a maximum at

ffcquencics for which the rays are all in phase, while for other fre-
quencies it may fade due to total destructive interference., Frequency
sélective fading demonstrates the importance of a frequency domain

analysis of multipath chanuels.
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2.2 EFFECT OF RANDOM FLUCTUATIONS

Besides the deterministic variation of sound speed with depth,
there are oOceanographic fluctuations which are random éfocesses in
space and time and cause fluctuations in the ocean temperature, result-
ing in random fluctuations in the sound speed. Among'these fluctuations
are internal waves, which are predominant, internal tides, currents,

and eddies. The sound speed is now given by

-
1

c' = c(z) + Selx,y,z,t) (2.9)_

N

where 8c/c is typically on the order of 10*4. In the presence of
this random sound speed fluctuation, the rays will be slightly per-
terboed from their doterminigtic paths as shewm in Fig., 2.5,

The effect of the fluctuations must be fgund by solving the wave
equation usin; the sound speed given by (2.9). The method of solution
depends upon the acoustic wavelength, range from source to receiver,
and the correlation lengths and times of the random fluctuations. 1In
this work, the solution for the pressure in the presence of ray pertur-
bations will be restricted to the geometrical optics region where
diffractién effects are negligible so that amplitude fluctuations are
much smaller than the phase fluctuations. The conditions which must be
satisfied for this solution to be valid are: .

1. The wavelength is much smaller than the smallest correla-

tion length of the fluctuations,

A << LO . (2.10)
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CONSTRUCTIVE INTERFERENCE-
- PRIMARY MAXIMA

z./ \

SECONDARY
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"FIELD, H(w)

~

MULTIPATH PRESSURE

RADIAN FREQUEN:Y, w

Fig. 2.4 TFrequency selective multipath interference.
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Fig. 2,5 Perturbation of ray paths.
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The travel time is much smaller than the .smallest correla-

tien time 6f the fluctuations,

T << T4 (2.11)

3. Diffraction effects (and therefore ray amplitude fluctua-
tions) are negligible, which réquires that the size of a

Fresnel zone be smaller than the smallést correlation

length of the fluctuations,

2 B
A= 22 < 1. (2.12) -
0 -
For homogeneous, isotrepis fluctuations, the condition ) .
is
= ?“% <1 (2.13) 74
20 ;

For inhomogeneous, anisotropic fluctuations such as internal

waves, the diffraction paramcter A is obtaiﬁgd by an average

2 . £ ‘2

RF (Ve »..:'; ”i’f‘ 5

A= =3 . (2.14) 5 A
£ DR

0 ray path i

~

over a ray path,

For internal waves [1] - e

N AT

A = (50 Hz/£)(R/300 km). -(2.15) ;

.
LSy

Y 3

Ps

4, The total mean square phase fluctuatién for an ind. sidual
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B - For internal waves [1]

= (£/50 Hz)2(R/300 km). - (2.17) :

The region A 21, ¢ S 1 corresponds to the Rytov solution . .- -

wddres

NI

- '
- - N

of the wave equation (the method of smooth perturbations) in which,

.amplitude variations are no longer negligible. ~ The combination of

R

PRI It 1 s AR 1 s e

this region and the geometrlcal optics regime comprlscs the unsauurated

-

region, iﬂ'which a propagating wave can still be represented by an

-

.

amplitude and a phase., This is no- longer true, however, in the

R

saturated regions in vhich there are very strong perturbations in the .

.
D S

»

ray paths. A diagram of these regions for internal wave £luctuations i

is given in Fig. 2.6.

With the restriction to the geometricel optics region, the total

phase of the kth ray is ) :

DR O EE v,\'«;“\ o

i . = {“ ds -d-§- . w_ _(S_S ds _ - N
4 ¢k w Jc(zH Gc(,c,y,z £y ~ e ¢y 17 = w(Tk k) ‘
K ray pach . (2,18) - s

e

~

The received random multipath field now becomes

sy va

’
>
~

’ H(w) = Jut % ‘ijk jwe
k=1

k - N

3

FRTs
{

,(2319)

At G Y
R s
g
g

3

where tk is the travel time vdriapion caused by perturbations in the

g
Iy

ray path. The amean squave phase fluctuation is

.
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P
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. (2:20)

Another important parameter in determining the effects of phase

fluctuations i; the phase structure function [2], defined as the mean
squafe difference in'the phase fluﬁguations between two rays. In
terms of the fractional sound speed fluctuation along rays 1 and 2,
W = (C‘Sc/c)-l and y, = (GC/E)Z,

it is given~by

- - 2
) . 2 - w_ L

Dy, = Lt jwe,)2> = o [rqes o yuzds
. T ray 1 “ray 2

The phase s;;ucture'function thus depends upon the total mean square

pﬁasé’flucguation for each ray, and on the correlation between the

sound speed fiuctuatipns at all points along the ray paths, given by
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2.3 SIGNAL. AND NOISE CHARACLERISTICS:

The definition of signals and noise is soﬁewhat subjecfive in
that it éepends upon what type of acoustic reception is of pfim;iy
interest, and which others cause interference in the attempt to detect
it. A signal may be a partially coherent narrow band acoustic wave
such as a discrete frequency line from a surface ship, while tﬁe noise
may be incoherent and broadbana, such as ambiént noise arising from &
superposition of numerous long range sources. On the sther hand, a sig-
nal might be a broadband random source, while interfering noise couid '
bé narrow band a?d highly coherent such as from surface ships. 1In this
study, a signal is defiged as any acoustic wave, either randpm or deter~

ministic, narrow band or broadband, which originates at a single point

source, and therefore is partially coherent at separated sensors. Also

. .

the noise will be limited to random broadband ambient noise which is

incoherent at separated receivers.

2.4 THE GOHERENCE FUNCTION

Consider an acoustic point source radiating a wavefsrm s(t) which
has a spectrum S(w)*. Assune that the wave propagates with;ut attenua-
tion along single paths to two separateé receivers. In each channel,
.the signal incurs a time delay equal tc its travel time, a random
travel time fluctuation, and an additive noise. The travel time
fluctuation is slowly varying compared to duration time of'the signal,
The rececived outputs are then spectrum analyzed and summed as depicted

:

in Fig. 2.7.

*In this discussion waveforms are truncated at some finite time.
Fouricr transforms are taken over this finite time interval.
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SATURATED REGION

. GEOMETRICAL OPTICS

50+

A=1
RYTOV SOLUTION
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Fig. 2.6 A-d diagram for internal waves.
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The ensemble average power output of this resulting two element ;

array is propertional to ‘ ’

P, = Qsl(w)+Nl(w)+Sz(w)+N2(w)!2>
- - <| 5, ) |2>*652 @) '?> rake <Sl(“’)sz* (“’)> ' ;
| ‘ + <]Nl(w)|2>+<|z~:2(w) lﬁ +2Re<Nl(w)N2*(w)> - (2.23)

B el S i

. Assuming equal noise power ? %"

; No((.u) = <|Nl(w)l > = <IN2(w)l > , (2.24) ?
’/ ;
; and equal signal power, ‘

.
sp = (e, @13 = (s,wl*) (2.25) "-

then

P’I‘ = Zso(w)+280(w)ReYs(w)+2NO(w)+2No('.u)ReYN(w) . (2.26)

The quantities Ys(w) and YN(w) are the signal and noise coherence

functions, respectively, defined as

¥ () <sl(w)82-*(w)> o]
s - T 7 ;; o Oslyg(w) sl 2.27
. sy s, w? S (2.20)

and

<N‘ (w)N *(w)>
W) = . .
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.
t

The significance of these functions is more apparent in their

P RS

rélationship to array gain. The array gain is defined as the sig-

nal to noise power ratio of the array divided by the signal fo noisa

‘power ratio of the individual veceiver,

s, /n
A A (2.29)

Iay
Sol uo

' E

or,.equivalently, as the signal power gain of the array divided by

the noise power gain of the array

s, /s
G = A O

=TT e (2030) N
NA/N

Since for thn two receiver array,

[N
s 15 e

S, = 25,+25,ReYg (2.31)

< S

<
A

and

i aw

.
st

(2.32)

l‘ .t

N, = 282N Rey

N 1

,

s,

o j? :'3“-“;"'&»
kil R

then

o,
»{f

s,

1+Rey TR
—.S Dy
. G = 14Rey * (2.33) SR
N 3
It can be scen from (2.33) that Ys(w) is a quantitative measure of T

the gain in average signal power achieved by combining a pair of sen- .

sors with partial coherence; a value of unity fudfcates 100Z gain In

,,,,, Ny
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signal power.

In order to make the significance of the coherence function more
clear, it will be assumed that the random travel time fluctuaticms,
tl and tz, are teomporally stationary Gaussian random processes which
have zero mean, variance 02, aund spatial correlation coefficient p
with.largest correlation distance LO’ so that for receivers with.
separations greater than LO’ p =0, From (2.27), the coherence
function is .

~jw(T1-T2)

~Jult,=t,)\ -ju(T;-T,)
e € * (2.34)

Y5 W) = = e"wzoz(i°p)e
It can now be clearly seen that the coherence depends upon both the
ecorrelation of the fluctuatinns and theié size, The most importént
conclusion to be made is that if p = 0, the coherence‘YS(w)‘is not
necessarily z2ro, and in fact can attain values very close to unity if
02 is small enough. The major premicse of this dissertation is that the

random fluctuations are stochastically independent due to the large

receiver separations, so that the major effort is directed toward

determining the size of the random fluctuations., The above expression

also hints at the fact that the argument of the coherence function is
the average phase differcnce between the signals necessary to coher-
ently combiune them.

For arbitrary signals, the coherence function is formally definea

as [3, 4, 5]
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e raa s

©) Glz(“’) (2.35) .
. Y (W) = .
¥s /Gl (w) 62 (w) é

«

where Glz(w) is the cross power spectral density of the received sig- P

nals, and Ga(w), Gz(w) are the auto power spectral densities. Its two

T T W ST

S it < o

most important properties are

ey -

1 - its magnitude, varying between zero and unity, is a quantita-

Dot

tive measure of the ability to combine random signals by giving the

ot £ < S

éain in average signzl power,

2 ~ its argument is the average phase difference between the
signals necessary to coherently combine them [4].
It should be noted that the coherence function is not simply the fre-
quency domainr analog of the normalized tine cross-correlation function,
The correlation function is normalized only to the mean of the total

power in each channel, but the coherence function is normalized at

S T D T T A R R R R e U

each frequency separately [6]. Another major difference is that the ] |

DE

LAy
Y3

correlation function inciudes the entire uspectrum of frequencies pre-

e L
=
TR

Y& e s

sent in the signal waveform; there may be a high degree of coherence

g0 b

4

e

at certain discrete frequencies, but this information will be lost if

re

.
Yie
%

i Y .
-

coherence is low over the major portion of the signal spectrum. This 1
again demonstrates the importance of frequency domain analysis. zg
: 3

nE
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2.5 ARRAY PROCESSING i
%

» . . 0,:

It was stated in the previous section that the argument of the N
signal coherence function is the average phase differcence between %
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the two received signals. In practice, then, each sensor pair
would phase shift the réceived signal by this amount before adding
the receiver outputs, The degradation of coherence would then be
determined by the magnitude of the coherence function which is a
measure of the random phase fluctuation about the average.

The generalization of array gain to an arfay of N sensors with

amplifications and phase shifts appl;ed to their received signals

before combination is [7]

N N,
mzl nglwhwn YSmn(w)
C =W
z 2 wuwﬁ Y (@)
m=1 p=1 ° 0 A0 (2.36)
JF
i} W W
1.
l W IgW

in which the w, are the complex weights for the amplifications and
phase shifts, and the signal coherence between receivers m and n is
Ysmn(w), with stm(w) = Y;mn(w) and YSmm(w) = 1, and likewise for
YNmn(w). Conventional beamforming is the choice of the W, to co-
phase for the average signal phase difference given by YSmn(w).
This does not consider the effects of the noise on array gain.
Adaptive beanforming [8) however, consists of choosing the weight
matrix W to optimize the quantity (2.36), which does take the noise
coherence matrix, FN’ into account, For the case of incoherent

noise, FN becomes the unit matrix, and the two-methods are then equiva-

lcnt.
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Assume that the sigral coherence has the same magnitude be-

Fente ok e s ay d

tween all pairs of sensors so that ‘YSmn| = YS for m # n, and that

E? the weights have unit magnitudes, with their phases chosen to co-

phase perfectly for the average phase difference between each pair

-

SPERT

“

sors to the new source direction. The direction for which the array .

o8

i3 cf signals given by the argument of Ysmn* If the pairwise noise co- ]
’ herences are also equal so lYNmnl = Yy for m # n, and if the noise @
‘ . 3
! has zero mean, then A
i} ' 1+(N-1)YS
: . — i
G = SEN LY (2.37) $
N
11 This expression will be valuable .in comparing conventional arrays E
j with very large arrays. §
: Another important performance parameter in array processing é
. is the directional power response of the array, called the array é
: K
i
E 1 . pattern, When an array is cophased for a particular source direction, 5
Sy
ﬁi a signal arriving from a different direction will cause a different o
~i /."g;
15 array response due to the different relative path lengths among sen- ¢ %
11
13

-

ALY

is cophased is the primary maximum of the pattern and is called the

.

main beam, For some other directions the relative path lengths will

TN e —

cause a partially destructive interference resulting in a region of

3

lower power Yesponse called the sidelobe region. Besides the direction .

peuatcarrgy

of the main beam, constructive interference will occur in other

MEVErTEr ety

directions causing additional primary maxima in the pattern. Since

an array cannot distinguish which primary maximum is receiving a

signal source, this results +in source locuation ambipguitics sometimes

.
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called grating lobes. ‘The quantities of relevance in this study
are tﬁe main beam ﬁidth and the distance between primary maxima,
The order of magnitude 6f these quantities can be estimated
independent of noise and random fluctuations.

Consider a single path channel with constant, non-random sound
speed, and a source at a range RA. The signal received at the .nth
sensor i; proportional to-s(t-Tn) which has a spectrum Sn(w) =
S(w)e—je N where T, = Rn/c. The response of an array of N sensors

to this signal is

N N % %

P, = § Z w v S (S (W)
m=1 n=1

) (2.38)

& "j w (Tm_ln)

='iS(w)IZZmew;e .

To cophase for a signal at a different range, RnO’ the conplex
JWT
' = n0 _
weights are chosen so that W lwnle » vith T, = Rno/c.
Eq. (2.38) then gives the response to a source at an arbitrary

range Rn; when Rn = R the array response is at its maximum,

no?’
2.5.1, CONVENTICNAL ARRAY
Consider a linear array of length L, whose N receivers are located
at distances dn from the origin, which receives a signal from a source
at range Ro, as depicted in Fig., 2.8. A conventional array is

characterized by

1 « recejver separations which are on the order of wavelengths,

RN 50 e e AT, AW
r 5t SR B S R T
N e ' v W 2 AL, ot o s

o, Y

E

%

N

PR SR ISR .
gaxaabe iy o cr

et a4 vt

VT R e o A L

2 .
A ERn art YL 2asT A S

ondpfacrn s

e ke

s YR
R O N AT e o Tk

>,

e

Kot b w5 ADE TR

< oS o




37

and therefore much smaller then the smallest correlation distance

of the fluctuations, i.e,

dn ~ A< lo. . (2.39)

2 - Fraunhofer diffraction, so that the source is in the far

field, and the array receives a plane wave, i.e,

b ~
a_ sinu
n

and from (2.38) the array pattern is

& Jk(d -d )sind .
e o0 (2.42)

mn

If the weights are chosen to form a beam in the direction 00, then

~jkd sinf
no 0 (2.43)

3

so the pattern is

(2.44)
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’

in which the pattern variable in sine space has been introduced,

. : u= sine—sineo . (2.45)

The width of the main beam of the conventional array is approximately

AuB (2.46)

4
>

and the spacing between primary maxima when the receivers are nearly

equally spaced is on the order of

AuM ~ %% . (2.47)

Since (2,45) showe that the maximum range of
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154
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no ambiguities if

L< N, (2.48)
2

Eq. (2.39) implies that p = 1 between all receiver pairs, so

that the coherence from (2.34) becomes

-jk(dm~dn)sin6
Youn = © (2.49)

which shows that the average phase difference between the received

signals is

’ ¢ﬁ—¢n = -k(dm—dn)sino . (2.50)

, After cophasing, the galn of (2.37) for unit welghts is
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in vhich the noise may be partially coherent due to the close sensor

spacings. For YN¢0, G*N, which is the maximum attainabie value.

% S by et T R Ay

.

L Ay NS0T S A

For YN*l, G+1l, and for large N, the gain can be no greater than

1/YN, and does not depend on N, This impliecs that for very small

o

values of YN’ it is worthwhile increasing N to increase G, but for

+

medium values of YN’ say YN=.S, the gain can be no more than G = 2,

j.e., 3 dB, no matter how large N is.
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2.5.2 VERY LARGE ARRAY (VLA)

ol Consider now the configuration of a VLA depicted in Fig. 2.9.

In contrast to the conventional array, it has the following character~
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Y ade

istics:
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1 - receiver separations which are greater than the larges-

23,5
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£

correlation distance cf the fluctuations, and therefore much greater
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than a waveleagth,
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{%f)’:fz‘l“Em

dn>>L0>>l . (2.52)
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2 - Fresnel diffraction, which implies that the source is in the

.
S
BT

near ficld, and the signal is not a plane wave, i.c.

(2.53)
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For a single path, non-random medium, Tn = Rn/c, and the array
pattern from (2.38) is

Jk(R -R )
P, = Xmey:e @ n

(2.54) {
in which the weights should be chosen to cophase for the desired
source locaticn. UYnlike the conventional array, a VLA can discrimin-
ate in rénge. ‘It is therefore convenient to give the pattern
characteristics in units of length in both range and azimuth? The
radial width of the main beam, called the depth of field, is on the

order of

and the corresponding width of the main beam in azimuth or cross-

range is

+

£ Whey

as, ~ i [Fo) . ' (2.56)

- L

The spacing between primary maxima when the receivers are nearly

equally spaced is

P 2 )
Doy ~ NZA (fo _ (2.57)

in range and

*These results woere obtained from computations using a linear VLA
of equally spaccd receivers.
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It is apparent that, since L is large for the VLA (on the order

in cross range.

of RO)’ there are numerous ambiguities in both range and azimuth,
with spacings on the order of waveléngths. For the same reason, the
VLA beamwidth is much smaller than that of a conventional array.

The characteristic of large spacings from (2.52) implies that
the random fluctuations are uncorrelated between receivers, so that
p = 0. From the simple example of (2.34) the coherence is “hen

2 2 ~§u(T_~T )
-y O m n
YSmn e e . {(2.59)

The coherence now depends only on the size of the fluctuations

determined by 0. The average phace difference is

In general, this phase difference cannot be predetermined due to
the random fluctuations, so that some method of measurement must be
used.

Due to the large receiver spacings, the ambient noisc will bé

-incoherent, so that Yy = 0. The idealized gain from (2.37) then be-~

comes
G = l+(N~l)Ys . . (2.61)
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For YS*O G+1, and for Yg -+1, G*N, its maximum, However, in con-
trast with the conventional array, there is now no limit to the
gttainable gain as N increcases. For intermediate values of Ygs and
- for large values of N, G+NYS. A comparison of the idealized gain
as a function of the number of receivers, N, is given in Fig. 2.10

for the VLA and the conventional array.

2.5.2.1 VLA OF SUBARRAYS

Consider a situation in which there are N indiridual omni-
directional receivers with which to design an array. If N 15 emall
then it is not practical to design a VLA with these receivers by
separating them all by large distances. There is no increase in
localization due to directional ambiguities, and gain is lost due
to decrease of signal coherence because of the large receiver
spacings. However it is practical to subdivide the N available
receivers into coherently combined conventional subarrays. There
will be an increase in localization ability over that of a single
conventional array of N receivers since each subarray has a beam
which can intersect those of the other subarrays, and the ambigui-
ties of the VLA are limited to this region of ¥ntersection.

Consider a system of NV subarrays, each containing NS receiv-

ers, The subarray giin is

N

S
Go = Tt (2.62)
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Fig. 2.10 Comparison of conventional array gain with VLA gain.
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and the gain of a VLA of omnidirectional sensors is

GV " l+(Nv-l)Ys (2.63)

so that the gain of a VLA of subarrays is

e s e

¢ = G,Gg ]

(2.64)

A s

Ns

1+(NS-1)YN

sovrw vy

n l+(Nv~1)YS

LSS K B TR
N T IR

e~

For YN = 0,

AR

AT

viar ri i ok

G = NS[l+(Nv—1)YS]. (2.65)

LS by
S w

} It can be seen from this expression that even small values of VLA

gain, G,, can be very significant. For example, with o =20, N, = 2,

V’
and Yg = .5, from (2.63), G = 30, By combining only 2 subarrays with

s e da Sekor i gy
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- a coherence of only 507 the effective number of elements in each sub- »

array when they are used incoherently has been increcased from 20 to

4 30. The expense of an individual subarray system including its

5
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4
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deployment, operations personncl, signal processing, etc., may be

o

',
Taks

2
~
W

# huge. The coherent combinatic . of such subarrays requires only some 3%

L . additional signal processing procedures and algorithms. Therefore,
3 from a cost effectivencss viewpeint, a VLA gain of only 1.5 will in- B
e crease the value of such a large system by this same factor, with i

S minimal additional cxpense,

The subarrays may still be uscd incoherently to increase
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Jocalization ability due to the intersection of their beams. When
they are combined coherently, the localization is no better than the
incoherent system, but the value of the increase in gain achieved may

- . be outstanding.

Due to the VLA ambiguity problem, application of the theory

presented here will be limited to a VLA of subarrays. Further

analysis of this subject will be presented in Chapter 6.
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CHAPTER 3

OCEANOGRAPHIC FLUCTUATIONS AND THEIR EFFECTS ON PROPAGATION

3.1 CHARACTERISTICS OF OCEANOGRAPHIC FLUCTUATIONS

Oceanographic fluctuations cause variations in the amplitude
and phase of a multipath acoustic siguna 1 Some of these fluctuations
are environmental, in that they are duec to variatioms in t*e ocean |
nedium itself, such as internal wave fluctuations, independent of
the presence of an acoustic signal,

The other fluctuations are classified as acoustic, since they de-
pend upon the presence of an acoustic signal and its propagation
characteristics. Examples of this type are spatial multipath varia-
tions due to changing source or receiver location, and frequency
selective fading caused by multipath arrivals with different travel
times. In addition, the environmental fluctuations cause acoustic
fluctuations, since signal characteristics are influenced by the
medium.

Acoustic fluctuations may be spatial and temporal. At a fixed
location, the amplitude and phase of a signal will vary with time,
and at any given time, they will vary for different source or re-
ceiver locations, A good example of cnvironmuntaily induced acoustice
phase fluctuations, which demonstvates their spatial and temporal
variability, is given in Fig, 3,1, Thic shows the results of a 13

month time series of acoustic phase taken in the Straits of Florida,
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and reported by Steinberg, et al [1]. The measurements were made

at three fixed colinear hydrophones at ranges of 7, 42, and 43

miles from a fixed source. Besides the obvious temporal phase
variation, it can be scen how the phase'varies with rectiver separa-
tion at a given time.

Enviroﬁmental fluctuations are also characterized by a temporal
spectrum with different correlation lengths and correlation Eimes.
Perjods of the spectral éomponents vary from minutes to months,
and characteristic lengths of the fluctuations have a scale ranging
from meters to thousands of kilometers. It can be stated a2s a
general rule, that the lower the frequency of the fluctuation, the
larger are its energy content, correlation length, and correlation
time. In Fig. 3.1, note the high degree of correlation between the
entire time series of H42 and Y43 due to their small separation,
while they have a high correlation with H7 only at the longer
period, larger amplitude fluctuations,

Environmental fluctuations can also bte classified as geographic
and non-geograpnic. Non-geographic fluctuations are those which
occur in all areas of all oceans of the world, such as intexrval waves
and internal tides. Currents and eddies are examples of the latter,
and occur only in certain arcas of the ocesn under certain conditions.

An excellent report on current knowledge of environmental and
acoustic fluctuations in the sea and measurement techniques is pre-
sented by Sykes [2]. This report summarizes the .results of measure-~

ments done over the last decade of all types of occanographic
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3

fluctuations and their effects on propagaéion, and gives a com- ‘
plete bibliography. Any reader who desires further information com-
cerning oceanographic fluctuations should consult this report, :

Further analysis here will be limited to only those fluctuations , :
which are relevant to this study. In order to determine this limita- | i

tion, a further description of the VLA system is necessary.

s ke ALy

As described in Section 1.1, a VLA focuses its widely spaced

receivers on a beacon source at time t, Using'average phase shifts

12 AN et en Y

determined by the pairwise coherences among all receivers, the VLA |
then scans a distance S at time t + T. The statistics of coherence g
{

are determined by considering an ensemble of identical such systems

L E ot AN EIA Y ¢ Ses

over which the environmental random processes cf interest are :

stationary in space and time. The requirement of stationarity £irst

e & etehan, s

implies that each member of the ensemble must have the same climate,

meteorological conditions, and season, all of which affect the nominal

o e

multipath structure, Secondly, the requirement that

(%
R

<,
e

PREL

T << ‘TO (3.1) ! &

o)

and &y
i

i

s << 3.2) G

0 : gy

m .. . L
vhere '0 andgfb are characteristic time and length of some portion ' oy
, A

a

of the spectrum in time and space of all environmental fluctuations 8
4

5

places a limit on the fluctuations which must be considered in order to %
maintain statfonarity. TFor T on the ovder of hours and S on the order ; ‘é
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of 100 km the environmental fluctuations can be limited to

1 - Internal waves, which have correlation time of an hour, and

correlation length of several kilometers,

2 - Internal tides, with a correlation time of hours, and

correlation distance of tens of kiiometcrs.
larger scale fluctuations with'TB on the order'of days or longer, and
;fb of hundreds of kilometers or larger, can then be omitted and
stationarity will still be maintained.

In order to maintain a uniformity in the analysis and results,
this study will also be limited to those types of fluctuations which
are not geographic in nature, and therefore apply to all oceans of the
world. The analvsis thus ignores geographic anomalies such as currents

and eddies which may further degrade coherznce.

3.2 TYPES OF OCEANOGRAPHIC FLUCTUATIONS
There are many known types of oceanographic fluctuations, and
some have only been analyzed experimentally. Sykes [2] 1lists the
primary causes of acoustical fluctuations as
1. Surface waves which cause frequency spreading of the signal
spectrum due to the Doppler cffect. Their effect is
negligible compared to other fluctuations,
2. Inteérnal waves, which occur due to varying density of the
ocean, and which cause variations in the sound speed. They

are one of the predominant causes of acoustic phase fluctua-

tions.
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Tidal phenomena, diurnal and semi-diurnal, cause changes

in water depth which are negligible effects for deep

ocean propagation, tidal streaming causing currents which
are a geographic effect, and internal tides which are one

of the primary causes of non-geographic phase fluctuations.
Rossby vaves which cause long term large space scale
fluctuations.

Solar heating which causes daily changes in water temperature
and acoustic phase. Its effect is less than internal tides.,
Changes in lunar declination cause large phaseé fluctuations
with a period of 27 days and a large space scale.

Wind influences acoustic phase by changing the water tempera-
ture,

Source mction causes spatial variations in multipath inter-
ference, as well as frequency shifting and spreading due to

a different Doppler shift for each ray path.

In addition to these from reference [2], a very important cause

of acoustic phase and amplitude fluctuations is

9.

Frequency selective fading due to variations in multipath
interference as frequency varies, This effect wag explained
in Section 2.1, The four types of fluctgations to be con~
sidered in this analysis will be discussed in the following

sections in their order of importance,
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A

3.2,1 SPATIAL VARIATIONS DUE TO MULTIPATH INTERFERENCE

' . . :
& As source~to-receiver range varies, the travel time of each :
b : ray changes at a different rate. This causes a variation of the )

amplitude and phase of the resultant multipath field described in
Section 2.1. For large changes in range, the number and types of
rays which reach the receiver may_also vary due to changing propaga-
tion geometry. However, for smaller range variations, the ray types

and number of arrivals will remain constant. This latter situation

o Y T

will be considered here for simplicity; in any event, the region
over which the ray characteristics do not change must be computed

from a ray tracing program.

T Y L I P R o ST

Clark, et al [3], have analyzed, through a ray tracing program,

SUTI

the variations in resultant phase and ampl:itude for a source moving ¢

from 500 km to 5Z0 km at various speeds. %he results of interest to

this study are the purely spatial variations without regard to the

B A

complicated variations due to *the Doppler effect. In the frequency

5

NN PN

domain analysis, the eifect of Doppler shift can be overcome by shift-

B
P

ing the filter frequency of the receiver by the proper amount.

ERPEN
ck TR ks

3.
i

Some interesting conclusions can be drawn from the results of >

P PN
A

[3}. First, there is a linear phase trend given by wT where T = R/c.

A4,
B
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When this effect is subtracted out, there is still a fluctuation of
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the resultant amplitude and phase. This {luctuaticn increcases as the

Yy

range increases from the reference point. Secondly, as the reference \
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range increcases, the spread of arrival angles gencrally decreases,

since higher angle rays are attenuated by an increasing number of
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bottom reflections. This implies that the variation in resultant
phase will be less, since there is less of a phase difference among
rays with closely spdced arriv;l angles,

The importance of these variations is that they might severely
affect scanning ability of a VLA, since average phase shifts will
be used to scan, and there may bg large variations about the average
due to the spatial multipath interference. Due to the impra;ticality
of computing actual variations with a ray tracing program for each

situation, the following analysis will take a stochastic approach

to the solution.

Theory

Consgide:r the expres#ion for a multipath field presented in

Section 2,1,

X K -jwt
H(w) = Z P, = ejmt Z Ake k

. (2.8)
k=1 =1

Each of the K rays has an angle of arrival ek. Sone characteristics

of the spread of angular arrivals are symmetry about the horizontal,
and a rapidly decreasing density of arrivals as angle increases from
the horizontal. If (2.8) represents the field rceceived

from a source at range R, then for a range R + x, where x is small

compared to R, the received field is proportional to
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X ,
K -jmTk ~jwg cosek ¥
H(w) = § Ae e . ¥
k=1 : ) : ;

(3.3)
- § -ijk --jwt8k :
A](e e . F
k=1 . i}
|
The quantity tSk is the travel time variation due to the spatial %
changes in multipath interference. ’ ¥
It is desired to determine how the amplitwde and phase of H(w) ‘f
vary with x for different characteristics of the arrival angles, Ok. E
. b
First, assumé that each ek is an independent random sample from some f
distribution which approximates the characteristics of the determinis~ %
tic spread of Bk. Although Tk is also a function of ek, the quantity é

of interest is the deviation of the phase and amplitude of H(w) from

-, " lsa v

its value at range R, regardless of the values of Tk’ so that the Tk

will be considered to be non-random. In accordance with the arrival

angle characteristics stated above, the ray arrivals will be approxi-

s MR e -
et vt oS e 2N 30
S

3.

i

mated by a zero mean Gaussian distribution. as shown in Fig.3.2. Since

ek is small, the exponential in (3.3) can be expanded as

2
~jw= cose L x
Jjwg k -JWg JWe (3.4)
e = e e .

The expected value of the received field is Ehen &3
ok
K "JwTk "
U)o =c () ] Ae (3.5) %
S £k 33
k=1 ) -3
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3 where CSQD) is the characteristic function of tg, ’ i

2 %

- !
] exp j|-20+ %can—l(moz) |

B2 e e

. ~jwt
cs(w) = <:p Sg>> = [1+(2a02)

S eird

(3.6)

TEN SN 7 AT

vhere o = wx/2c and the variance is 02 = <:6k2:> . This result '

shows that the average field is attenuated as its resultant phase and ' ¢

L Mharts ot b pr ke Fas o

amplitude fluctuations increase due to increases in source range varia-
tion, frequency, and angular ray spread, ¢. Imn addition, the result-

ant average phase is a composite of two terms. The first is the

AP IR I

nominal phase change due to a change in range and the second is due

P aPew Ve g s

to the spread in arrival zngles. The characreristic function, :

cs(w), will be utilized in Chapter 5 to Cetermine the effects of

o
BN . A

K

>

these spatial variations on coherence.
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3.2.2 INTERNAL WAVES ) ? b

The greatest contribution to the knowledge of internal waves

and their effect on acoustic signals has been made by oceanographers.

AFRTRE

8

!

i

|

E
. . . . [ 0
Reference [2] gives an extensive bibliography concerning work in P
internal waves. |
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Internal waves are generated in regions of varying density in the
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- ocean. Yropagation of the waves causes random variations of the

density, and hence the sound speed. The scale sizes of internal

wave fluctuations vary from meters to kilometers, with correlation

distances in the horizontal much greater than the vertical, i.e.

LH >> LV' inplying that the ocean is anisotropic. In additionm,

the sound speed fluctuations caused by internal waves are much

greater at the surface than at greater depths, so that the ocean is

also inhomogeneous. Internal waves arc also characterized by a dis-

persive spectrum; roughly speaking, the spectrum of the phase

W

fluctuations varies as w for periods ranging from 1 hr. to 24

hr, [4).

The theory of internal waves used here will be based largely

on references [S] and [6]. This theory has been verified by compari-

son with experiment [4], and by computer simulation [7]. Conclusions

have also been made that show that internal waves play a much larger

part in causing acoustic fluctuations than internal tides [8].

There are three important quancities which characterize the

effects of internal waves on acoustic propagation:

-~

1, The strength parameter, ¢, discussed in S~ , 2.2, which is

the r.m.s. value of the phase fluctuation for a single ray

in the geometrical optics region. Depending on the angle

at which the ray crosses the sound channel axis, it has

the values [5]

5 b
Kol

~ 2
2 { R .
L (5-(-) 1z (300 km)’ steep ray; (2.17)

\;5:\:{5.\:53‘3
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22 f \% R

¢° = 2 0 Hz} 306 1o * axis ray. 3.7) 1

%

In order to make the frequency dependence explicit, the r.m.s. @
travel time fluctuation is introduced as ‘

= d/w (3.8) h

‘;

It has corresponding values given by ) } ?

Qz = (3.4x10“83ec2km~l)R, steep ray; (3.9) : %

: s

@2 =(6.8x%10 8sec2km l)R, axis ray. (3.10) ' E

i

2, The Jiffraction parameter, A, defined in Section 2.2. %

3. The phase structure function defined in (2.21). é

For a horizontal separation, S, at constant range, R, and AE

a temporal separation, T, the phase structure function %

for internal waves is [6] 4

-~ -~ 2 2 .- ::;‘;—i

N ooa2r /s 1 1t bE

D(s,7) = 20 2 \6.4 km t 3 1.6 hrf |’ (3.11) : )

From (2.21) and (3.11), the phase corrclation coefficient

for internal waves can be deduced as

2 2
5, = - .:!'. -.-..s—.—- ..._.T_..._..
peSy) = 1~ S eim] YT | (3.12)
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The structure function for the travel time fluctuationc

is then writtern as

D(S,T) = I;(S,‘r)/w2

- Zézll-p(s,r)] . (3.13)

Internal wave fluctuations are such that they cause phase fluctua-
tions which are uncorrelated among the individual rays of a multipath
field [6]. Also as in [6], it will be assumed that the strength para-

meter and tha phase structure function are the same for each ray.

3.2.,3 - INTERNAL TIDES

Internzl tides are due to periodic lunar motion and cause corres-
ponding periodic variations in the sound speed. There are two pre~
dominant internal tides, the semi-diurnal and the diurnal. In the deep
ocean, the dominant cause of tidally induced phase fluctuations is the
first mode M2 component jinternal tide, which has a period of 12.42 hr

and a wavelength of 100 km, The internal tide propagates outward and

invard from a continental shelf, causing a sinusoidal sound speed pertur-

bation with the same wavelength and frequency as the tide,

An acoustic propagation model incorporated in a ray tracing program
by Welnberg, et al [9], has been used to numerically calculate phase
variations d.e to internal tides based upon sound speed perturbations
derived by Mooers [10), The model considers an acoustic path which is

perpendicular to the direction cof propagation of the internal tide.
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The results confirm that there are no marked differences in the phase
behavior for different ray paths, and that phase fluctuations due to
;nternal tides caun therefore be considered as coherent among the
individual rays. Since the phase behavior is independent of the ray
considered, it is sufficient to restrict the analysis to a ray on the
sound' channel axis, and to assume that it yields a good description of
the bulk time delay variations.

Fig. 3.3 depicts the geometry of an axis ray propagating from a
range R at an angle ¢ with respect to the wave normal of the internal
tide. The axis sound speed at some range R from the receiver varies
according to the tidal propagation as |

e(x,t) = c0+Acosin(th-kTrcos®) (3.14%)

where c0 is the unperturbed axis sound speed, Aco is a small perturba-~

‘tion due to the internal tide, and

W = 2w/(12.42 hr.), (3.15)

kT = 27/ (100 km.) ) (3.16)

are the radian frequency and wavenumber, respectively, of the M2 tide,

The travel time of the ray is given by

R

T = dr

cr. o) (3.17)
0
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Fig. 3.2 Distribution of ray arrival angles.
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Fig. 3.3 Acoustic propagation geomelry for internal tide
fluctuations.
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p% Since Aco <«< Co? the result of integration simplifies to

t——

Tt |1- 2ACO sin(th-kTRcos¢/2)Sin(kTRc°s¢/z)
0 o (kTRcos¢/2)

e

where TO = R/c0 is the travel time in the absence of the internal tide.
Some important obscrvations concerning the travel time fluctua-
tions can now be made, based upon the above expression.

The maximum

variation occurs when the acoustic path is perpendicular to the direc-

g T o by
b P, Sroers e her SHNT BT Y

: !
tion of the internal tide propagation, i.e., when the acoustic signal

£y TRy S

propagates parallel to a continental shelf; the minimum variation is . '

i
when the acoustic path is in the same direction as the internal tide :
. X . . . . Lok ‘
(¢ = 0). This is the opposite of the claim made in reference {9] . %
Secondly, it can be seen that, for very long source ranges, the Do

fractional variation in sound speed decreases.

The model shows excellent agreement with experiment [9].

iy

3.2.4 TFREQUENCY SELECTIVE MULTIPATH INTERFERENCE

The interference of multipath arrivals with different travel times

3 ..
S T
2 Ny e

A 5

causes an acoustic fluctuation in the frequency domain called frequency

.l

selective fading which was briefly described in Section 2.1, This is

listed as the least important acoustic fluctuation to be considered

N
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2

SN

*There were no computations done in this reference for the case of acous-

2

tic propagation in the same direction as internal tide prospagation, which —é
- . . “4
would require a range dependent sound speed profile, 4
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because it is a semi-periodic function of frequency, while the other

s Tt EF CLr Ao Aia o S 3 s’ 6 L ¥ W FF

fluctuations increase monotonically with frequency. However, it pla&s

an important role in the analysis of coherent frequencies and coherent

bandwidths which will be discussed in Chapter 5.

3.3 SUMMARY

A survey and classification of oceanographic fluctuations has been

R Ay

presented. In order to maintain a uniformity in applications of the

results, consideration of environmental fluctuations has been limited

1o e R

to those which are not geographic. However this does not preclude the

later inclusion of anomalous fluctuations, since the multipath coherence

e A 2T

function developed in Chapter 4 will have general applicability because

R R

of a classification of fluctuations according to those which are com-~ :
pletely correlated among rays (e.g. internal tides), and those which are 3
uncorrelated (e.g. internal waves and spatial variations).

The justification for considering only internal waves and tides

as the predominant types of environmental fluctuations is due to the
very large scale sizes and correlation times of other fluctuations

relative to VLA scan distances and scan times.

o ¢ et n—

In principle the theory

could be extended to larger systems which must consider these fluctua-

tions if more was known about their characteristics. However the much =

Jarger amplitude of these fluctuations would make the design of a larger o

system impractical, so that the size of a VLA system would still be P

Fetd

i
‘ﬂ 5,

determined by the smaller fluctuations counsidered here.

&

2

In addition,

SR
3

Lorrr R0

.

the combined effect of the smuller fluctuations on cohecrence is large
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enough to preclude consideration of larger fluctuations. : A

There has been some contrvoversy between the oceanographic and

acoustic communities concerning the relative importance of internal

waves and internal tides. A paper describing a recent experiment

claims that 70Z of the energy in phase fluctuations of periods less

.o

than one day is due to the semi-diurnal internal tide [11]. Howével,

R o

the large frequency bandwidth used in making that conclusion includes

a large portion.of energy due to high amplitude internal wave fluctua-

5T K sty

tions, while the in*ernal tide itself has an extremely narrow bandwidth.

S
e

An analysis using uniformly accepted values for sound speed fluctua-

tions due to both internal waves and internal tides has shown: that 90%

¥ ke B ST R o 2A% g,

of the total energy in the phase fluctuations is due to internal waves

T

{8]. Internal waves therefore have the larger effect on phase fluctua-

Prlsseds Lo

tions and it will be shown in Chapter 5 that internal tides have a

it
Bzl

negligible effect on coherence compared to internal waves and spatial

sty

o5, LIS

fluctuations.

.
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. CHAPTER 4 . }%

H

THE MULTIPATH COHERENCE FUNCTION FOR UNCORRELATED UNDERWATER CHANNELS i g

Pl

. 1

4.1 INTRODUCTION L

This chapter introduces a new measure for determining the % g

coherence of acoustic signals in multipath channels which have random i g

fluctuations that are uncorrelated between channels. This multipath % ;

coherence function (MCF) is based upon a formulation of the spectral 5 %

coherence function in terms of the random multipath transfer functions. ; %

The MCF allows each channel to be analyzed individually, and separates %

the effects of random fluctuations from the effects of deterministic %

multipath interference (frequency selective fading). S‘

The physical significance of coherence was explained in Section 45

2.4, Coherence is a quantitative measure of the extent to which it is é

Zf possible to combine randomly distorted signals in phase, at each fre- 2

;%‘ quency in the signal spectrum. The coherence is quantitatively related f%‘

Ei‘ to the array gain in that it is a measure of the increase in received ( §

?; signal power achieved by combining signals with partial coherence €§

E% relative to combining them incoherently (i.e., adding intensities). é%

25 3

25 All previous analyses of coherence have been limited to the %E

Ag situation in which the receivers are located within the correlation dis- z

ié tance or "patch size" of the random fluctuations. Most of these inves- ‘2

i . El

gi tigatioas have used this correlation length as the limiting sensor ﬁ

;? separation for which coherent processing can be performed. Smith [1] ~§

£ ‘ 'y

; has presented an analysis of spatial coherence fn random multipath ‘é
66
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channels due to the effects of spatial variations in multipath
interference. However, his results are limited to scparations for

which the received signal is a plane wave, and he assumes that random

variations are large, and completely correlated between sensors.

Jobst [2] has analyzed the effects of a moving source on signal co-

herence in a multipath channel by assuming the number of ray arrivals

LA ¥

to be a random variable. Here again, the signal is assumed to be a

plane wave across the array, and phase fluctuations are assumed to be

R T o §

completely correclated between sensors. Munk, et al [3] have deter-

Ve —

mined limits on coherent processing due to phase fluctuations caused

by internal waves whose characteristics they have thoroughly analyzed

AN W Gy 0 s e 2

[4, 5]. Their analysis also is limited to small sensor separations,

oAt

and their criterion for degradation of coherence is not quantitatively

g e

related to array gain. Beran and McCoy [6,7] have done analyses of

coherence in ocean channels using the nmutual coherence function.

SBT3 tne 2Nt

Again their work is limited to plane wave propagation within the

PRty

K3

correlation distance of the fluctuations.

~y

RIS

i
There are two rajcr differences between all known previous work §

1

and the results to be presented here; the former have all been limit- s

ed to the case in which the sensor separations are small enough that

they are within the correlation distance of the random fluctuations,

and ecach ray defines a plane wave arrival across the sensors. The re-

sults in this dissertation apply when the receivers have uncorrelated

= e o

fluctuations, and each may even receive an entirely dificrent multipath coH
field. &
‘ N

. 5
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4,2 DERIVATION OF THE MULTIPATH COHERENCE FUNCTION

Quantitatively, the coherence function can be defined in terms
of the power spectral densities of the received signals, using the
stochastic time varying channel approach [8, 9, 10]. Consider a
point source* radiating a signal s(t) with spectrum S(w) which propa-
gates through two linear, random multipath channels as shown in
Fig. 4.1. Since the channels are time dispersive, the impulse re-

ofe
sponse is of the form'

K
h(t) = 8(t-T, ) (4.1)
kZlAk k |

in which K is the number of ray arrivals, Ak is the amplitude of a

ra and T. ie
Y$ k

slowly varyiag conpared to signal duration time and travel time.

1%

. 3 - £Y.. - bl men 2 -
te travel time including srandeom £luctuations which are

The transfer function is proportional to

H(w) = l}?Akeﬁm" . (4.2)
k=1

The resulting output spectra at sensors m and n are
Sm(w) = Hm(w)s(w) 4.3)

and

'sn(w) = H_(0)S (W), _ (4.4)

*This insures that the source is coherent.

TReflection phase shifts have been omitted. They will only affect the
exact locations of coherent frequencies (Scetion 5.2.4) which must be
found by measurement.
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in which Hm(w) and Hn(w) may be different.

It is desired to coherently combine the received signals
$man) and Sn(m). A measure of the ability to do 5o is given by thao

spectral coherence defined in Section 2.4 as

Gmn(w) (2.35)
VGm(w)Gn(m)

YSmn (w) =

.

Since the complex transfer functions of ¢he channels are random, it can

easily be shown that
6 () = <Hm(w)H:(w)> G (w) (4.5)
and G (W) = <|u W12 ew (4.8)
m m /[ *

where <°> denotes an average over an ensemble of randem processes
as described in Section 3.1, and G(w) is the power spectral density

of the input signal, s(t). The coherence can then be written as

<Hm (m)H: (m)> G (w)

<|nm(w)|2>‘/;. <|}1Z(w)|2>15 . C )

The éoherence therefore is independent of the input signal and depends

Yopn @) =

only on the properties of the channel. If the random transfer functions
of the channels are independent, the multipath coherence function can

be written as

.
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- < Hm(w)> <u:(‘”)> %
YL R VT T

(4.8)

where Ym(w5 and Yn(w) will be called the auto-coherences.

The significance of this result is very important. First, it
demonstrates the existence of partial coherence when the channels are
uncorrelated. Second, the convenient factorization into two auto-
coherences allows each channel to be analyzed independently of all the
others. This implies that, for an array of N receivers, only N auto-
coherences must be computed to completely determine array gain. This
can represent a great savings compared to the computation of - (z -1)
much more complicated pairwise coherences if the chamnels are nct
independent. Although the most important oceanographic fluctuations,
i.e. internal waves, are independent among receivers of a VLA, the
MCF can easily be generalized to include an additional type of
fluctuation which may have some degree of correlation between cl.annels
e.g. internal tides. The effect of this generalization will be the
addition of a“third factor to the MCF which is the coherence due to
the correclated fluctuations alone.

The random travel time of a ray will now be written in terms-of.
it$ components as

T

= T g 4
7 Dottty Tay K (4.9)

identificd as:
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TkO - the nominal travel time of the ray in the absence

of any fluctuations.

a zero-mean fluctuation which is independent and
identically distributed among the rays of a chan-

nel and uncorrelated between channels.

a fluctuation which is completely correlated among
rays of 2 channel, having the same value for each
ray; there may be some degres of correlation between

channels, and it is independent of the fluctuation ;

tUk o

The transfer functions of the two channels are therefore

TP,

B ~3w (T, ot o) ;
= ¥ kOx Wkm “Tm :

)
kOn t"’.\ll Tn (4.11)

e = Dae”

The numerator of the MCF is then

...jl-.(t,rm'-t,rn)-- 1
<<é' ,;> = [Ewm(w)(gAkm)umO(w%J CWn(w)(gAkn)nno(w) )

(L., —u ING
<e it )] / (4'12)
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g where Hmo(w) and Hno(w) are the normalized transfer functions in
'g the absence of fluctuations, and cwm(w) is the characteristic func-

;51 .tion of ty, . Similarly,

154
3 30T ~Tpo ) o =50t ~t )

4 2 kOm “20m Skm tW&‘.n

3 <::|Hm(w)[ :>-= ZzAkmAlme <:§ ::>

b kL

2 2, 2 2|2

ﬁ = éAkm + {E%Akm) '“mo(w)l - EAkm CWm(w) (4'13)

g

4 with an analogous expression for channel u. Th: ratio of coherent

;? field intensity to incoherent field intensity is the quantity

1 (ZAkm)Zl(ZLim). When the ray amplitudes are equal, this ratio is

El K X .

%Z equal to K , the number of rays in chaunnel m. Henceforth, the para-

‘3 neter Km will be substituted, with the urderstanding that it designates
Ti this ratio vhen the amplitudes are unequal., The square magnitude of

the MCF can then be written as

T g
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2
le (w)[ = 2 2 2 2
o LR [0 W) |*-11e (@) 1+[Kn|Hno ()| ~lle, (W)
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where Ym(w), Yn(w) are the auto-coherences. It is shown in the
appendix that each of these factors has an envelnpe given by
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The complete MCF is therefore
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The MCF has conveniently factored into five terms that permit the

P T

effects of the random fluctuations to be analyzed independently of

LAY

the effects of multipath interference as can be seen by writing

A e L x

o 3
¥y gam s -

Ysmn = Yw¥r'y 4.17)

in which the effect of uncorrelated ray fluctuatiors is

= 4,18
Y = Vil ( )

e T N . v PN
6ttt 3% D A Ui e deare py L

that of correlated ray fluctuations is

ST

Rt

5 b

~ 7%
ML 5 N T

(4.19)

2
P

‘YT = Y'l‘mn b

on

B

and the effect of deterministic multipath interference is

i ey

b
ERNE eI

* ) i
- ) 4.2
i = Vdm Mn (4.20)
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The argument of the MCF, which is the average phase difference between
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two received signals, is given by the phase of Yo added to that of
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Yy The characteristics of the individual coherence factors wili

be analyzed in Chapter 5.

4.3 EXTENSION TO SOURCES SEPARATED IN SPACE/TIME
The preceding section has derived the MCF for a fixed source

location. An extension of the analysis to include scanning to a

differen; location at a later time will introduce additional coher-~

ence factors due to the effects of randemness in the scanning channel.,

P

The VLA system design procedure discussed in Sections 1.1 and 3.1

S e

requires the use of a known beacon source upon which the array can

initially focus due to the unknown multipath structure and unknown

phase of each ray due to the initial state of random fluctuations.

< h3d st T ok 4 ST Ta

The source-receiver configuration for scanning is illustrated
in Fig. 4.2. From a beacon source at locaticn y and time t, the
gensor at x receives a signal preportional to the transfer function

of the channel, denoted by

H6,5,5,8) = A, 5,5, 6)ed P@%:Yst) C4.21)

oy evane A L 2 . oo .
R T W o] L e e b sy ol

and the sensor at x + & receives

Hw, %4, 7,t) = Alw,5HE,7,6)ed 0 (@rxtEy,t) (4.22)

M e e m e - w

It is desired to form a VLA by focusing the receivers on the known

source at y, t, and then scanning for an unknown source at y+n, t+t.

Each receiver cophases for the beacon source by using a matched ' #
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Fig. 4.1 Random channel representation.

SCAN LOCATION
BEACON y+n

% U4— RECEIVERS

Fig. 4.2 Source-receiver configuration for scanning.
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E' ' filter, so that the received signals are then proportional to

Eﬁ 3 n(w,'{,’i,t)u* (w,%,¥,t) (4.23)

: .
B and

— o * ———
H(w,x+E,y,t)H (w,x+E,y,t) . (4.24)

s The signals from the unknown source at ;¥ﬁ at time t+T, are 5

| ey ~ wdr ¢ jd)(w,;,—);*:ﬁ’ t+1)

Hw,x,y+n, t+1) = A(w,x,yn,t+T)e (4.25) ‘“

and

W, 54T, 747, t41) = A(w,5+E, 59, t41) I O (O xHE,yin, ey (4.26)

After cophasing for the source at ;hand applying phase shifts to

scan to §4n, t+T, the signals received from the unknovm source are

36" (w,%, y+n, t+r)

H(w,X,y+n, tFOH (W,X,7,t)e 4.27)

Gt e e & enera pa et g aes v b

and

LS S N

——— K o i (T T b
H{w,»+, y4n, t+1)H (w,x+£,y,t)eJ¢ (W, x+E,y+n, t4T) . (4.28)

AT

The total phase of (4.27) is 5

¢ (@, %, Y4, t4T) = $(w,X,Y,t) + &' (w,%, y+T, t+T) . (4.29) i

e

The first two terms in (4.29) are random variables; the term
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$' (v, Y,y4n,t+T) is the deterministic and yet unknown average paase
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shift necessary for scanning. The quautity
$* (W, X, ¥+, t+1) - ' (w,XHE,y M, t+1) (4.30)

will be found to be the negative of the phase of the coherence func-
tion.,
The transfer functions for the scan channels after cophasing

for the beacon source are

H () = B! (K, W) (4.31)
and
H () = H&(w)ﬂz(w) (4.32)

where the subscripts m and n denote sensors at x and ;-I-E, respectively,

and the prim: denotes the scan channels, i.e,

- l(m -ijkm
B () = H(w,x,Y,t) Z A e , (4.33)
k=1
' — Km -jw’l‘{(m
B (W) = H(w,x,y+n,t+1) = kzlb{me , (4.34)
e Kn -ju)'l‘kn
B (W) = H(w,x+E,y,t) = ) A e . (4.35)
k=1
. K ~jwT,
H' () = H(w,%4E,74m,t47) = J A! o K0 (4.36)
n ’ 4 1 kn . *

The MCF for scanning in space and time is now
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o e
Yo () ~<|Hm(w)|2>!5<!fln(w)|2>l/’

_ (W) i @) ) nn(w)> ~
Iy @y > i, @) 12>%

(4.37)

4,3.1 DISCUSSION OF SCANNING CHANNEL

The extension to scanning introduces the remaining type of

A

TS TN
Fi
v

R

acoustic fluctuation, that due to spatially varying multipath inter-

ference as discussed in Section 3.2.1.

In order to determine this effect on scanning, the following
scan channel model will be postulated. The scanning geometry is
depicted in Fig. 4.3, in which S is the linear horizontal scan dis-
tance from tte beacon to a new source location. The components
along the new source~receiver paths are designated % and X s and
correspond to the changes in source range due to scanning, As
postulated in Section 3.1, S <<§C,o, the correlation distance of
the large scale, long period environmental fluctuations. The
deterministic multipath field in the absence of the smaller scale
environmental fluctuations can then be considered as azimuthally

isotropic for a given receiver. As prescribed in Section 3.2.1, the

same rays are received throughout the scan area, and the require-
ment that cach ray describes a plane wave with the same arrival

angle throughout the scan area is satisfied if
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X << R.ln (4.38)

for each receiver. Also, the relative amplitudes of the rays do

not vary with changes in source range due to scanning if the above

condition is valid [11].
With this realistic model, then, the total ray travel time for
each channel can be decomposed as follows (the subscript m or n is

implied):

beacon channel

identified as

TkO nominal travel tire defined in Section 4.2,

t,, the fluctuation described in Section 4.2 which is indepen-~
dent and identically distribated among the rays of the
beacon channel, and uncorrelated between receivers. It is

now assumed that it is a zero-mean Gaussian random process

with the following characteristics:

<:tWRmtw2€>' = 0, k#% or m¥n; (4.40)

<<Fékm:> = ¢i, for all k, m, {4.41)

.

tT ~ the correlated fluctuaticn defined in Section 4.2.

scan channel

(4.42)
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identified as
T'k'O ~ the nominal travel time in scan channel.

T.

k0 " the component of T'k'O which is the nominal travel time

of ray k' in the beacon channel.
the additiovnal travel time in the scan channel due to a
change, x, in the source range, defined in Section 3.2.1

as
t' , = Xcos0 (4.43)
sk' ¢ k* ¢

The OP, were assumed to be independent random samples from

the same distribution. An additional assumption is now
made that the arrival angles are independent between re=
ceivers. This is reasonable, since widely spaced sensors
receive entirely different multipath fields. The ray
arrivals are not plane waves across the receivers, and the
nominal pravei times also differ due to the larger scale
fluctuahions (note that no restriction was made on receiver
spacing with respect to the larger scale fluctuations;
due to the large time scale, they are frozen for all time
parameters of relevance in thie problem, and can therefore
be considered as deterministic, contributing only to the
nominal travel times).

~ the fluctuation described previously. However it may now

be correlated with the fluctuation of ray k' in the beacon
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channel of the same receiver if the scan distance is

small., With the Gaussian assumption, its characteristics

can be summarized in terms of rms values and its

correlation coefficient as

<:tﬁk'mtﬁﬁﬁ:> = 0, k'#L' or m#n; C4.44)

t'fm,m> = 02, for al1 k', m. (4.45)
<tv31;'mtxq§n> = 0, K'#L or min; (4.46)
<t;,k,m:Wk.m> = p%:)r;, for all {c', m. C4.47)

“

the fluctuation which is correlated among rays of the scan
channel, Since there may be a correlation between receivers,
this implies that there may alco be a correlation between
th~ scan channel and beacon channel, since scan distance

will generally be smaller than receiver separation.

4.,3.2 DERIVATION OF THE COHERENCE FUNCTION

From (4.31), (4.32), and (4.37) the numerator of the MCF is

% o
< HmHn> = <H[;1Hmﬂx'\ Hn> ) (4.48)

Substituting the transfer functions from (4,33) -~ (4.36) yields

the expressions

K ¥
« mm
' - e ot o
Hm“m N % E.AkmAk'mcxp ju (T k'm 1km) ’ (4.49)
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K K
n n

*
] - t
H' H E g'AgnAz,nexp Ty, ~To ) (4.50)

The expected value in (4.48) will then be

) "
HmHn> = {é,%g,%\‘\k'mARnAR'n<exP-jw[T 'nluTkxn—Tf'l,'n+T2n]> : (4.51)

Expanding the exponential into its components gives

<:exP—jw[Té'm_Tkm_Ti'n+T2n]:> =

. : X >
- M - ~31 M - - .

exp jo)('l‘kmo TkmO) <exp J.o(tm{,m twkm)><exp Ju—g cosek,m
N \ ‘ xn

o, S - LY PR I 1 _ . . .

exXp JWllevno L2n0’<exP Jw\th'n tw2n{/'<:?Ap g cossz.n:>
<%xP-jw(t&m~tTm-tén+tTn):> :

Denoting the three factnrs on the above lines by %m0t 00 %mn

then
£
HmH'n> = (Eg.AkmAk'makk'm) (Z:E.AZnAQ'naQZ'n)amn *

. The first component factor of % e contains the phase due to the
nominal travel times of channel m, the second due to uncorrelated
ray fluctuations, and the last due to spatial variations in scan-

ning; the same description applies to the factors of al'kn for

(4.53)
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channel n. The factor Y'I\nn' contaltns the effect of fluctuations
which are correlated between channels m and n, including the scan
channels.,

Consider m;w the expansion of (4.51) due to the first fa;:tor

in (4.52),

. x
l{' EA'ImAk'mefoj w (Tl'c' On 0 .Jm) exp-ju (t‘:’k' mwtl\.'km)><exl)-j U}Z:E‘:osek'm> *

(4.54)
The first expected value is
12 2
-3 J - = - ¥ -
.<cxp Jw(th.'m t:wkm)> exp = b <(t Wk'm t"(w.’km) >
1250 ) ‘o e
exp - 5w Dm(S,T) , k'=k (4.55)
= 2, .2
' X '
exp - %NZ(d)m + Q‘m), k'#k ,
in which DI;I(S,T) is the structure function of thm defined as
D! (S,7) = 0% - 2p(S,T)¢ &' + 012 (4.56)
m'? ™ M m m ‘
vhere p(S,T) is the correlation coefficient from (4.47). The
characteristic functions are
X >
- e Y
cSm_(w) —<exp ju— cos8y 4.57)
12,2
= - ¢ 4.5
cwm(w) exp - w0 (4.58)
. _ 12,2 ’ y
cwm(w) = exp - 5w >m (4.59)
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so that (4.54) becomes
ce. [exp - lwzn'(s )1 2 4 c e, el V7 !y exp-3w(T!,, =T _ )
Sm 2" m? kAkm Sm Wm Nmk,¢kAkmAk'm P k'Om “kOm’*

(4.60)

An important simplification can be made if it can be assumed that
scan distance and time are greater than the correlation distance
S > 1L

and time of t 0 and T > Tgs SO that p(S,T) = 0. In

Wk i.e.,

Chapter 5, twk will be identified with internal wave fluctuationms,

for which L0 = 6,4 km and Tg = 1.6 hr [4]. Since thg primary
interest of this study is for scan distances and times greater than
these values, it will be assumed that p(S,T)=0, (This point will be
discussed further in Chapter 5.) With this simplificatior then

_12, . 12,220 _ . ‘
exp - 5w Dm(S*T) exp - W (ém +¢m) €t (4.61)

so that (4.60) becones

°Sm°Wm°x'¢m(£“km)2|Hm0|2 = [CH(EAkm)IHmO'][CSQC;(IXCA}uanmOI] - (4.62)

which has been factored into separate terms for thé beacon and scan
channels and where Hmo is the normalized transfer function of channel
m in the absence of fluctuations, as defined in (4.12).

‘ The result for thé second factor of (4.52) is derived in an

identical manner. The complete result for the numerator of the MCF is
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. .
<:ﬂmHn = chm(EAkm)leO'][cSm Wm(zAkm)lH Ol] ¢

Wn.(}:Akn)IH Ol][cSn wn(ZAkn)I Ol]YTmn * (4.63)

-

The two factors of the denominator of the MCF likewise have

identical derivations. The first factor is

<|Hm|i>’5 - <lu il > <|u 12 |>;5 C (heeh)

With the assumption made above that p(S,T) = 0, the magnitudes of
the transfer functions are independent between the beacon channel

and scan channel, so that
e b
H.|“ % = H 2\ 2% .
D% = (70 L™ (4.65)
The square of the first factor of (4.65) is equation (4.13),
2\ _ 2 2 2 2 .2

<:lnml / B gAkm + [(EAkm) lHmol - EAkm]cwm ? (4.13)

and a similar derivation for the scan chennel yields

I = 1k + 1 8 gl = T s dlegpl el 466y

k
, . - 2 112
The expressions for <:|Hn| and <:|Hn| are analogous.

The final result can now be written as a composite of five

factors,

Ysmn = Y Y Y Y Yrrmn (4067)
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in which the prime dénotés the auto-coherence for the. scan

channel. As in (4.14), the substitution K = (ZAk)zl(ZAi) is .

‘made for each auto-coherence factor. Using the envelope~approiie

mation, the results are

chém % .
Ym = , 2 ) HmO' = YWm ’ YMm 3 (4.68)
1+ (K ‘f‘l)c“'
| m m

—d

2
xm‘CSml c&mZ J¢Sm

) 2,2
Ef(Km_l)lcSml c&m

R b AR

g,
e
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Cg = ICSn]e : (4.71)
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R S s

T

: N = / Nl [ - .__" .*‘ . [' 2
‘% YTmn <:exp Jw(tTm tTm t'Tn tTn) >> n ) (4.72)
| -
A0 The solution to an extremely complex problem has been reduced to a
E: composite of strikingly simple factors, with no restrictive
,»:
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assumptions or approximations. Equations (4.67)-(4.72) are the
most important results of this work.

The first important feature of this solutiom is that it includes
the MCF without scanning developed in Section 4.2 as a special case.
That solution is obtained by setting ail primed auto-coherences to
unity, and omitting the primed fluc:-nations ffom Yoimn®

ant phase of the multipath transfer functions does not appear now

(The result-

since the beacon is used as a focus; also, the former solution
cannot be found by letting S+0, since it was assumed that S>L0, which
makes the scan channel and beacon channel independent.)

The first auto-coherence factor, equation (4.68), is a composite
of the effects of uncorrelated ray fluctuations and frequency select-
ive fading in beacon channel wm. Equation (4.69) is the auto-coherence
for scan channel m. The additional effect of fluctuations due to
spatially vﬁrying multipath in;erférence now multiplies the effect
of uncorrelated fluctuations. The phase of Y ¢

17,Sm’ "Sm’

phase difference between the scan location and the beacon, It is the

is the average

pfimary component of the phase shift for receiver m which will be re-
quired for scanning. The auto-coherence factor due to frequency
selective fading is the same as that for the beacon channel, since it
has been stipulated that the multipath fiéld is azimuthally isotropic
over small &can distances. The resulting effect is that the
extension to scanning has squared the coherence due to frequency

selective multipath intexrference. However, it will be scen in Chapter

5 that this has no degrading ecffect at coherent frequencies.
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The auto-coherences for channel n have the Same interpretation
as above. The last factor of the MCF is the colierence due to ¥
fluctuations which have some correlation among the channels, and &
which will be developed in Chapter 5. The phase of this term.is an «

additional phase difference between chdannels m and n required for

SEAfas s W vAGEA £ s s .

' scanning.

-

The convenient factorization of the MCF into eight auto-coherence

functions and d coherence due to correlated fluétuations allows group-

ing of terms to determine relative effects of various combinations,

I R SR O S ST 99

To study the relative contribution of scanning to coherence, write

S s 972

. - *; ' '*
Yomn = (YmY“) QANAD ) (N

L I

= YmnY;nYTmn ’ ) (4.73)

Catend el ™
. ST
Ay 8

and Y;n can be compared to Yon® The relative contribution of each .

PR
PRSI

receiver chennel is similarly determined from

3
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, “ Yo'nYmon (4.74) 7
by comparing Ym to Yn' The most important simplification is the 45‘
separation of the effect of random fluctuations from that of frequency ‘2:
selective multipath interference by writing LR
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' 1 s ol L2
Ysun = iYW, su¥iin Y, snVTon? Vhinhin)

i = (Yw, SYT)Yi'I L4 (4'75)

The value of this factorization is that, since the effect of random-
ness forms an envelope of the MCF and is a monotonically decreasing
function of frequency, it enables a prediction of maximum coherent

frequencies: without knowledge of the particular multipath structure

or its irqguenc& selective coherence function, YM(w)'

4.4 SUMMARY

This chapter is the most important, and the theory presented
provides the basgis for the rest of the dissertation. The théory of
the multipath.coherence function has been deveioped based upon a
formulation of the spectral coherence function in terms of the random
multipath channel transfer functions, This has shown tha£ the MCF
is independent of the signal so&rce, and depends only on the
characteristics of the channel. It therefore applies equally well
for narrow band or broad band, random or deterministic signals, at
each frequency in the source spectrum.

Due to the stochastic independence of channels, the MCF factors

conveniently into two auto-coherences. The value of this factoriza-

tion is that each channel can be analyzed independently, rather than
computing ndn—separable'cohcrences for all pairwise combinations

of rcceivers.
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The MCF has been formulated to consider the two types of
environmental fluctuations: ‘those which cause uncorrelated ray
fluctudtions and those which cause correlated fluctuatfons., The
MCF hds been generalized to include the latter type as a cause .of
acoustic fluctuations which may be partially correlated between
receivers.

The next important development is.the envelope approximation,
whereby each auto-coherence factors into two coherence terms, one
for the effects of random fluctuations alone, and the other for
frequency selective multipath interference. This allows computa-

tion of maximum coherent freque-cy indevendent of the multipath

N

configuration,

The generalization of the MCF to include the effects of scan-
ning introduced another type of acoustic fluctuation, that due to
spatially varying multipath interference. This fluctuation was
accounted for by applying a stochastic.model to the ray arrival
angles. Due to the weak assumpticn that scan distance and time weré
larger than the corresponding correlations of environmental fluctua-

tions, the MCF could again be factored into separate coherence oy

b
X%

V¥

functions for the scan channel and beacon channel. The resulting

LY
A,
2,
Ry

X%
# Sy

generalized MCF is a concise mathematical expression composed of

,_
£

.
A
A Foaay, T

simple factors which allow any single coherence term to be analyzed
separately, ) - &

The remaining task to be performed in Chapter 5 1is the 5
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specification of .the MCF parameters in terms of .real oceanographic
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/fluctuatigns. The parameterc of .environmentally caused fluctuations
will be derived from the theory of internal waves and tides, and ‘the

‘effects of both spatial and frequency selective multipath interference

will be determined from realistic models of the underwater channel.
However it must be emphasized that the results of this chapter, the
most important. of which are equations (4.67) -~ (4.72), do not depend
upon the presently known types of reai oceanographic fluctuations and
their actual st;chastic parameters, but only require that they be
classified as described in Section 4.3.1. Should future oceanographic ¥

developments provide an update of the present state of knowledge, the -

. e R
PR L .~.~i:eux LN

model will still be completely applicable.
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CHAPTER 5

“THE COHERENCE' FUNCTION IN TERMS' OF THE OCEANOGRAPHIC FLUCTUATIONS

5.1 INTRODUCTION

- .

In Chapter 4 the general form of the MCF was derived for beam~
forming and scanning in multipath channéls. The travel time
fluctuations in the ray paths were -defined in terms of their general
;étngastic'charaCteristics, but their parameters were not specified
in terms of environmental fluctuations.

— Chapter 3 identified the four primary types of oceanographic

fluctuations which affect coherence: spatial variations due to

multipath interference, internal waves, internal tides, and frequency

selective mrltipath interference. The first three types céuse
travel time fluctuations in the ray paths, and the stochastic para-
meters of these fluctuations were specified. It now remains té
identify these fluctuatﬁons with those of the MCF developed in
Chapter 4 in ordeéer to determine ‘signal coherence in real ocean chan-

nels,

The travel time of a ray in the beacon channel was decomposead as

. TK = Ty ottt Tay k . (4.39)

In terms of oceanographic fluctuations they are identified as
TkO = mnominal travel time affecting frequency seclective
nmultipath interference.
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th-'- fluctuation due to inCernél—wévese

tT - fluctuation dué to internal tides.

In the scan channel

H

N . )

T +tl o+t

= mt
Terottywr e

kt

ot =‘= ] !
Yoo = Terottse', ray k', (4.42)

and there is an additional fluctuation,

ték' = fluctuation in .scanning causing spatial variations due

to multipath interference.

The effect of each of these fluctuations on coherence will be deter-

mined in the following sections.

5.2 EFFECT ON COHEkENGE OF OCEANOGRAPHIC FLUCTUATIONS
The system geometry for scanning awvay from a bedcon using a
two-receiver array was descrited in Section 4.3.1 and illustrated in

Fig. 4.3. The purpose of this section is to determine the MCF
Yor = Ve sV sV Vahr Yo (5.1)
mn Wm'Ma'W,Sm tm ' Wn 'Mn 'W, Sn'Mn ' Tmn *

where the individual auto-coherence factors were defined in (4.68)-
(4.72)., In terms of oceanographic fluctuations they are now

identified as

Vi ~ cffect of internal waves in channel from beacon to

T

receiver .

Yﬂm - effect of frequency selective multipath interference in
»

5 e i o

- A g

g s e




& TR AT AR ST

R SR AR e S R R AN ,».”R<W«m‘~ i,

TRt T rrtiond

96

beacon channel to receiver m.
Y&,Sm - effect of internal wavgs«ggg_spatial vériations due

to multipath interference in scan channel to receiver m.
YTmn ~ effect of internal tides in beacon channels and scan

channels to both receivers m and n.

The remaining factors in (5.1) have corresponding definitions for
receiver n or for the scan channel (denoted by a prime). The con-
tribution of each type of fluctuation to the MCF and its relative
importance will now be determined in terms of ‘its respective auto-
coherence factor.
5.2.1  INTERNAL HAVES

A basic premise of:this work has been that the receivers are
separated by such large distances that travel time fluctuations
induced by internal waves are independent between them. In Section
4.3.2 it was further assumed that -horizontal scan distance, S, and
scan time, T, are larger thanlthe corresponding correlation distance
and time of the fluctuations, 'so that the fluctuations in the scan

channel are independent of those in the beacon channel. In Section

3:2.2 the correlation cocfficient was given as

2 3 .
= .S __. — :
(S, =1 -3 (6.4 km> * {1.6 hr) (3.12)

and is illustrated in Fig. 5.1. From this equation the scan dis-

tance S fer which the beacon and scan channels are independent can
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be determined for a given time T from. initial focus on the beacon.
The auto-cohercnce due to interﬁai~wavcs in each beacon

.channel is of the form ’

l .
Kca %
1+ (K~L)e
W
In Section 4.3.2 the characteristic function was shown to be ' %
%
l 2.2 i
y exp(- 3 w'¢7) (5.3) 3

as is shown in Fig. 5.2 as a function of £0. The mean square travel

time fluctuations were given as 3

dvrene s e s 0

»

¢* = (3.4x10“8sec2km“1)R, steep ray; (3.9) E

3 _ .
¢2 = (6.8x10~85ec2km"l)a, axis ray, (3.10) ¥

and are shovn in Fig. 5.3, : 5%

i

With these equations the auto-coherence due to internal waves
for each channel can be computed as a function of acoustic frequency
and the range to the beacon from each receiver. Fig. 5.4 illustrates
- a typical variation of Yy with beacon range, and the attenuation with
acoustic frequency is deficted in Fig. 5.5. Both computations assume

steep rays using (3.10) and the ray parameter is K = 4,

5.2.2  SPATIAL VARIATIONS DUE TO MULTIPATH INTERFERENCE

T e i T

The effect of spatial variations duc to scanning for cach channel




SCAN DISTANCE, S (KM)

o5 1.0
SCAN ¢ IME, T (HRS)

1.5 2.0 2.5

Fig. 5.1 Scan distance and scan time for uncorrelated internal
wave fluctuations.

[
o
)

CHARACTERISTIC FUNCTION, Cy

.
.
b
4:
4
0y
/.

<

s

v

5 Ao 2uian,
R

7

Characteristic function for internal wave flﬁctuacibns.

T e S e
KX sy 300 A 7, 5
e eiuc i s PSR R Jaik S A ﬁﬁ%%%g

v St e IeeThy By i v shdry wsls

il

LA crha,

I

B R R RS o i

3y o

N

Tt

S 4

.

3

mamndne

ey

e




9“.-\ ..... e e e S L P e e Ll OF T g _
) SR CRESTARATT UTET T w.Q " n..v ~ wxmmm{. * w.w.u..,..ﬂm vm TP PR e R % S J”f“{uwﬁu.ﬂw{..wnﬂn.‘.,‘i gy ‘f‘,w..,..”@,u g MM w/..z,uu,
T s W s R A,
L4 4
3
£ . o Qo
34 - - \
¥ x S 7Y
-~ .
. L4 :
7]
Q v .
- - " > - < .
o [ Q
8 3 o)
. ]
. ° —~ P
(3 -] o < Q o
A O £ e =
mmA [os) o0 o] -~ K]
) 3] <
£ A - 3 L
-
mx. X ] m ot 9 +
S . © - + ] :
= o] - e}
23 o o ) . ®
w : “ (231 . ] s
4 [ o o] [on] e .
£\ [7,} ro o T . O 3
A (2] O 7 i 3 [ R
389 Pt B n!M | = 14 —
& M ~ O ~ )
AL o o - &
& ~ o Yy -4 S ;
e - [ $® > o Q
B - o ['*] -~ Es)
2 1% BT = =
[&] (3] (& ot
> a3 - =
o fhar 1§ : o< M
- Q L] ¢ O = G
- o8
g z
£ <
L2l of
& P
o Ly]
ﬁ 1 -4
[ . I
. > <
[} " > '
[=] 13} o
- O o - O o
~N A o~ &3
@ £
= \ 3
. o - »
[T . oy
¢
. 3 . .
© 0 & & ol <) ) S e N =) -
j< - ° Y - - <X
- .
o My
(D3ASK) ¢ *NOIIVAIOATI AL TIAVEL A CFONTIIECO-0LAV
. . “r

N AP NG Sp e TR
 E 5L T EERENON eyt
i SR




. T d
MR B L

SIS ke s i R i N
L L AR SR

100

is determined from

. 2 ,2 L
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- LH(K-1) || ey
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The characteristic function for the spatial variatioms,
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e = legle

-

G.5)

was developed in Section 3.2.1 and can be written in terms of the

wavenumber, ko, as

R R R o o s

2 % 1

' o2 _ 1 -1, 2
cq l+(koxo ) exp j kox+ Ztan (koxo 7 . (5.6)

The magnitude of ¢, consists of the first factor. Fig. 5.6*show$‘the

variation of Icsl with [%|/A for characteristic values of the ray
spread, O. ) "

In Section 5.2.3 it is shown that internal tides have no effect
on average sifgnal phase. Therefore the term ¢S is the total average IS

phase change for one receiver channel due to scanning away from the

beacon., In (5.6) it is seen to consist of two térms. The first A

term is the linear componeat, -kdx. The second component is due to

‘the ray spread. Note that ¢S(—x) = —¢S(x)“ The phase with the
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Fig. 5.5 Frequency variation of internal wave auto-coherence.
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1inear component removéd is illustrated as a function of x/A in
Fig. 5.7 for characteristic ray spreads. ) ¥
The coherence #ﬁ S also includes the effect of internal waves T f‘

] s

in the scan channel. For the purpose of comparison with Yw, the

characteristic function cy

is set equal to unity and

chslz LR - :
lvgl = 5 N R
1+(R-1) | eg ]

Vi e 2 e S g A2 e U
EMRT, —o ¢ ek

I

2ty 4l b e

is computed. Assuming a ray spread O = g°, the variation of IYél

is illustrated in Fig. 5.8 as a function of |x|, and in Fig. 5.9 . E

o<

as a function of frequency. WNote the larger rate of attenuation

T

of IYSI with range and frequency compared to that of YW in Figs. 5.4

Xt Ll

N
28

and 5.5. This indicates that for a given increase in range due

Bty

= *  to scanning, the decrease in IYS[ is much more severe than the -

3 corresponding decrease in YW’ and is the limiting factor in scanning

ability. Since x is the change in range due to scanning, it can !
also be concluded that the maximum limitation on scanning is in the
direction 5f the propagation path from beacon to receiver. In a !
direction perpendicular to this path the change in range is much ' %

| ' i

less so that there is less limitation on scanning.
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5.2,3  INTERNAL TIDES

The effect of internal tides on coherence is described by

?
Vg = eXP-golen, -ty tTn+tTn)> C
=<exp~JwAt,l> . (5.82
The travel time of an axis ray from source to receiver in the
presence of internal tides was derived in Section 3.2.5 as
T |1 = 2Ac0 sin(k Rcos$/2)
. : 0 co. sin(w t-k Rcos¢/2, T RcosQ/a) (3.18)
vhere ’l‘o = R/co The travel time fluctuation dues to internal tides

is the same for each ray [1] so that the results for an axis ray are
used,

Consider the simplified source-receiver configuration shown in
Fig., 5.10., 1Two seﬂsors separated by a distaﬁcc RS are located on a
baseline perpendicular to the direction of iaternal tide propagation
A beacon is located equidistant from

(e.g., on a continental shels),

iue Lwo receivers at a range R At time t, the travel times to the

oa

o two sensors are

v K 2Ac0 sin(kTchos¢m/2)
T =7 1 - sin{w.t-k R cos} /2) - -
m m0 o T "Tm m (RTRmcos¢m/2)
= T‘o(l—A ) (5.9)
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multipath interference.
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The travel time fluctuations due to the internal tide are
Rm ‘
Rn
t;l'n B - E—(; An ,
(5.13)
o _ R
Tm Em A: s
o ™ ] -
R'
- I | R Y
- tTn ¢ An *
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and ’ . H:
2Ac0 N ’ sin(k R cos¢ /2)
= . — - 2
T n0 1= <, sin(wyt kTRnc°s¢n/") (kTR cosP, /2)
. - n n
= T8 - : : (5.10)
The travel times from the scan location at (S,0), at some later time i’
t + 1T are ; g(
24Ac sin(kTRxcos¢%/2) ,gl
T =Tl L - — 0 sinfug (£41)~kR!cos¢! /2] n__m,
t 1 LY
. 0 (kTRmcos¢m/2) g
V1Al :
T o(1 Am) (5.11) :
and ~%
. 2Ac sin(kTRécos¢;/2)
) t = ! - ——— 1 . - ' 1
E { Th TnO 1 <y sxn[wT(t+T) kTRnc°S¢n/2] (kTR&cos¢;/2)
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But t‘l‘m = tTn’ so that‘:

.

At = t,i\m-t{.n . ‘ (5.14)

It is also true that

1 t . opt ' o s
Rnc:c,S(pn Rmcosd)m_ RO+Ss:Ln6

50 ‘
;“TAR*mn 2Ac0 sin[kT(Po-i-Ssine)/Z]
AtT =\ —<— s s:Ln[wT(t-l-‘r)—kT(.Ro-PSs:mE))] TE (R +5s1n0) 727 °
0 0 TV 0
(5.15)
Here the quantity AR is the range difference
= pI_N?
BRon = RyRy (5.16)
R R
(R +Ss:m9) +(——- +Scose) (R 4S5 :me) +(-—— -Scose)

the effect on coherence is given by the factor

~jwAt :
YTmn = <e T> ) (5.17)

vhich will denote an ensemble average over all time of initial focus

on the beacon 0 < t < 21r/w,1,, i.e.

) 21r/w ,
.o . ~jwAt, w,, -jcuAL
R 7 Y g (5.18)
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Wreiting the phase as

ittt gt

. wAtT = asig[wT(t+r)~¢ (5.19)

.

1
o

12
T

then

ey

ot Aoy sl ¥ 331
- g

N

3

&
3

tan v bt s

71? e dt

N
< e Yo

<e-3w,AcT> ‘= wg | ~jasinfw, (c+r)=Y)

o

i

2,

(5.20)
. | . = Jo(a) - N

ST
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in which J0 is the zero order Bessel function. The complete effect
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28¢c, /-ARn}n sin[k, (R +Ssin6)/2]
¢y ¢y (kp (R *Ssin8) /2] : e
(5.21) -

The only assumption which has been made in this derivation is that

Aco/co << 1 (a characteristic value for Acoli due;éo internal tides

is 10”?), SiHQQAYTmn is real, it makes no contribution to the '

average phase difference between the $ignals. - g
It is important to analyze the physical significance of this re-

It

sult. For this purpose, assumé ﬁhat‘ghc Scan distance S << RO.

can then be shown that ' . i
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‘ i

AR v _25cosf : L (5.22)
TR 2 -
blz2) +1

S

The cohérénce then becomes ] j
: : Y R ?ACO 2Scosd 1 sin(kTROIZ) i:
Tan = Y0 c < ——— TR | - -
! 0 | 0 /4(1-{0/;‘8) +1 "0 |
(5.23)
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First, there is a noticeable absence of dependence-on the time

-
e

a

e

difference, T. This is explained by the fact that the bulk time de~
lays are equal for the first source location. If they were not -
chusen to be equal, the.machematics would tecome unwieldy, but it

can be shown that, in general, the effect on coherence would be a
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icoherence to oscillate between unity and some minimum value deter-

dépendénce ca a sinusoidal function of w,T. This would cause the

, .
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mined by the other parameters. The configuration considered lere 4

b3
25

coxresponds to the minimum value.
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The manner of dependence of Yomn O0 the quantities w and
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tance perpendicular to the tide normal, This is consistent with the e

previous observation that the maximum effect on phase fluctuations

is when ray prepagation is perpendicular to the direction of the

tide,
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As the quantity RO/RS becomes large, the difference in travel

time between the two sensor channels for ar.constant scan distance

S becomes small, causing coherénce to incréase. Likewise, as

vROIAT increases, coherence increases. The explanation for this is

the fact that, since Rb

direction of the internal tide propagation, as R /A becomes large

5

is the component of the ray paths in the
the ray travels Lhrough a la"ger number of periods of the internal
tide, and the positive and négative variations of ‘the sound speéd
variations terid to average out to zero. Note that when the ray
has travelled through an integer number of pefiods of .the interna%
tide, the sound speed variations-are completely cancelled -out, and

coherence becomes unity, i.e.,

sin(k,R0/2) R
(k.R./2)
o (5.24)

This is, of course, exactly true only for axial rays as considered
here; however it can be concluded that, in general, coherenceé is
greater when acoustic propagation is in the direction of the internal

tide.

The coherence, Youn? S plotted in Fig. 5.11 zs a function of

’
.

wdT where

-

¢

9hc \ AR
6T =|—2

sin[”J(R +Ssin9)/2 ; )
(5.25)

[

olo

[k (“ 4S\Ln7)/21

is the travel time variation duc to the internal tide. In the deep
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ocean it has been found that the 4m internal tide is predominant.
For a tyﬁical sound speed profile with the sound axis at a depth

of 1200m, reference [2] gives the sound speed variation as

Aco = ,06m/s2n for o = 1489.55 m/sec., so that Acolc0 = 4,03 x 10"5
Fig. 5.12 shcws the corresponding variation of 8T with scan distance
S, for 6 = 0° and Rs = 150 km, and for selected values of range RO'
For other amplitudes of the internal tide, the appropriate value of

Aco/c0 should be substituted in (5.25).

.

Based on the results derived here, it will be shown in Section
5.3 that Internal tides have a negligible effect on coherence com~

pared to internal waves and spatial multipath interference.

5.2.4 - FRECUENCY SELECTIVE MULTIPATH INTERFERENCE

The effect of frequency selective multipath interference on the

MCF is given by
= ' '
Y = Ym0 ¥ (5.26)
The individual auto-~coherence has the form

Yy = anm(mi . (5.27)

wvhere Hsm(w) is the normalized transfer function of the channel in

the absence .of random fluctuations. The effect of Ynm(w) on the total

coherence is best determined Ly assuming K rays which arrive with
equal tinme spacinge and equal amplitudes. Following [3], the rays

arrive ov r an interval of time 'I‘S which is the time spread of the
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channel; and To is the bulk time delay of the chamnel as depicted

in Fig. 5.13. The auto-cohcrence YMm(w) is easily found to be

sin(wTs/Z)
N = Gm @I /2Ky | -

(5.28)

The periodic lobe structure of this function determines the actual

coherent frequencies, i.e., the frequencies of the priwmary maxima

R e I A Y Ry L
Y -

of the structure wvhere

wnTS = 2nuK ,

- DK
n T
S

f s O = 1, 2, oo ) . (5;29)

R R Rt A PV A

s

5l

As the time spread of the channel increases for a given number of

PR
Yot ene o

rays, there is an increasing number of coherent frequencies in a

ot

57

given bandwidth., This is the case for -increasing source range.

s

S S

¥ o

Also for a constant value of TS’ the spacing -etween coherent

<&

frequencies increases as K increases, as would occuf upon entering

ot

N
Pau e . b

a convergence zona, Also, if the time spread is proportional to the

e 4

3
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P

number of rays, the location of coherent frequencies does not change. 3
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The coherence bandwidth centered on fn is determined by

RS

S
E

Af = (5.30)
T
s i
. For long range propagation, TS is on the order of ceconds, so that $§
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& Rl
% Af is generally leéss than 1 Hz. ' Although exact only for ray arrivals i
h@ which are equally spaced ‘on the time axis, (5.29) and (5.30) are -
% reasonable order of magnitude estimates for arbitrary multipath }f
¥, . 1
g( fields,. :given K and Ts(see footnote to (4.1)). ik
e N B
? The effect of scanning is to square the auto-coherence factor gj
?. . for each channel so that ‘ ?
N . Mm ' M Om * (5.31) %
L p
3 . .
L The effect of squaring this factor is to narrcw the peaks and widen H
e", . . “g
|%» the nulls of the interference pattern causing an effective decrease 3
Lﬁ. in the coherent bandwidth to _ . o i
‘ . 3
1 P
Af B o . (5032) ':?
2T i
S - o
oS
4]
- : 74
i However there is no effect exactly at the pecaks of the pattern, and il
5" coherent frequencies will remain the same.
;1 .The total coherence is
“ ) 2 2
3 fy = I}Iom(w)l Illon(w)l . (5.33)
i Since receivers spaced by large distances may receive entirely dif-
‘ferent multipath fields, the resulting colierent or partially coherent
frequencies must be computed by multiplying the coherence factors for
each receiver as indicntéd»by (5.33), However if the sdénsors receive
/
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An example of the variation of Yy with frequency for identical
multipath fields with K = 4 and TS = 4 sec is illustrated in
Fig. 5.14., For these parameters it is found that fn = 1 He,

2 Hz, ..., and Af = ,0625 Hz.

5.3 THE COMPLETE MULTIPATH COHERENCE FUNCTION

The previous sections have presented the effects of the individual
oceanographic fluctuations on their respective auto-colierence gactors.
It now remains to compare the various effects and to determine their
comBined effect on coherence. A summary is then given with respect

to the application of these results to the computation of coherence.

5.3.1 COMBINED EFFECTS ON COHERENCE
In Section 4.3.2 the MCF was factored into an envelope due to
travel time fluctuations and a coherence term due to frequency select-

ive multipath interference which was written as
Ysun = O, s¥0) %y - (4.75)

Since the first factors, duc to random travel time fluctuations

alone, decrease monotonically with frequency, it is appropriate that

5 .: "
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identical'multipagh fields; the coherent frequencies remain the
same, but the coherent bandwidth is reduced to
. 1
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they be considéred separately. The factor YM~containing the ﬁ
frequency selective effects on coherence gives the coherent 1
o

frequencies: for which Yy = 1. i
K

The four compenents of the factor Yw s all have the same H

3 K

functional form written as f;
Kc2 * . &l

Y(c) = 5 s (5.35) . K

1+(K-1)c . X

é‘

and is shown in Fig. 5.15 for various values of K. ‘%‘
: &

) There is a subtle dependence on the ray parameter K (equal to é
the number of rays when they have equal amplitudes). Since this b

-

form was cbtained from the envelope approximation in Section 4.3.2,

each corresponding auto-coherence has a companion factor due to

N sl

frequency selective multipath interferencas, Consider a coherent
frequency of this factor obtained from the equal time spacing formula-
tion, say fn’ and keep it constant while increasing K so that the

correspondirg factor of YM equals unity. Since K satisfies

g = 28 ’ (5.36)

this can be accomplished by allowing K to increase by increasing TS'

From (5.35) it can be seen that the auto-coherence then increases

&l

sl
ARSI

“a g &

as K increascs. The explonation for this is that coherence is

RS
A

N
S5 E

Primarily determined by the variations of the resultant phase of a

single frequency component of each multipath signal., For a given
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phase variatib@fin:fhé'indiyiduak rays; as thé number of independent
rays increases, thé variation in the resultant phase decreases. This
phenomenon has actually been observed in convergence zones, i.e.,
.wheré many ray paths converge in a2 focal zone [4],
The above effect must be,carefully considéred in analyzing the
effects of spatial Ygriations die to multipath interference. Although

Yh s will increase with K when the other parameters are held constant,
,S .

the ray spread ¢ may also increase due to the increase in the number

of rays, and this will cause a decrease in Y* The relationship
H

S'

" between K and 7 should therefotre be considered in computations of

L.
Yw,‘S'
For the purpose of comparing the various effects on coherence,

the simplified geometry of Fig. 5.10 wili be used. Each auto-coherence

term in (5.1)\due to random travel time fluctuations was computed as

a function of scan distance for 9 = 0 (perpendicular to RO)(and

@ = £90° (parallel to RO), which are the approximate directions of ex-
trema of the variations due to internal tides and spatial multipﬁth

interference. The ranges used are R, = 250 km and RS = 150 km, the

0

multipath parameters are K = 16.and 0 = 2°, and the acoustic. -

frequency is £ = 50 Hz, Figs. 5.16-5.18 show the results for scan
Qistances up to 50 km.

Fig, 5.17 illustrates the results for 8 = 0, which is the direc-
tion of the maximum effect of internal tides, and the approximate

minimum of spatial fluctuations. The solid linés arc the approximate

region of validity of the assumption of independence between scan

P

et e VAN e o st ks kKU DL AR SN S

Sor +

.
T Y L A
D RO T i FRa"

S

S,
2 A

1«?&;“'& P

e
2,753 1w

B

o

e

3

A




119

channel and beacon channel. The .dashed lines are extrapolated to
give the proper coherence of unity at S = 0.

The highest coherence factor is Y T which remains at unity
thrcughout the entire scan distance. It was shown that the effect of

internal tides decreases w.th increasing range R,, while all other

0’
effects increase, The conclusion is that internal tides have a
neglipsible effect on coherence for long range propagation and for
scan distances of this magnitude, and henceforth they may be ignored.
This result removes any restrictions on the system configuration or
its orientation with respect to the direction of internal tide
propagation as in Section 5,2.3, Furthermore it was shown in Section
5.2.3 that internal tides have no effect on coherence phase.

Next din value are'the auto-coherencies due to internal waves in
the beacon channeis, which are equal due to system geometry and do
not vary with scan distance,

The auto-coherences Y&,Sm and Y&,Sn due to the combined effect
of internal waves and spatial multipath interference in the scan chan-
nels have the largest effect on coherence. However 6 = 0° is the
direction of the approximate minimum effect of the spatial variations,
due to smaller changes in range, so that total coherence should be
higher in this direction. The difference in the values of Y&,Sm
and‘%&’sn is due to differcnces in scanuing ranées. The composite

MCF, Y. . 3is largest in the divection 9 = 0° so that this is the
Smn

direction of largest scan distance for a constant coherence.
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Fig. 5.16 demonstrates ‘coherence for 6 = +90°. The coherence

factors YTmn and Yyq 3Fe the same as in Fig. 5.17. The increasé

> Y
in range for a given scan distance is the greatest in this direction.
The effects 6f both the spatial variations and internal waves there-
fore are greater than .in any other dircction and the auto-coherences
Ya’Sm.and Y&,Sn (equal by symmetry) attain their absolute minimum
values. The MCF Ygmn is minimum in the direction 6 = 490° and scan-
ning ability is conseéuently the most limited.

Fig. },18«sh6ws the effect of scanning in the direction 6 = -90°,
The effect of spatial variations is approximately the same as

6 = +90° for a given S, but since range from the receivers to the
scan location is decreasing, the effect of internal waves is somewhat
less than € = +90°, This accounts for the slightly higher values of’
YW,Sm and Yw,Sn causing a slight increasz in the MCF, YSmn' However
for scan distances of the magnitude considered here, the difference

in the MCF between 6 = +90° and 6 = -90° is minimal and scanning
ability is approximately the same in these directions.

The average signal phase for each receiver channel varies as a
function of scan distance according to the change in source range.
Negative values of phase correspond to increases in source-receiver
range relative to the becacon, and positive values indicate

decreases in range. The primary component'of the phase is the linear
variation kox. It can be seen from (5.6) that for 1;rge values 6f
kolxloz, the magnitude of the phase is. approximately |¢S| =Ak0|x[ -7%-.
The decrease in ReYSmn when seamning with the plane wave phase kox

-
rather than ¢, is as large as l—cosi = ,293,
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* - . 5,3,2 COMPUTATION OF THE COHERENCE FUNCTION

) The. purpose of this section is to summarize the procedure for

computation of the MCF. It has been emphasized that the MCF can be

v

computed for all receiver pairs by the computation of only the auto-

coherence for cach receivér., The following outline gives the pro- :

¢

PRy

cedure for computation of receiver auto-coherence, and the MCF for

e
At

each receiver pair is.computed by multiplying their auto-coherences.

®

Proceédure .

1. For a given sound speed profile, beacon depth, receiver

e 3B o s s F B0 sy v Ty

depth, range R to beacon, and frequenc& f, compute the

4k

5,

number of ray arrivals K', relative pressure amplitudes,

b
| 5w

X

Jas v
B3

Ak’ travel times, TkO’ and arrival angles, Bk (usually

K

(o
AP et

from a ray trécing program).

LT

‘o,
Ly

A AT

- , 2. Compute the ray parameter <%

| IZC' 2 1§' 2\ . %

K=| il ﬂ ~ (5.37) =

T k=1Ak -=lAk . m%

. ' 53

- ; and estimate the rms ray arrival angle from Ry
: X' | 2
K . e . 3-_ 2 ¢

) o o R Z«lek . (5.38)

3, For given scan location determine new range to receiver,

o o R', and compute x = R'-R,
4, Determine ¢ = $(R) and ¢' = d(R') from Fig. 5.3 or from
if SR (3.9) and (3.10) fer characteristic ray type in channel.

o
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Find«cw = ¢ (f¢) and c = cw(Eé')-froégfig. 5.2 or ) f‘

} from (5 3). . : ’ ‘ N iéi

'S.  Determine |cS| =.|cs(xlk,6)| from Fig. 5.6 _\“' ) ‘ﬁ'

or from (5. 6) - . . : i 25

6. From Fig. 5.15 or from (5. 35) compute Y(c ) and Y(cwlc I) ‘ :%
for the value of K found in (5.37). z é
7. Determine the ;hase ¢S = ¢S(x/A,o) from Fig. 5.7 or : N%‘ﬁé
, from.(5.6)- ' :
8. If f is a coherent Erequéncy (%M = 1), the complete i w;
auto-coherence is . g : \ i§
R 3 %
Ylevlehleghe . . L
. Coherent frequencies aré'detgrmined from - ) ; jg

(5.39)

d =0T, / K’
H ()] = e
o] lkzlA.k | kzlAk

The above procedure is performed for each receiver-channel.

In

terms of these auto-coherences for N receivers, Yy 1,2, .... N,

the MCF for each pair of receivers is

- .

*
= YmYn’ m, n=131,2, ¢is.

YSmn

5.4 SUMMARY - o .

This chapter has prescnted the MCF ia terms of real oceanographic
fluctuations, and has comparcd the effect of cach tyoe of flictuation.
"~

The condition fpr which the scan chaunels are independent for
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internal wave fluctuations was shown to depend upon scan distance,
S, and scan time, t. For T = 0, p(S,T) = .5 for § = 6.4 km, so by
restricting the analysis to S > 6.4 km the channels can be considered
to be independent, and the time dependence can also ﬁe ignored. The
coherence due to internal wave fluctuaéions was shown to decrcase
with both range and frequency and to increase Qith the number of rays.

Spatial fluctuations due to multipath interference were shown
to have thco most severe effect on scanning, and their effect is com-
bined with that of internal waves in the scan channel. Their effect
on coherence depends upon a difference in range to the receiver be-
tween the beacon and the scan location. This implies that the maximum
scanning ability is generally perpendicular to the direction from
receiver to lLeacon. Scanning is much more limited in the parallel
direction., The coherence decreases with increasing angul;r ray
spread, frequency, and scan distance; it iIncreases with an increasing
number of rays within the same sprecad of arrival angles. The total
average signzl phase to the scan location is determined by the spatial
fluctuations and eéch receiver uses this as an average phase shift
for scanning.

The coherence due to internal tides decreases with increasing
scan distance and frequency, but increases with range. However, the
effect of internal tides is ncgligible compared tc the other effects
for the scan distances, ranges, and frequencies of interest here.

Internal tides also nave no effect on average signal phase,
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The above cffects form a monotonically decreasing coherence

envelope of the effects of frequency selective multipath interference.
L This latter cffect depends upon the constructive and destructive inter-
ference of the rays as frequency varies. It can be stated in general

that the spacing between coherent frequencies decreases with increas-

ing time spread and decreasing number of rays, and that the coherence
y bandwidth (about a coherent frequency) decreases with increasing time
| spread, However, the exact interference pattern must be computed
from the ray amplitudes and travel times. The dependence of the
auto-coherence on YM is determined by the location of the coherent

frequencies. Rather than compute Y“ for an arbitrary frequency (since ;
B '

YM may be low due to destructive interference), the approach taken has
been tc assume lozation at a coherent.frequcncy so that Yy = 1. Since

7 there generally will be small spacings between coherent frequencies,

AR

the preferred approach is to determine coherent frequencies from the

‘;:“‘q&v

_‘ g

exact multipath summation, and to assume that the signal bandwidth is

Gy

large enough to iaclude at least cne couhierent frequency. This fre-
quency is then used for computation of the coherence envelope. This
subject will be discussed {urther in Chapter 6.

The complete auto-coherence can be computed simply from the equa-
tions and figures given in this chapter. With the aid of a ray tracing

computer program or other data, the procedure of Scetion 5.3.2 can

v e e e

be used to rredict the MCF.
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CHAPTER 6

APPLICATION TO A SUPERARRAY SYSTEM DESIGN

6.1 SYSTEM DESIGN APPROACH

Array processing was discus;ed in Chapter 2 and the VLA was com-
pared with a conventional array. In particular, a VLA of conventional
subarrays was discussed, and its advantages with respect to gain and
beam pattern were emphasized. In Chapter 5 the final formulation of

the MCF was presented in terms of known oceanog;aphic fluctuations.

The purpose of this chapter is to apply éhe results derived from the

MCF to a VLA of subarrays.

Consider a system of Nv widely spaced conventional subarrays,

each of which has NS sensors and beamwidth AOS. A beacon is placed at
B'at the range Ro, and the beam of each subarray is séanned to this loca-
tion as shown in TFig. 6.1(a). The beacon radiates a waveform which
enables each receiver to measure the impulse respoﬁse of the channel.
With this informaticn each receiver then focuses on the beacon as des~
cribed in Section 4.3. The pattern of the system then changes from the
independent patterns of the subarrays to the near field pattern of a

VLA with a high resolution, coherent focus on the beacon as shown in

Fig. 6.1(b). Any ambiguities in the VLA pattern are limited to the
original area of intersection of the subarray beams.

At the beacon the coherence is unity for all subarray pairs, so
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that the VLA gain attains its maximum value, Gv = Nv. The goal is to
scan the superarray focus away from the beacon in search of an unknown
signal source while maintaining an acceptable value of gain. First
each subarray scans its beam to the location S as shown in Fig. 6.1(c).

To focus the suphrarray at S, the phase shift determined from (5.6) is

applied to the output of each subarray and the outputs are summed as

depicted in Fig. 6.1(d). The VLA gain at S is determined by the degrada-

N

AN TR g n Y e

tion of coherence due to the random fluctuations, as preéicted by the

MCF. The superarray continues to scan away from the beacon until pair-

it Eewns

wise coherence decreases to such a value that there is no appreciable

<o 4%

gain,

Since it may be desirable to cover a larger area, it is necessary

A3 P At A T2z

to place other beacons to insure continuous coverage. Each beacon has

P T P T S e

its own area of coverage, and the beacon locations are determined by the

size of these areas so that coverage is continuous. The procedure out-

o

lined above is then repeated for each beacon.

iy by o

e

It is, of course, necessary that the required density of beacons

e
)

is practical for the given system specifications. One of the primary

PO
A A w2

purposes of this work is to provide a procedure for determining the

feasibility of a VLA system design for given acoustic parameters and e

s
system geometry, within the limitations of the oceanographic fluctuations i%%
considered heve. It should be remembered that geographic anomalies have iﬁg
not been included as sources of fluctuations and will be a soufcc of *3%

>,

further performance degradation.
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6.2 SYSTEM DESIGN PROCEDURE

The primary considerations in the design of a VLA of subarrays
are the performance specifications of detection ability and localiza- 1 ;
tion ability. Detection ability'is measured by the system gain and
is determined by the MCF. Localization ability is determined primari-
1y by the system configuration.

The primary system requirements related to the gain are the num-

;
ber and density of beacins required for coverage of a desired area, é'
i

glven the system configuration and the acoustic parameters for the
ocean area of interest, TFig. 6.2 gives the value of the MCF required - é
to achieve certain values of VLA gain, GV’ as a function of the num- %
ber of subarrays, Nv, from (2.63). When the required value of Yg has

i : been determined, the area of coverage with one beacon, AB’ can be

found from thie contour of constant cohererce using the results of Chap-

ter 5, It was shown that the directions of extrema of scanning ability

are approximately parallel and perpendicular to the VLA baseline. By

-
H
"
+
3
'§3
2
7z
=

computing these coherence distances, Sx and Sy, respectively, fer the

Y TR
DEEET N e e e

outermost pair of receivers, the area AB can be approximated as a |

rectangle,

A, =85S . (6.1)

Within this area the gain will exceed the minimum required value since

the outermost pair of receivers has the lowest coherence. Assume that

RS2

each beacon in the area of interest has approximately the same coher-

ence contour with the same area A,. Then the required spacing between
B

SR P e

R T N
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5 beacons is Sx in the direction parallel to the VLA baseline, and Sy

i in the perpendicular direction. For a desired total area of coverage,

-AT, the required number of beacons is

N = 2% (6.2)

Another design consideration is the required refocusing time for
each beacon. In Section 3.1 the scanning time was limited to T <<'F0,
where ﬂ“o is a characteristic time of the large scale environmental

fluctuations, which is on the order of days. In addition there was

shown to be no dependence on scan time due to internal waves and

tides., For internal waves, the scan time determiﬁes the minimum dis-
tanze for which the channels are independent; thus, for scan distances "
larger than this, there is no dependence on T. Since internal tides
were shown to have a negligible effect nr coherence, their dependence
on scan time can be ignored. The limiting factor on scanning time g
!

therefore is the characteristic time 'Fo.

Assume that an upper limit, Tgs is placed on scan time so that

T = 12 hr may be reasonable, but due to the

T << A value of 71

S o S
limited knowledge of large scale fluctuations it should be determined

e
L6 Mo
Y
ABE, 1
A RN
S

M

by experiment. If a beacon has a lifetime TB’ and if TB > TS’ then
each subarray must refo us on the beacon at intervals of TS' However,

it will be necessary to replace cach beacon at intervals of

1,':4_ v A
BB ERRE S

if TB < 'rs

TB' This is an important consideration for system design implementa-

tion and requires further study.
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N\
* .

The localizaticn ability of the VLA is determined primarily by

the subarray beamwidths and the range to the source. If each subarray

has a.length LS,-then the beamwidth is

A e
ABS =-i; . (6.3)

When the separation between subarrays is large the area of intersection

of the beams at a range R is then approximately .

2 e ot e G 4 S T0s b, Lo e s

2
os = (RAGS)

(6.4)

= )\2 L"— .
S

’

Yy e ge B eI o R e

The desired resolution determines limits on the relationships between

frequency, range, and subarray length. The number of resolution cells

R IR LY S

2
a0

"y

per beacon is

£1
S

S

Sl

=

B
NR . (6.5)

w
2

N

- {:' 27
v’ i"":-’z

A requirement for feasibility is that GS << AB so that NR is large.

i e i

The resolution cell of the VLA focus can be determined from (2.55)

and (2.57) as .
oy = ApydSy

3 3 . .
= )2 -L—‘— (5.6)
\Y
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where Lv is the VLA length., If the subarray beamwidths are small
enough it may be possible to have. only the main focus of the VLA

*
within cs, with all ambiguities outside. The increase in resolution

would be
OS RLS2
—0— = ‘————3 * (6'7)
vy

For R ~ ﬂv and Lv = 100 LS’ OS/Ov = 104, indicating that this is a

subject well worth further study.
As a simple design example consider the VLA configuration shown

in Fig. 6.3. There are Nv = 7 linear subarrays distributed along a

baseline of Lv = 150 km. Each subarray has N, = 40 sensors spaced one

S
half wavelength apart at £ = 50 Hz (A = 30 m), so the subarray length

’

is LS = 585 m, If the noise is incoherent between individual scnsors

in a subarray, then the subarray gain is C_ = 16 dB from (2.62).

]

It is desired to form a VLA which will increase the system gain

by a minimum of G, = 6 dB at £ = 50 Hz. The desired area of coverage

v

is AT = 75000 km2 centered about an initial beacon range of Ro = 250 km

as shcwn in Fig. 6.4, From Fig. 6.2 the required value of the MNCF is
found to be Yg < 0.5. .
Assume that the multipath parameters are K = 16 and 0 = 2°, To

determine the scan distances Sx and Sy’ the outer pair of receivers

is used for the computation since they will have the lowest coherence.

* Based on calculations using random array theory.
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This insures that -the gain will be greater than 6 dB throughout the scan

P e Td o e f e

grea, AB. At and ncar the beacon Fhe gain will be lOloglo7 = 8.5 dB.
Thus the zverage gain within the Y = 0.5 contour is in excess of 7 dB ¢
and the maximum gain is 8.5 dB. Using the. MCF computation procedure i
of Section 5;3.2, it is found that Sx = 165 km and Sy = 50 km, giviug
a total coverage area of AB = 8250 km2 with a beacon at R,. Assuming’ &

0

that the area of coverage for each beacon is the same, the total number

LS

of beacons required is N_ = 9, from (6.2). The beacon configuration and

B

coverage areas are illustrated in Fig. 6.5.

- i ¥
et e o BB VY Va s e N = E

t
L3

The subarray beamwidth is found to be AGS = ,051 rad. At

L

R0 = 250 km the resolution cell from (6.4) therefore is Og = 164 kmz, é
and the number of resolution cells per beacon is NR = 50, from (6.5). ”E
From (6.6) the resolution size of the VLA focus is found to be GV = E
4600 mz. The beacon coverage area and resolution cell, GS,'is'illus— il ‘g

E

{
LXExS

trated in Fig. 6.6.

In summary, this VLA will increase system gain by more than 6 dB,

k) covering an area of 75000 km2 with 9 beacons spaced by 50 km in the per-

TR AN NS

pendicular direction and 165 km in the parallel direction. The size of
the resolution cell is 164 km2 for a total .of 50 resolution cells per

beacon and 450 resclution cells over the entire coverage area.

6.3 CONSIDERATIONS IN SYSTEM IMPLEMENTATION

This wvork has been primarily concecrned with the most important VLA

'
N
Tt el sl

ot T,
i e

¥ system design consideration, that of signal colierence between widely

Ay LT
5
L
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spaced receivers, The derived wmultipath coberence functlon provides the
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beacon spacings required to maintain a desired coherence and VLA gain.
There are other considerations for a complete system design implementa-
tion which will determine system feasibility. A detailed discussion of
these factprs is peyond the scope of this work. However, this section
enunerates the most importani of them, with practical suggestions as a

basis for further study.

Beacon placement

For a practical VLA system design the method of placement of bea-~
cons is an important consideration., Permanent beacon installations
would be expensive with a lack of flexibility in location and a high
probability of discovery. However, temporary beacons with a limited
lifetime would avoid these problems. The controlling factors in deter-
mining the feasibility of temporary beacon installations would be the

method of pleccement and the beacon lifetime, T Since the use of

BO
temporary bezcons implies a beacon replacement if the desired scan time
the method of

about a beacon, T_,, is greater than its lifetime, T

s’ B’
beacon placenent should be expedient. One method that warrants consider-
ation is dropping beacons from an aircraft. The technology in this
area is well deveioped and the method offers the cbvious advantages of
flexibility in beaccn location, accur.cv of location by navigational
methods, and ease of immediate beaceon replacement.

Another possibility is the use of beacons of opportunity such as
surface shipping [1). The advantages are availability at no expense,

and concealmunt. There will be difficulties in phasc measurement due to

spatial variations, and a lack of reliability ond flexibility in location,
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However, due to the abundance of shipping traffic in areas where bea-
con placement would be difficult or impossible, it should be explorad

as a possibility. .

Beacon waveforms

The most important requirement for a beacon waveform is that it
enables accurate measurement of the channel impulse response in the
presence of noise. The waveforms of all beacons must be known at all
receiver sites and they must be distinguishable. In addition, the bea-
con siénals should be undetectable to all others.

Measurenents of the impulse response cf underwater channels and
acoustic phase detection have been investigated theoretically [21,

{3), [4) and experimentally {51 - [10]. It appears that pseudo-
woise (PN) saquences lli] satisfy the requirements stated above and
should be coasidered in a superarray systcm design.

Some of the characteristics which the PN code should possess will
be dictated by the channel characteristics, The time length of the
code must be greater than the time spreéd of the channel to insure
uaambiguous measurement of the multipath arrivals. The sequences must
be distinguishable between beacons, thus a different code should be
used for each beacon. Each pair of sequences should have good cross-~
correlation properties so that only the desired beacon waveform is de-
tected. Another consideration is the time required for ecach receiver

to synchronize with the beacon PN sequence.
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Source localization

The VLA localization accuracy is primarily determined by the
accuracy of location of the beacons and subarrays, and by the number
of ambiguous VLA focal areas within the area of intersection of the

subarray beams. If there are VLA ambiguities within o_, then Og is

s?
the mininum resolution cell. The linear dimension of Og is typically
on the order of tens of kilomete;s. The beacon locations and the loca-
tions and'orientations of the subarrays will be known to at least
navigational accuracy, whose error is much less than this value.
Therefore, it can be assutmed that there is little effect on the local-
ization accuracy determined by the resolution cell Og-

It was shown in the previous section that if there are no VLA
ambiguities within OS’ then the size of the resolution cell will be
ﬁecreased to GV’ which is on the order of RZ. However, the location
of Oy is highly sensitive to the location accuracy of the system com—-
ponents. Even if the subarray and beacon locations could be known
within fractions of a wavelength, the location of OV would still be in
error due to the randomness of the medium., However, due to the poten-

tial increase by orders of magnitude in localization ability, this sub-

ject should receive further study.

Source motion

An application of a VLA system to the detection of moving sources
presents additional complications. In Section 2.4 it was shown that
travel time fluctuations must vary slowvly compared to sigual duration

time, so that the channel transfer functions will be time invariant.

N
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However, this may not be valid for a moving source, because the spatial

fluctuations due to wmultipath interference will vary with time. The

seriousness of this effect will depend upon integration time and source

velocity. A related problem is the ability to track the source by main-
taining the VLA focus on its changing location. The source motion also
causes a complicated'Doppler effect due to a different frequency shift
in each ray. However, this effect can be minimized by properly shifting

the center frequency of the receiver filters.,

Post-detection focusing and tracking

After initial detection of a signal source with tle VLA, it may be
possible to further increase the signal to noise ratio by enhancir~ e
partially coherent VLA focus. Each subarray would measure the rel...ve
signal phase or coheqence of the signal waveforms. Using this informa-

tion a refocused, high resolution spot is placed on the source by self:--

cohering or adaptive beamforming techniques. The focus is then scanned

in the vicinity of the source for the purpose of tracking.

Geographic fluctuations

In Chapter 3 geographic fluctuations such as currents and eddies

were discussed. The theoretical developments in this work were limited

to those which are not geographic in nature. lowever, due to the N
prevalence of geographic anomalies, they must be considered in a VLA Eg
i

system design. :%
e

Due to the variability and unpredictability of some of these fluc~ 1%

v

tuations it is difficult to determine their offect on coherence. The ﬁ%
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best approach would be to evaluate the effect of geographic fluctua~
tions by experiment in the ocean arca of interest for a VLA system.
The geographic areas of prevalence of some of these fluctuations might

.

be considered in the geographic location of a VLA,

Determination of actual phase for VLA scanning

The developmaent of the MCF in Chapter 4 theoretically predicted
the average phase shift required for each subarray in order to scan
the VLA with partial coherence, However, this result depends on an
accurate knowladge of the multipéth structure which may not be available.
It is dmportiant to know the correct average phase for each individual
situaticn. 1If the average phase shift is inaccurate then another ran-
dom wariable is introduced which will further degrade coherence.

This suggests thg desirability of experimentally measuring phase
as a function of scan distance. This measurement will show a phase
trend [12] with fluctuations about the trend due to the variations con-
sidered in this work. This procedure of surveying the scan area is
performed only once, and the phase trenﬁ measured is then used as the

average phase shift for future VLA scanning.

causing a degradation of cohercence, but the trend should remain constant.

£

Coherent noise sources . ' g
In Section 2.3 noise was limited to random brecadband ambient noise E
which is incoherent bet@ecn VLA subarrays. lowever there is a possi-
bility of discrete shipping interference which may be coherent between i

subarrays. FExperimental [13] and theoretical [14] results can be used

#

- . L ° " i e - oy
- i . P g2 13 & - Pocat]
e et s ohes By e A

The true phase will vary

*

e

s

Y

[PU-EE A e Ay
PN L o P St s

e

‘" N
S B

. s, .
SR

S
2
3

e

T
P NS
VEREATTR

.
P

.
Y

Vel

L=

g

PRI
"«aq_‘ LIRS

o

R

ye

S S )




S et Fad v s - Ty T AT asiadiadates- ot S ] ) ford pr s i 4 W T WITTIN
e 3 — 2 T . e 7 = o S AN AT < R S .yfm~,\¢} 2
7 R ! - RORMELE e g ™ Y L

. = OEae

Rraa T e ey Pty rsteenpor ity

144

to predict this shipping density for the North Atlantic. A method of

s near field adaptive nulling of coherent noise with a VLA of subarrays i é
] vas developed in [l4] based upon the concept of null steering [15]. § /E
Practical implementation of this technique would involve an initial 5 éé

localization of interfering shipping by airborne radar detection or : é

other means, and a null tracking system in each subarray so that individ-

ual nulls in the subarray patterns can follow the shipping traffic.

The near field pattern of the VLA can then be visualized as having

Yholes" which follow the ships as they move throughout the area.

Subarray location

Some additional system flexibility can be acquired if the subarrays

¢ can be placed in arbitrary locations. A possible VLA system might con-

N
DN Ny S Srean 2y 3 F s laepan TN P L e B

RN IR T ML Y R s bt

18 sist of several floating random arrays [16] which could be deployed by

i3 * 3
: an aircraft in any desired locations . Ccmbined with the use of air j

E; dropped beacons, the VLA system would then have the advartage of com- . é%
3 i A

plete mobility. The disadvantage would be a further degradation of sys-

tem gain due to the larger spacings between sensors in a random float-

ing array.
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6.4 SWMARY P
y
This chapter has presented an application of the MCF to the design X

of a VLA of widely separated subarrays. The general system design

s -
B *This idea was sugpesied by Professor F. haber, Moore School of Electrical R
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approach was outlined. A procedure was then developed for determining

beacon spacings required for a given VLA configuration to maintain a
specified gain over a desired coverage area. VLA refocusing times were
shown to be dependent on the lgrge scale oceanographic fluctuations.
Localization ability was discussed in terms of the subarray beamwidths
and the size of the focal area of the VLA,

A de§ign example was presented for some realistic system para-
meters., This example showed that coherent combination of 7 subarrays
could increase system gain by an average of more than 7 dB over an area
of 75000 km2 with the use of only 9 beacons.

Finally, some important considerations in system implementation

were discussed, and proposals were made fer practical solutions.
Specifically mentioned were the possibilities of beacon placement by
aircraft, and PN sequences for beacon waveforms. The idea of floating

subarrays also deployed from an aircraft was discussed as a method of

making an entire VLA mobile. 1

RETFERENCES

{1} T. L. Liwm, "Beacons of Opportunity,' Valley Forge Research Center
QPR No. 22, Art. 3, August 1977.

[2] T. Kailath, "Measurements on Time-Variant Communication Channels,"
IRE Trans. Inform. Theory, Vol. IT-8, Scptember 1962,

{3] P. A. Bello, "Measurement of Random Time-Variant Linear Channels,"
IEEE Trans. Inform. Theory, Vol. IT-15, July 1969.

{4} H. L. Van Trees, Detection, Fstimation and Modulation Theory,
Part ITI, Wiley, tew York, 197l.

[5] R. L. Veenkant, "Tovestigation of the Propagation Stability of a
Doubly Spread Underwater Acoustic Channel," IEEE Trans. Acoust. i
Sp. Sig. Proc., Veol. ASSP-25, Mo. 2, April 1977.

R e e




- A s s S L Ll et A Ak L A Rl L e $ - R T P A T o .
TRY G g A TR - DA SRS SN o 7Y oy s E AR R o AR T K s et .
v Gontne Tejpdeseer oy - OF AU YR s A R o e IS 2 S PR a0y e T, % i

% DT _ A v O P e R R AN R T AR T Py R AT .h%,a&:ﬁﬂ'i’*;-,p T TALT
e RIS S T VNS

X &4

B

i
}
W

,"J

A

112

[ N

s p 1t

754

1S

- ]

. ‘H

146 : i

v +H

i

i
s

[6] J. C. Steinbérg and T. G. Birdsall, "Underwater Sound Propagation

and K. Yacoub, "Fixed-System Studies of Underwater Acoustic
Propagation," J. Acoust. Soc. Am., Vol. 52, No. 5 (Pt.2), 1972.

" in the Straits of Florida," J. Acoust. Soc. Am., Vol. 39, 301-315, ii
1966. 5;

{7y J. c. Steinberg, J. G. Clark, H. A, DeFerrari, M. Kronengold, é ::
.

{8} H. A. DeFerrari, "Time-Varying Multipath Interference of Broad-
Band Signals Over a 7-MNM Range in the Florida Straits,”" J. Acoust. '
Soc. Am., Vol. 53, No. 1, 1973. t

si e Svers - s
e R ey N T

{91 T. G. Birdsall, G. E. J. Bold, and K. A. Winick, "The PANOIC77 L
Sequence Signal," PANOIC77 Report 013376-5-7, Part I, Cooley Elec~
tronics Laboratory, Michigan, March 1978.

oS o -

[10] G. N. Cederquist, "The Use of Computer-Generated Pictures to Ex-
tract Information From Underwater Acoustic Transfer Function Data,’
Ph.D. Dissertation, University of Michigan, 1975.

t

Ty

B B PR T Py

S iem

[11] AGARD Lecture Series No. 58, "Spread Spectrum Communications,"
NATO, July 1973.

C e -

JERRP Ty

{1z} J. G. Clark, R. P. Flanagan, and N. L. Veinberg, '™ultipath
Acoustic Propagation with a Moving Scurce in a Bounded Deep COcean
Channel," J. Acoust. Soc. Am., Vol. 60, No. 6, December 1976.

A oepte ¥ g

{13} 1. Dyer, "Statistics of Distant Shipping Noise,”" J. Acoust. Soc. ‘
Am., Vol. 53, pp. 564-570, 1973. |

TP e it et

[141 W. J. Graham, “A Large Underwater Aperture of Coherently Combined
Subarrays,'" Valley Forge Research Center QPR No. 22, Art. 3,
August 1977,

P
s Vs b T o

{15} D. E. N. Davies,"Independent Angular Steering of Each Zero of the =
Directional Pattern for a Linear Array," IEEE Trans. Antennas ‘QL

Propag., Vol. AP-15, March 1967. ’

:
i
t
}
!
!

{16] F. Haber, "Floatiug Acoustic Array," Valley Forge Research Center
QPR No., 22, Art. 3, August 1977.




J@A % m«

\«mw% ¥W 3 DRt
? SAND
o o Loy R ,-n

CHAPTER 7

SUMMARY AND RECOMMENDATIONS FOR FURTHER STUDY

7.1 SUMMARY OF RESULTS
In order to view the results of this work in the proper per-

spective, it is helpful to review the line of reasoning that led to

T —— . o

their development. The motivation for this work was the idea of
coherently combining widel& spaced subarrays in a random multipath
underwater wmedium. The purpose of forming this very large array is
to increase the potential signal to noise ratio and the localization

ability. The enhancement of detection ability is measured by the

o B G e d Y e > g e

array gain, defined in terms of the signal coherences between all
pairs of subarrays. The foremost problem, then, was to develop a
sodution for this coherence in terms of the environmental and acoustic

characteristics of the ocean,

This led to the development of a new measure of coherence, called

i
i

&

Kbl d 0

the multipath coherence functicn, defined in terms of ensemble averages

«

of the randon transfer functions of the multipath channels. Since the
receivers are widely spaced the channels are stochastically indepen~

dent. This important simplification demonstrated the existence of

22T

coherence without correlation between channels; it also enabled the

L
R

MCF to be factored into separate auto-coherences, making the final solu-

2

tion mathematically feasible., Another imporvant simplification was the
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envelope approximation for the auto-coherence, which factored the

effects of random fluctuations from those of frequency selective multi-

path interference. The MCF was then formulated as a function of source

. x

range and scanning distance, for general oceanographic fluctuations.,

ey

It then remained to specify the stochastic parameters of the MCF

€ SO OR LSRRy Y S T

for real oceanographic fluctuations. This required original analyses

N R e et S e s e A

rm e

of the effects of spatial variations due to multipath interferéence, and 1

G

of internal tides, on coherence. The stochastic parameters of internal

e ps e 3 NG P W SEFAR A B N P L 2e

A T T

EL wave fluctuations were obtained from the literature. A comparison of

these effects then showed that spatial variations were predominant in

W

e reaping tny

scanning, while internal tides were a negligible influence.

£ pas Nax s e

The remaining step was to apply these results to the initial objec-

- e

tive of predicting VLA performance in terms of signal to noise gain for

given system configurations. The system design approach was to use

self-cohering techniques whereby the VLA initially focuses on a known ;

beacon source in the near field, and then scans in the vicinity of the =
beacon in search of an unknown signal. Thus the quantities cf interest
were the number and spacing of beacons required to maintain a specified

gain while ccanning the VLA between beacons., A design example for some

realistic parameters then showed the existence of significant coherence
over large ocean areas., The conclusion is that a VLA design might be
possible and practical.

In summary, there are three primary resulis from this rescarch.

The first is a general solution for signal coherence in uncorreclated

multipath channels. The second is a specific application of this
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1 .
; multipath coherence function to the design of a VLA composed of wide~
i{ . ly spaced subarrays., Finally, numerical results showed that such a
f; VLA design is feasible for certain system configurations and multipath
i% characteristics.,
;§ 7.2 ANALYSIS OF RESULTS
?{ The following sections outline the important conclusiﬁns to be made
%g from the £esu1ts of this work, and an explanation of its limitations. ”
éw The points considered are limited to the areas of the three primary
?E results of this work stated in Section 7.1. Further information and de-
| tail can be cbtained from the summaries at the end of relevant chapters.
7.2.1 CONCLUSIONS
4 The most important conclusion to be m%de from the development of the {?
Mu,Q-h'?afh COL.P/fMM Function ,{
\-,,“~aw~ﬂ” chg)is that it demonstrates the existence of coherence without correla~ éf
tion between random channels. The MCF demonstrates the importance of ;?
the size of fluctuations compared to thgir correiation. Tée existence ,gé
%g of partial coherence implies a non-zero mean signal field for fluctua- '?5
%é tions which are swall enough. It was also showm that the MCF is indepen-
éi dent of the signal source and depende only on the properties of the
;; medium. ,
ié The importance of frequency domain processing is recadily observed :
by comparing the cohezence function with the normalized cross-correlation j
function. A broad band signal waveform in a multipath medium may have , ;
]
only one ov two discrete frequencies at which coherence is high, T
4

he \jb
sy
-

Tve . :
2§
,

‘
H
3

L

PR
PR
' e

SRS

AT

']

AN

R e L o I O T TT e




& ”ﬂi' ‘! :& «mw‘wg’

~ 4"m»~

’:g.ﬂﬁgywmwv ¥ n L‘"Js Q’i"l' ww' 1\?5"” 1T W%Wm\[ \

o RO T [

’

5 4 150

ce
fj9cross—corre1at10n function, however, considers the entire signal wave-

form and will have a much smaller value than the maximum valua of the

coherence function.‘;)

P

-

- The relevance of the MCF is in its relation to array gain. The

magnitude of the MCF gives the signal power gain achieved by combining

—

the outputs of a pair of receivers. Its phase is the average phase

e
-

——

difference between the received signals which is required to combine

them with partial coherence.

> rean,
e,

The mathematical solution for coherence led to a convenient
factorization into nine auto-coherence terms. The stochastic indepen-
i dence of the receiver channelshpermits an auto-coherence to be com-
puted for each channel independent of the others resulting in a large
computationali savings. The eéenvelope approximation further factored
the effects of random fluctuétions from those of frequency selective
multipath interference. This allows the prediction of maximum coherent

frequencies independent of the actual multipath ray configuration. The

extension of the MCF to VLA scanning led to a further factorization of

the MCF into an auto-coherence due to the cffects of spatial variations
in the wultipath interference. The advantages of these factorizations
are computational simplicity and the ability to compare various effects
on coherence readily.

a:?lhe MCF formulation is a simple, concisﬁ mathematical expression,
and does not depend on present knowledse of oceanographic fluctuations.

The solution is adaptable to future develepments in the causes of these

fluctuations.
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The compléte value of the MCF is determined by multiplying the
eight auto-coherence factoré for a given channel, system geometry, and
acoustic frequéncy. It has been shown that, for a constant value of
o, and for a coherent. frequency (Yﬁ = 1), the MCF increases as the num-
ber of ra&s, K, increases. However, if an increase in the number of ray
arrivals‘causes a corresponding increase in the r&y spread, 0, the coher-
ence may decrease, This fact is an important‘consideration in the
choice of receiver location. For example, it may be wise to place the
receivers at depths where there is a large number of ray arrivals with-
in a small angular spread, rather than to choose‘é location having only
one ray with the hope of avoiding spatial wariations due to multipath
interference entirely.

The jdertification of the auto-coherence with spécific oceanographic
fluctuations allowéd the relative effect of each type of fluctuation te
be determined. For each reéciver there is an auto-coherence due to
ipternal wvaves in the beacon channel, Yw; an auto-coherence due to
internal waves and spatial multipath interference in the scan channel,
Yé’s; and‘an auto-coherence due to frequency selective multipath inter-
ference, YM' There is also the effect of internal tides on the coherence
between receivers, YT'

Thg factor Yw depends upon the typical anple at which rays cross
the sound channe. axis and has a higher value for stccper rays. It
decreases with the source range, R, and with the acoustic frequency, f.

Y&,S contains the effect of internal waves in the scan channel plus

the effect of spatial variations due to multipath interference in
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scanning, The effect of spa%ial varjations depends upon the changeﬂ
in soﬁrce range, X, in scanning away from the beacon. Thus, the effect
is most severe when scanning in a direction perpendicular to the base-
line of a VLA, The parametef which affects the spatial variations is
the angular ray spread at the recciver, 0, aund it was found that coher-
ence decreases as ¢ increases. For a given vaiuc of 0 che coherence
decreases in scanning as a function of |x|/A.

The effect.on coherence due to frequency selective multipath
interference, Tn, was found to depend on the nominal. time coafigura-
tions of the multipath arrivals for each receiver channel. The coher-
ence Yy i$ specificd primarily in terms of coherent frequencies, i.e.,
frequencies at which the rays interfere constructively, and the coherent
bandwidths centered on these'frequencies. For a simplified equal time
spacing formulation of the ray ar?ivals, it was found that coherent
frequencies occur at harmonics. The fundamental coherent frequency inw.
creases as the number of rays, K, increases, and as the time spread,

T., decreases. The coherence bandwidths are inversely propoftional to
".l‘s'

it was found that internal tides had a negligible effect on coher-
ence in scanning compared to the effect of spatial multipath interxfer-
ence. Consequently YT has a value of unity for all scan distances qf
practical irterest. However, the coherence due to frequeacy seiective
multipath interference is also a consideration, since the spacing between
coherent frequencies increases as K increaszcs., All of these factors

snould be taken into acceount for an optimunm system design.
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The argument of the MCF is the average phase djfference between
signals necessary to combine them with partial coherence. The only
contribution to this phase is due to the spatial multipath interference.
It was found that the phase has an expected linear variation, kox, and
a contribution due to the ray spread, ¢. It was found that the devia-
tion.of the average phase from the linear trend is less than w/4 radians.

The actual design of a superarray system requires the use of bea-
cons with known lccations and known waveforms for the purpose of
initially focusing the VLA due to the unknown state of the medium.
Scanning th> VLA is performed by first scanning the subarray beams to
the desired location and then applying the required phase shifts to the
subarray outputs. These phase shifts are nominal or average values
which are either predicted from a ray tracing program or experimentally
measured. The MCF then predicts the defocusing of the VLA due to the
fluctuations about the average phase. The localization accuracy of the
VLA is determined primarily by the area of intersection of the subarray

beams because of ambiguities in the VLA pattern.

The MCF predicts the coatours of constant coherence giving the
area of coverage with one beacon for a desired «rray gain. This deter-
nires the nuwber of beacons and their geometric configuration for a re-
quired total area of coverage.

Numerical results for a specific multipath configuration and a VLA
of 7 subarrays predicted an average gain in excess of 6 dB over an area

9
of 75000 km”~ with the use of only 9 beacons.
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7.2.2 LIMITATIONS
The restrictions of the foregoing theory are few, and Are simply

stated. There are some ;imitations, however, which may be important

considerations in a VLA system design, and are itemized below.

* Geometrical optics ~ the theory of fluctuations has been limited

to the geometrical optics regime (small fluctuations), with
associated limits on frequency and range. However, since the
fluctuations are uncorrelated, the MCF depends only on their size.
Consequently, coherence would be very small for fluctuations larger
than those of the geometrical optics region, so it is unnecessary
to consider the other regions of fluctuations.

* 8mall scalzs size of fluctuaticns - the limitation to fluctuations

of small correlation distance and time (internal waves) places re-
strictions on scan distance and scan time. But since coherence

is low for Jarger scan distances due to the fluctuations considered

A

.

here, there is no need to consider larger scale size fluctuations.

* Non-geographic fluctuations - the theory here does not consider

geographic anomalies such as currents and eddies. These fluctua-
tions should be seriously considered in a VLA system design, either

by measuring their effect for the arca of interest, or by avoiding

them entirely in locating the VLA,

*

N . "-o oy
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* Source motion - & restriction imposed early in this work was that

.

signal duration time be much less than the characteristic time of

all fluctuations. Source motion implies the existence of spatial
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There is therefore a requirement that the source motion is minimal

for the time that it takes the signal processor to compute the

power spectral densities, The effect of Doppler can be accounted

for by simply shifting the center frequency of the signal processor

filter. This subject requires further study.

Horizontal scanning -~ although no restriction was placed on receiver
location due to the use of a beacon for initial cophasing, scanning
was limited to a horizontal plane at the beacon depth, It is

assumed that there are no great variations in depth for typical

signal sources. The vertical coherence distance therefore can be

presumed to be large enough to detect all sources of interest with

beacons at only one or two depths.

Accuracy of beacon and receiver locations - the VLA localizatilon
ability is determined by the area of intersection of the subarray
beams, which may be on the order of tens of square kilometers.
Since receiver and beacon locations will be known within areas much
less than this, there will be essentially no effect on localization
ability of the VLA.

Incoherent noise ~ Lf the noisc is incoherent between receivers

there will be no effect on VLA gain due to ambiguities in the re-

ceiving pattern. Coherent noise sources, such as shipping traffic,

will cause a docrease in gain if located at one of the ambiguous

focal points of the VLA. Tha proccdure of necar field adaptive

nulling discussaed in Chapter 6 may avoid this problem.
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¢ Isotropic multipath field - it was assumed that the number of 3 fg
i B
rays, the nominal travel times, aad the angles of arrival, are i

invariant throughout the scan area for each beacon. The source

ity M S
ot

3 I R V2

ranges and scan areas for which this condition is fulfilled must

bé predicted from a ray tracing program. This is a further consid- fj
eration in beacon and receiver location. %3

N

%ﬁ

7.3 RECOMMENDATIONS FOR FURTHER STUDY N
.Section 6.3 has discussed other considerations in a VLA system design éf
implementation, and Section 7.2.2 has stated limitations of the theory ;;

and its applications. The topics mentioned warrant further study and are

summarized here with further recommendations concerning experimental

e

verification of results.

y
i
5
L

I
i
3

1

An experimental test of the theory of the MCF using beacons.
2 - An experimental test of application to a VLA system design.

3 -~ A study of beacon waveforms such as PN sequences,

ez

Evaluation of methods of beacon placement such as beacons of

E-3
!

3 2N

opportunity and air-dropped beacons.

.
5 LN
5 S

Ty

5 ~ An (xperimental test of source localization ability.

[+2}
1

A study of the effects of source motion, .

7 - A study of the effeccts of geographic fluctuations such as

currents and eddiecs. i

3
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N
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8 ~ Evaluate the effecets of colierent noise sources.
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L
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9 - A study of post-detection focusing and tracking.
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10 -~ Consideration of methods of subarray location such as the
use of floating random arrays.
11 - Study of the use of sources of opportunity instead of

beacons.,
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APPENDIX

THE ENVELOPE APPROXIMATION
It 4s desired to approximate the envelope of the function
2 2
2 Ke” (@) [Hy (@) |

Y (W) = R . (A.1)
2+[R[H, (@) ]| “-1]c” ()

In the gbove equation lﬂo(w)lz is the square of the normalized multi-
path transfer function exhibiting frequency selective fading. It is
shown in Section 5.2.4 that coherent frequencies located at the primary
maxima of the pattern have typical spacings on the order of 1 Hz, and
that the nulls adjacent to cach zcherent frequency are geparated by
fractions of 1 Hz. Between coherent frequencies there are a number of
secondary maxima which have generally the same spacings between their
adjacent nulls. The function cz(w) is the squared characteristic func-
tion of random fluctuations and is a monotcnically decreasing function
of frequency. The typical characteristkc functions considered, that of
internal waves in (5.3) and of spatial variations in (5.6), vary slow-
ly compared to lHO(w)lz, and can be considered constant between any two
nulls.

At the nulls of |Ho(w)!2, Yz(w) = 0 when cz(w) < 1, so the local
maxiwa of Yz(w) also occur between the nulls. Consider a primary maxi-

mum of |H0(w)|2 located at w = w, so lﬂo(w0)|2 = 1, Then in the region

0

between the adjacent nulls
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2 2
Ke” (w,) |1, (W) |
00 . (A.2)

1+[K|Ho(w)|2-1]c2(wo)

Since Yz(m) increases monoEonically with lHo(w)l2 when cz(wo) <1,

its maximum value in the region between the nulls about Wy is

Kcz(wo) a.3)
s A.3

max Y (W) = 5
1+(K-1)c (wo)

This is true for each primary maximum, so the envelope of Yz(w) for all

w is

112 (@)

Since the prinmary maxima and zeroes of Yz(w) coincide with those of

|H0(w)|2, the approximation to Yz(w) is now written as

2 2 2
Yy @) = Y@y (A.5)
where
2 _ 2
Y}’i(w) = Ino(m)‘ ¢ . (AoG)
The fractional errvor in this approximation is
2 2
I T (A.7)
2
Y

=
e

B
2

%

N
IR
ok

3,
,w

sk g
RO ,

1M

PRI
R

A

R
os

i

7

k3 ;«1;‘\'
Lol

‘o

5~
"

5

s

At

%

i

,
Ruisebih

"
Py,

o £ '%-"‘

f
A

Lt
e W
xE




o

~,?wm5’a{¢v~«.\ww; Fo sent L

T £ e Ty T e
B T S R

R TISERER ) Ll dex i teo il it
PR AR d S T g Y

160

Equation (A.l) can be rewritten as

2 2 1
Then ' :
. | i
g
= (1-y )YE . (A.9)

At the primary maxima, Yﬁ = 1, so there is no error. These are the

s

regions of main intevest since they are the locations of coherent

D ol v B oD AT A as e

frequencies. The error in the approximation is greater at secondary

: : . 2 _1
maxima. For example, consider a secondary maximum where YM =5 . :
‘ 2 _ 3 2 1 1 ,
: Assume that y_ = %-. Then Yy, = 5, but Y =3, so € = 25%, The ;
N -~ A &» - -

. fractional error continues to increase as YM decreases.

TR
pEpERe R aaen

T e

It should be noted that the envelope approximation is not valid

when there are no random fluctuations, i.e., when cz(w) = ] for all w,

ég : since, from (A.1l), Yz(w) = 1 for all w.
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