D-AOE9 92> SOUTH CAROLINA IM!V COLWBIA DEFT OF NATHEHATICS mo-:'rc F/G lzll
ESTIMATION OF THE RATIO OF SCALE PARAMETERS IN THE TWO SAMPLE P—-ETC(U)
..IM 80 W J PADGETT: L J WEI Fl%ZO-"M-n!lO
UNCLASSIFIED AFQSR=TR=80~0960

FESEEEERERES

END

et

11-80

bTIC




._._._._._
S EEF

LLLLL.:L l

EEF

HTON TEST ( HART

HE o

Wiy

¥ oW




Department of Mathematics

and Statistics
The University of South Carolina
Columbia, South Carolina 29208

KFOSR-TR- 80-0960

-u
| o5 083 |

ADAQO89925

1 »

“:F G620 -7%9-C- 0140




y Ty r=u —T —
e Sy TSR 2 ss e

‘

>
Y
%

ESTIMATION OF THE RATIO OF SCALE PARAMETERS IN THE
TWO SAMPLE PROBLEM WITH ARBITRARY RIGHT CENSORSHIP*

by
W. J. Padgett and L. J. Wei

University of South Carolina
Statistics Technical Report No. 60
62G05~-4

June, 1980

Department of Mathematics and Statistics (
University of South Carolina «
Columbia, South Carolina 29208

AIR FORCE (pyp
NOTICE oF 7y
This teehnical p
@pproved for

Distributy ot
‘o D. 3&082

Teohniga) iafermatien Officer

opart mn
lie releas

_ocT2 1980

.
- "?

STIC

| A
e dms o e

A

T3 OF screme
AMSMETTAL To .:cm RESEARGM (arsc)

:‘::;rovlowoa and s
on 13 unlimiteq, AR 150-12 (7).

#*Research supported by the United States Air Force Office of Scientific
Research under Contract No. F&9620-79-C-0140.

A - if 4 oy D 1
TGy o VA L e RIS ER
A nid 7008 " M LML X+ ALy

L




Y
et

\
|

B e

ABSTRACT y

A Lwo-sample version of the Cramér-von Mises statistic

T . e

'? . for right censored observations is used to obtain an estimator
of the ratio of scale parameters of two distributions. It is
shown that this estimator is comsistent. For small samples,
simulations are performed which show the superiority of the [

B estimator over the maximum likelihood estimator for exponential

distributions.

T
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1. TINTRODUCTION

Point estimation for the squared ratio of the scale parameters assoclated

2L ¥

with the class of ranklike statistics has been discussed in many elementary
statistics books (for example, Hollander and Wolfe 1973). In this article, we
consider a special situation in which the two underlying distributions with positive
support only differ by their scale parameters. The quantity in which we are
interested is the ratio of these two parameters. A simple and obvious esti-

mator of this quantity based on two independent samples would be the median

of all possible ratios of the observations in one sample to those in the other

sample.  This estimator s essentlally a Hodges and Lehmann (1960) estimator (Randles

and Wolfe 1979) through a logarithmic transformation.

Unfortunately, in many.situations the observations may be censored or
truncated. For example, the paramcter of interest may be the length of survival,
It is common that at the emd of the trial there may be incomplete survival
information on certain individuals. An (nonparametric) estimator of the ratio
of the scale parameters is proposed based on arbitrarily right-censored observa-
tions in this article. The proposed estimator, after a logarithmic transformation,
is o winlmum Cramér-von Mises distance cstimator (Fine 1968, Parr 1980) and
reduces to the Hodges and Lehmann type of estimator mentioned in the pi :vious
paragraph for the uncensvred case. The parametric estimation procedure under
arbitrary censorship is penerally rather complicated. For example, only
approximatce solutions to the Likelihood equations may be obtained for two
censored samples from Welbull distributlons with the same unknown shape parameter
and different scale parameters.

Specifically, In this paper supposc that two positive random variables

.‘ — ,J




ey s

SO and T” differ in distribution only by their scale parameters. That is, there

exists a positive constant @ such that es° and TO have the same distribution.
Let Sg, ey Sg be independently distributed as So, and let Tg....,Tg be

independent and distributed as To and also independent of sg, ...,S:. Further~-

more, it is assumed that So

i and T? may be censored from the right by random

L
variables (or constants) U, and Vi. respectivelty, i=1,,..,m, j=1,...,n.

i

We wish to estimate 0 based on the obscrvations (51,61), f=1,...,m, and

(tj,ej). J=l,...,n, where

0 ' 1 if 51'32
= min (Si' ui} and 61 =

Si 1.1’ooo’m,
0 otherwise,
and
0 1 t,=tg
t, = min {tj, Vj] and e1 = J © 3=1,...,n.
1 - : 0 otherwise,
In the development of the estiwator of 0, we consider the transformation
0 0 '
X, = n Hi' X, = n si. u1 = {n "1' i=1,...,m
and
yo = 4n to, y, =int,, v, =4in v', j=i,...,n.
3 D 3 J J

Then the observations are (xi, Gi), i=l,...,m and (yj. €,), j=1,...,n, where

3

1 if xi - x? 1 if yj = yg
61 = { and cj =

0 otherwlise 0 otherwise .

Thus, the problem hecomes one of estimating the shift parameter A = n 0, based

+ A has the same dis-

0
i

). =1, .00, where x°

) 1
tribution ax Yo for cach I and j. We denote the distribution function of X

)
; A {)
by F and that of Yl

on (xl, 61), 21,000 ,m, and (yJ, ¢

by ¢ so cthat F(y - A) = G(y) for all y,
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The derivation of the proposed estimator of 0 (or A) is given in Section 2.

The consistency ol the estimator Is discussed in Section 3., For small samples,
the comparison of our estimator with the maximum likelihood estimator of the
ratio of the scale paramecters of two exponential distributions is made in Section
4 bascd on the results of computer simulations. The simulations indicate that
our estimator is superior to the maximum likelihood estimator even for this

"nice" parametric case.
2. ‘THE MINIMUM DISTANCE ESTIMATOR OF A = %n ©

Without loss of generality we assume that X, < Xy £...5 X and yls Yy €...8 Ya'

Define the Kaplan-Meier estimators of FC = 1-F and Gc = 1-G, respectively,

by (Efron 1967)

k~1 -1 61
) 111 (oe7 ) » %€ (xk-l,xk]' k=2,...,m
p;(x) .J
1. xfxl
L 0, X > x
m
and
[ k~1 €
n=] 163 )
.Ia ( noj+l )7, ye (yk-l,yk]'-k 2,...,0
“c
G ( = 4
C(y) L .
k 0, y > y“.

-~

Also, define the jumps of F; at the xl's by ay (it the X is censored, the

Jump I8 zero), that s,

o °c
Fm(xl) - Fm(xl+|). i.l.ooo|‘.l
(2.1)

;:;(x.) , fom,
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A

Slmilarly, let b, denote the Jump of (.'; at y, for cach j=1,...,n.

B 3

We delfine Km" to be o value of A which minimizes the Craméer-von Mises

o -~ A. 2 ~ Ac A‘ ﬂc
distance f__mlF-(t-A) -G (t)de where F =1-F and G =1-G.

Letting A be some real number such that A > uax{xl +8,..0,% +4, yl,...,yn}
and letting lB be the indicator function of the set B, we can write

- A A2 A B
J_o 1P (t=8) - 6 (1) 17de I‘°[1§1 Ay L w eop) (=)

T e

. ﬂ(yj)lzdt. (2.2)
J= ’

3 e
Squaring and colleccting terms, (2.2) cquals

A['Z'Zaa-Zlfzab'k‘iEbb

]
11 kel Tk Tyl e 2 ey ey JF
m om
- 121 kzl a a, ux{xi-k A, x, + A}
) TAEAREE ) )
- b,b, max{y,, y,} + 2 a,b, max{x, + 4, y,}. (2.3)
j=1 =1 3L 3* L {=1 j=1 13 1 3

The first term in (2.3) is gero, and the third term does not involve A. Hence,

the problem is to minimize over A the expression

m n n om
2 a b max{x, +4,y,) - a,a, mex{x, + 4, + A}
121 jzl o L J 121 kzl 1k 1 “
mn 0 " n
- 121 421 aby(x, +y) + 121 le nibjlyj - x, - 8].
Therefore, we wish to find
T 1 ap |
min , ab.ly, - x, - A]. (2.4)
A =1 e 2373 4




m n ~
Since 2 X ab, =1, it is easy to see that a value A of A which
i'j mn

i=1 j§=1
solves (2.4) is a median of the (discrete) probability distribution function

"mn whose probability density function is defined by

aibj’ v = yj - xi, {=1,...,m

hm“(v) = j=l,...,n (2.5)
o, otherwise.

~

Therefore, the corresponding estimator of 0 is emn = exp(Amn).

Note that if the two samples xl,...,xm and Y Yn are not censored,

PERREY
the median of the distribution (2.5) which solves (2.4) is exactly the median of

- ;1,- for all 1 and j (Fine 1968).

all the differences yj - x, since a, = %'and b

]

It is also interesting to note that l-Hmn can be represented as the

convolution of the two Kaplan-Meier estimators of Fc and Gc, that is,

o (v) = [2 Fo(t-v)d G (t) --[f“,;:

WFo (e-v)d ().

This representation of Hmn will be used in the next section to show that Ann

is a consistant estimator of A.
3. CONSISTENCY OF THE ESTIMATOR

For mathematical convenience we assume that the censoring variables

lUjJ and [VJI are Independent random varlables with common distribution functions

J and K, respectively. Also, the u‘ and V, are assumed to be independent of

]
the xf and Y;) and independent of cach other,
tor any real number v, Lt follows from Theorem 8.2 of Efron (1967) that
o (v) == [ P (x-v)d GS(x) 2= P + v 2 Y07 = H(w) (3.1)
mn - m n i ]
C oo PRI T RN A LTI T




as m, n + » go that ;':n— + A and -m%n- + 1-X, 0<A<l, where H is the distribution

function of Yo - XO, which is symmetric about A.

3~ M

We now prove the following theorem.

THEOREM 3.1 Let m,n + « so that ;"n; + A and T-:_n + 1 - A, 0<A<l. Then

~

P
A, — 4.

'
PROOF. lLet € > 0 and ¢ = ¢/2. Since A is the unique median of H, we

~ A 1]
Since A is a median of H , H (A + ¢ ) 2 .
mn mn

1]
have H(A - € ) < L oo Ban 2

%
L ]
By (3.1), "mn (A-c ) RN H(A-¢ ) as m, n + @, But the event that

A [] L

L
+ ¢ <A - ¢ implics the cvent that l-s H (A -¢€ ). Thus,
mn 2 mn

~ [ [] t
PA_ + ¢ <A-e)sp(%snmn(z\-e))+o as m, n + © which implies that

l’(Amn z2AhA-¢)+1.
On the other hand, H(A + ¢) >-% and Hm“(A + €) -£L> HA+¢€) asm, n+ »
under the conditions of the theorem. Also, H (A ) < l, and since A > A + ¢
mn' mn 2 mn
ol i 1, ve PeA 1
implies that 3 2 Hmn(A + ¢), we have !’(A“m >A+¢€) s P(2 2 Hmn(A +¢€))+0
as m, n > ™,

Thus, P(A-¢s Amn SA+e€e)+*1 asm n+ o i

~

Therefore, the estimator Omn of the ratio of scale parameters for the

original problem is a consistent estimator of 0,
4. SMALL SAMPLE COMPARISONS

In addition to the nonparametric nature, an obvious advantage of the
estimator omn (or Amn) is that it is easily computed in closed form, whereas
3 tor arbitearily right censored data in many parametric models the scale parameter

cannot be estimated in closed form by maximum likelihood or other procedures.




One parametric case which yields a closed form maximum likelihood estimate of
the ratio of the two scale paramceters for censored observatlons is the exponential
distributions. In this section we will compare our estimator emn with the mle

for small size censored samples from two exponential distributions with

different scale parameters through computer simulations.

In the notation of Scction 1, let S?, i=l,...,m and Tg, j=1,...,n be

samples from the exponential densities fo(s) = A_l exp(-s/}) I[0 m)(s) and
»

uO(t) = ()\O)-1 exp(-t/A0) 1 (t), respectively. The maximum likelihood

LO,)

n m m n
estimator of O is found to be emn = z tj Z 61 !/ ( Z $g .z ej), which is
j=1 J i=1 i=1 * j=1

the ratio of the two estimates of average lifctime from the respective censored

samples.
~

ln order to compare the mle an with our estimator emn of 6, we have
performed !onte Carlo simulations to indicate the bias and mean squared error

of each estimator. Taking A = 1 in fo and go for all the computations, the

1] ]
censoring variables Ul’ i=l,...,m and Vj, }=1,...,n described in Section 1 were

taken to be independent uniformly distributed random variables on the intervals

0

lO.srl and fO,tn1. respectively, where s, was the 100f th percentile of f and

€
t” wus the 100n th percentile of go (0<E&, n<1l). For £ = 0.9, for example,

shightly more than 107 of the Sl'” will be censored,

For each fixed sct of values tor m,n,8,§, and n, 1000 samples
(sl.él). ceey (sm,dm) and (tl,cl), vees (t“.en) were generated and Omn and enn
were caleulated for cach.  The average and estimated mean squarced errors (mse)

were caleulated for the 1000 repetitions. The resulting estimated blases and

mean squared errors for scveral cases are reported in Table 1.
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TABLE 1. Small Sample Comparison for Exponential Distributions
m n 0 £ n emn mn
! bias mse bias mse
0.90 0.50 -0.073 0.182 0.313 0.851
5 10 0.5 0.75 0.75 0.189 0.345 0.319 1.058
0.50 0.50 0.174 0.226 0.252 0.693
0.90 0.90 0.080 0.133 0.123 0.245
10 10 0.5 0.90 0.50 ~0.163 0.069 0.227 0.476
0.75 0.75 0.060 0.111 0.181 0.487
0.50 0.50 0.024 0.039 0.252 0.693
0.90 0.90 0.160 0.531 0.245 0.978
10 10 1.0 0.90 0.50 -0.326 0.276 0.454 1,903
0.75 0.75 0.122 0.445 0.363 1.947
0.50 0.50 0.048 0.157 0.505 2.772
0.90 0.90 0.320 2.123 0.490 3.914
10 10 2.0 0.90 0.50 -0.653 1.104 0.909 7.613
0.75 0.75 0.242 1.780 0.726 7.787
0.50 0.50 0.097 0.628 1.009 11.087
0.90 0.90 0.052 0.067 0.081 0.102
15 15 0.5 0.90 0.50 -0.162 0.051 0.185 0.292
0.75 0.75 0.038 0.047 0.094 0.129
0.50 0.50 0.016 0.017 0.171 0.327
|- 15 15 2.0  0.90 0.90 0.209  1.069 0.325  1.635
X 0.90 0.50 -0.647 0.810 0.741 4.667
15 10 2.0 0.90 0.90 0.119 1.035 0.324 2.223
0.90 0.50 -0.750 0.872 0.672 4.366




A

These simulations indicate some clear patterns in the behavior of emn'

As m and n increase for fixed 0, &, and n, the bias and mean squared error
tend to decrease for both Smn and Emn (since these estimators are consistent),.
As the censoring in the two samples becomes more severe for fixed m,n, and 0,
the bias and mse tend to decrease for an and increase for the mle. Also,
for fixed m,n,§, and n, the blas and mse of both estimators tend to increase
as 0 increases, more so for the mle than for 8mn' Therefore, even for the
exponential distributions when both estimates are easily calculated from small

samples our estimator is always superior to the maximum likelihood estimator

in performance.

5. SUMMARY AND CONCLUSIONS '

A

An estimator Gmn of the ratio of scale parameters has been developed for
the two sample problem when the observations are arbitrarily censored from the
right. The estimator was obtalned by logarithmically transforming the problem
to one of estimating a shift parameter by minimizing a Cramér-von Mises
measure of the distance between two Kaplan-Meier estimates of the underlying
distribution functions. This approach was taken since the minimum distance
cstimation does not seem to yleld a closed form solution for the original scale
problem,

The estimator amn is shown to be consistent, and Monte Carlo simulation
results for two exponential distributions with different scale parameters
indicate that the estimator is superior in performance to the maximum likelihood

est imator for that cuase.
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